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PREFACE 

What is the mind? What is the relationship between mind and body? Is the mind the same 

as the brain? How can the mind affect the physical world? What is consciousness? Could 

a purely physical system be conscious? Can we explain subjective experience in objective 

terms? How does the mind represent the world? What is the nature of belief and desire? 

What is the relationship between consciousness and representation? Is the mind in the head 

or in the environment? How can we perceive the external world? How do we know our own 

minds? What can we know about other minds, in humans and in nonhuman animals? What 

is the self? What is personal identity? Can machines have minds? 

These are some of the central questions in the philosophy of mind. This book is a collec- 

tion of articles addressing them. If the book has a thematic focus, it is on the many aspects 

of the mind-body problem. What is the relationship between mind, brain, and body, and be- 

tween the mental and the physical? This is perhaps the central problem in the philosophy of 

mind. It ramifies into any number of different questions concerning different aspects of this 

relationship and concerning different aspects of the mind. The articles in this book address 

these questions from many different angles. 

This collection has seven main parts. Foundations: what is the nature of the mind, and 

what is the relationship between the mental and the physical? Consciousness: what is the 

place of consciousness in the natural world, is consciousness a physical process, and how 

can consciousness be understood? Content: how can the mind represent the world, what is 

the nature of thought, and are the contents of our thoughts determined by the brain or by the 

environment? Perception: what is the nature of perceptual experience, and what is the rela- 

tion between perception and the external world? Self-Knowledge and Gther Minds: how do 

we know about other minds, and how do we know our own minds? The Self: what 1s the self, 

what is the relationship between self and brain, and what is the nature of personal identity? 

Artificial Intelligence: can machines have minds, can they surpass us in intelligence, and 

what happens if they do? 

I have written introductions to each of the parts, giving relevant background for the mate- 

rial in those parts, and giving pointers for further reading. 

The collection includes both classical articles that make up much of the standard history 

of the field and contemporary articles that represent recent directions in the area. Much of 

the classical background to recent debates, from Descartes’ dualism to various 20th-century 

forms of materialism, can be found in the first section of the book. The second and third 

sections concentrate largely on material from the past few decades, with a good representa- 

tion of material at the leading edge of current research. The book contains a combination of 

highly accessible articles and more sophisticated pieces, so it should be suitable for use in 

undergraduate and graduate courses at all levels. I hope that the book will also be interesting 

to general readers interested in these issues. 

In the almost two decades since the first edition of this book was published in 2002, the 

philosophy of mind has expanded in many directions. As a result, this volume has expanded 

too. The second edition includes new parts on perception, epistemology of mind, the self, 

and artificial intelligence. All of these topics have been particularly active in recent years. In 

the earlier parts of the book, readings have been overhauled and updated throughout. 

The second edition also aims for coverage of a wider range of philosophical traditions. 

Where the first edition focused almost exclusively on 20th-century Anglocentric analytic 

philosophy of mind and some historical predecessors in Western philosophy, the second 

edition includes articles drawn from African philosophy, Indian philosophy, and Islamic 

xi 
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philosophy, as well as from more recent traditions in experimental philosophy, feminist 

philosophy, and phenomenology. Of course the book remains in large part a reflection of a 

certain tradition, and there remain many omissions. 

Acknowledgments for the second edition: I would like to thank Robert Miller and 

Andy Blitzer at Oxford University Press for their editorial help, and Kelvin McQueen 

and Jonathan Simon for their help in assembling the volume. Thanks to production editor 

Claudia Dukeshire, copy editor Robin Reid, and proofreader Patti Brecht. I would also like to 

thank the following reviewers of the first edition: Torin Alter, Andrew Bailey, Bill Brewer, 

Curtis Brown, Alex Byrne, Elijah Chudnoff, Joe Cruz, Steven Horst, Frank Jackson, Amy 

Kind, Uriah Kriegel, Michelle Montague, Barbara Montero, Sarah Paul, Thomas Polger, 

Peter Ross, Warren Schmaus, Tim Schroeder, Eric Schwitzgebel, John Turri, and Daniel A. 

Weiskopf. 

Acknowledgments for the first edition: I would like to thank Robert Miller of Oxford 

University Press for inviting me to put this book together and for all his help on the editorial 

front. Brad Thompson was a great help in chasing down permissions and in preparing the 

manuscript. Thanks are due also to Fiona Cowie, George Graham, Jaegwon Kim, and two 

other reviewers for their helpful comments on the contents and organization of the book. 

Finally, I owe a debt to the editors of previous anthologies in the area—especially Ned Block 

(Readings in the Philosophy of Psychology), David Rosenthal (The Nature of Mind), and 

William Lycan (Mind and Cognition)—for their example. 
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Foundations 

The articles in this first part of the book address foundational questions about the nature 

of the mind and about the relationship between the mental and the physical. Many of 

these questions concern the nature of mental states: states such as seeing the color red, 

feeling pain, experiencing anger, and desiring happiness. What is the nature of a mental 

state? And how are mental states related to physical states, such as states of the brain, of 

one’s body and behavior, and of the physical world more generally? 

Traditionally, views on these issues can be divided into two main classes. Dualist 
views hold that the mind is quite distinct from the body and the brain (although they 

may be associated in some fashion), and/or that mental states are fundamentally distinct 

from physical states. Materialist views hold that the mind is itself a broadly physi- 

ca] entity, and/or that mental states are fundamentally derivative on physical states. 

There also exist idealist views, on which physical states are fundamentally derivative 

on mental states, but these will not be as central here. The papers in this section discuss 

many varieties of dualist and materialist views, as well as other foundational questions 
about the relations between the mental and the physical. 

A. Dualism 

Dualist views come in two main varieties. Interactionism holds that the mental and 

physical are fundamentally distinct, but interact in both directions: physical states affect 

mental states, and mental states affect physical states. Epiphenomenalism holds that the 

mental] and physical are fundamentally distinct and that physical states affect mental 

states, while denying that mental states affect physical states. 

In the history of European philosophy, the most important dualist view is the inter- 

actionism of René Descartes. Descartes’ most important work was his Meditations on 

First Philosophy. This is a series of six meditations, the second and sixth of which are 

reproduced here as chapter |. In the first meditation, Descartes attempts to cast doubt 

on all of his beliefs and found that he cannot be certain that the external world exists. In 

the second meditation, Descartes finds that there is one thing he can be certain of: his 

own mind, and so his own existence (“I think, therefore I am’). He concludes that he 

is fundamentally “a thing that thinks.” In the third through fifth meditations, Descartes 

infers the existence of God and uses this to justify his belief in the external world (since 

God would not deceive him). In the sixth meditation, Descartes reflects on the differ- 

ences between the mental and the physical, and concludes that they are fundamentally 

distinct. He uses a number of arguments here: one can be certain about the mental but 
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not about the physical; the mind is indivisible while any physical entity is divisible; and 

most famously, one can imagine oneself existing without a body, so one must be distinct 

from one’s body and likewise from any physical entity. 

The Meditations argue for the distinctness of mind and body, but do not say much 

about the relationship. This question is addressed in more depth in Descartes’ Passions 

of the Soul (chapter 2), which discusses the interaction between mind and body. Humans 

have a rational soul, which receives perceptions as “passions” from the brain and which 

performs actions through acts of will that affect the brain. Signals are passed between the 

brain and the soul via the pineal gland (a small gland centrally located in the brain). On 

this picture, mind and body involve separate substances but interact in both directions. 

Princess Elisabeth of Bohemia (chapter 3) carried on an extensive correspondence 

with Descartes about philosophical issues. It was Elisabeth who pointed out what has 

become by far the most notorious problem for Cartesian dualism. This is the interaction 

problem: How could a nonphysical mind have any effects on a physical body? Elisabeth 

famously says, “It would be easier for me to concede matter and extension to the soul 

than to concede the capacity to move a body and to be moved by it to an immaterial 

thing.” Because Descartes’ mind is outside space, it is not easy to see how it could have 

any effect on the body, which is in space. 
Descartes’ ideas about the mind are widely rejected today, in large part because of 

the interaction problem. The idea that the pineal gland mediates this interaction has long 

since been rejected on physiological grounds, and no more plausible causal nexus in 

neurobiology has been found. Further, it is widely believed that this interaction cannot 

be reconciled with physics, which postulates a closed network of physical interactions, 

with no room for a nonphysical mind to play any role. 

One can find dualist views of mind and body in many philosophical traditions. 

Kwame Gyekye (chapter 4) argues that the Akan tradition in Ghana is dualistic. In the 

Akan view, a person is constituted by Okra (soul) and Sunsum (spirit), which are imma- 

terial, and by Honam (body), which is material. According to Gyekye, the Akans are in- 
teractionists: they think that Okra and Sunsum are immaterial substances located in the 

head that manifest themselves through their effects on body and behavior. Traditional 
Akan medicine relies heavily on both physical and spiritual methods, reflecting this 
underlying dualism. 

Islamic philosophy also has a strong core of dualism about mind and body. One of the 
most famous arguments in the Islamic tradition is the “floating man” argument put for- 

ward by Avicenna (or Ibn Sina) in “On the Soul” (chapter 5). Avicenna imagines a man 

who is created floating in the air, without any feeling of his body. He suggests that the 

floating man will be conscious of himself and aware of his own existence, even though 

he is not conscious of his own body. This suggests that self-consciousness cannot be 
reduced to bodily consciousness. More strongly, Avicenna uses the argument to suggest 
that the self or soul is independent of the body. After all, the floating man is aware of 
himself but not aware of his body. 

In reaction to the interaction problem for Cartesian varieties of dualism, some have 
embraced epiphenomenalism, retaining the distinctness of mind and body, but denying 
any causal role for mind in the physical world. Such a view is put forward by Thomas 
Huxley (chapter 6). Huxley addresses Descartes’ view that nonhuman animals are mere 
automata, whose behavior is controlled entirely by their brains and who lack minds alto- 
gether. Huxley suggests that contemporary evidence favors the first aspect of this view, 
but does not favor the second: that is, animals’ behavior is controlled entirely by their 
brains, but they have minds nevertheless. On this view, the mind is a sort of byproduct 
of the brain that has no effect on it. At the end of his article, Huxley suggests that the 
same goes for humans. 

Epiphenomenalism has the advantage of being easier to reconcile with science 
than interactionist dualism, but it has the disadvantage of running strongly counter to 
common sense. Intuitively, it is hard to accept that our thoughts and feelings have no 
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effect on our behavior. Another problem is raised by Raymond Smullyan in his short 

fable “An Unfortunate Dualist,” (chapter 7): if mind has no effect on behavior, then 

it has no effect on what we say about the mind, so it seems that one could remove the 

mind and we would go on talking about it just the same. Smullyan raises the issue as a 

problem for dualism in general, but it is particularly pressing for an epiphenomenalist. 

FURTHER READING 

The full correspondence between Elisabeth of Bohemia and Descartes can be found 

in Shapiro 2007. An alternative view of the Akan conception of mind and personhood 

is presented by Wiredu 1992. Objections to interactionism and epiphenomenalism are 

discussed in more detail by Kim (chapter 20) and Chalmers (chapter 29). Chalmers 

gives a limited defense of both interactionism and epiphenomenalism, while Jackson 

(chapter 30) defends an epiphenomenalist view. Elsewhere, interactionist views are de- 

fended by Foster 1991, Hodgson 1991, Popper and Eccles 1977, and Swinburne 2019, 

while an epiphenomenalist view is defended by Robinson 2018. A relevant collection is 

Smythies and Beloff 1989. 

Foster, J. The Immaterial Self: A Defense of the Cartesian Dualist Conception of Mind 

(Routledge, 1991). 

Hodgson, D. The Mind Matters: Consciousness and Choice in a Quantum World (Oxford 

University Press, 1991). 

Popper, K., and Eccles, J. The Self and Its Brain: An Argument for Interactionism (Springer, 

1977). 

Robinson, W. S. Epiphenomenal Mind: An Integrated Outlook on Sensations, Beliefs, and 

Pleasure (Routledge, 1988). 

Smythies, J. R., and Beloff, J., eds., The Case for Dualism (Charlottesville: University of 

Virginia Press, 1989). 

Swinburne, R. Are We Bodies or Souls? (Oxford University Press. 2019). 

Wiredu, K. “The African concept of personhood,” in African-American Perspectives on 

Biomedical Ethics, H. Flack and E. Pellegrino, eds., (Washington, DC: Georgetown 

University Press, 1992). 

B. Behaviorism 

In the second half of the twentieth century, dualism was widely rejected, and many dif- 

ferent forms of materialism were explored. This was both a reaction to the problems of 

dualism and a product of the success of physical explanations in many different domains. 

Gilbert Ryle’s 1949 book The Concept of Mind is recognizably the antecedent of 

much recent work in the philosophy of mind. This book argues against dualist views and 

puts forward a positive view of its own. Included here is the first chapter of the book, 

‘Descartes’ Myth” (chapter 8). As the title suggests, this chapter is largely a polemic 

against the dualism of Descartes. He accuses Descartes and others of subscribing to the 

“dogma of the ghost in the machine,” and suggests that these views rest on a “category 

mistake” in posing questions about the relationship between mind and body. The mind 

is not to be seen as something distinct from the body and steering it from the inside, but 

as an aspect of the body’s own activities. 
Ryle’s positive views (developed in other chapters of his book) are subtle and hard to 

summarize, but a central strand in these views involves a sort of behaviorism: roughly, 
the view that the mind is an aspect of behavior. On this view, to be in a given mental 

state (such as pain) is to be in a certain behavioral state (such as wincing), or at least 

to have a disposition to behave in certain ways (such as the disposition to express pain 
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if queried). Thus the mind is seen as a public aspect of human activity, rather than as & 

private inner aspect. 

This sort of behaviorism is more explicit in Carl Hempel’s “The Logical Analysis of 

Psychology” (chapter 9), Hempel was influenced by the logical empiricist tTrachtOR mw 

philosophy, which held roughly that all meaningful claims can be translated tate cates 

about observable, verifiable phenomena, In the case of the mind, this comes to the claten 

that meaningful claims about the mind can be translated into claims about behavter, 

This is a form of /ogical behaviorism, holding ultimately that what we mean when we 

make claims about the mind involves underlying claims about behavior. (This differs 

from scientific behaviorism, which holds roughly that the scientific study of the mind is 
the study of behavior.) Given that behavior itself seems to be a physical phenomenon, 

behaviorism can be seen as a form of materialism. 
Like dualism, behaviorism has been subject to a number of Objections. [It scams MOLe 

intuitive to say that the mind is an inner cause of behavior, rather than am aspect of be- 
havior itself. More concretely, one can argue that any given mental state is distinct from 
any given behavioral state or behavioral disposition. This sort of argument is mounted 
by Hilary Putnam in “Brains and Behavior” (chapter LQ). Putnam argues that specially 
trained people (“super-Spartans”) might feel pain while having no associated behavioral 
dispositions at all, Likewise, it can be argued that a perfect actor might have amy giver 
behavioral disposition without the associated mental state. If so, mental States cannot be 
behavioral dispositions, 

FURTHER READING 

Apart from being the classic statement of a broadly behaviorist view, Ryle [949 contains 
nuanced discussions of many aspects of the mind and mentality, The views of Carnap 

1934, Wittgenstein 1953, and Quine 1960 also have some affinity with behaviorism. 
Dennett (this volume, 1987), who was a student of Ryle’s, pats forward a view that car 
be seen as a sophisticated contemporary descendant of behaviorism. Important edjec- 
tions to behaviorism are given by Geach 1957 and Block L981. Scientific behaviorism is 
advocated by Watson 1930 and Skinner 1971. 

Block, N., “Psychologism and behaviorism,” Philosophical Review 90 USS De pe. S43. 

Carnap, R., “Psychologie in physikalischer Sprache.” Ertennmis 3 (L93De pa. LATE 
Translated as “Psychology in physical language” in Logical Pesitivivn, A. J. Aver. ad. 
(Free Press, 1959). 

Dennett, D. C. The Intentional Stance (MIT Press, L987), 

Geach, P. Mental Acts (Routledge & Kegan Paul, 1957), 

Quine, W. V. Word and Odject (MIT Press, 1960), 

Ryle, G. The Concept of Mind (Hutchinson and Co., 1949). 

Skinner, B, F. Beyond Freedom and Dignity (Alfted A. Knopt, 197), 

Watson, J. Behaviorism (Norton, 1930). 

Wittgenstein, L. Philosophical Investigations (Blackwell, [953). 

C. The Identity Theory and Functionalism 
The mind-brain identity theory holds that mental states are beaim states. Most theorists 
accept that mental states are at least associated or Correlate with brain states: far Qe 
ample, feeling pain might be correlated with a certain sort of brain activity. The identity 
theory goes further to hold that mental states are identical to the associated braile States: 
these states are one and the same. This identification, ualike the behaviorist thesi<, 8 Rot 
grounded in an analysis of our concepts. Rather it is supposed to be an empirical cain, 
analogous to the claim that lightning is identical to electrical discharge. ar that water 
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is identical to H,O. In this way, the identity theory can be seen as driven by scientific 
developments, especially in neuroscience. 

The classic statement of the identity theory was given by J. J. C. Smart (chapter 11) 

in 1959, refining and elaborating an earlier statement three years earlier by his colleague 

U. T. Place. Smart recognizes the strong intuitive resistance to the claim that mental 

states are brain states, especially in the case of conscious experiences, but he tries to 

defuse this resistance by addressing a number of objections. He suggests that mental 

concepts can be analyzed in a “topic-neutral way,” so that nothing in these concepts 

alone dictates whether or not mental states are physical. This suggests that while it may 

not seem antecedently that mental states are physical, we can discover their physical 

nature through empirical science. 

An objection to the identity theory, developed by Putnam (chapter 12), is that states 

such as pain cannot be identical to any particular brain states, since a creature such as a 
Martian might have pain without having the brain state in question. As Putnam put it, it 

is plausible that mental states are multiply realizable. If this is right, one cannot identify 

a mental state type such as being in pain with a physical state type, such as a specific 

sort of brain state. This still leaves open the possibility that one can identify mental state 

tokens, such as a specific pain of a subject, with physical state tokens, such as a specific 

biological state of that subject. Many philosophers think that the type identity theory is 

refuted by this objection, but that the token identity theory is left open. 

The problems that Putnam raised for the identity theory and for behaviorism led him 

to embrace functionalism, which can be seen as a descendant of both. Broadly speaking, 

functionalism holds that mental states correspond to functional states: states of playing 

a certain role within the cognitive system. Putnam proposes a hypothesis that has come 

to be known as machine functionalism, according to which mental states are functional 

states of a computational machine. This makes mental states more abstract than any 

particular biological state and so allows the possibility of multiple realizations. It also 

allows a loose tie between mental states and behavior, without an absolute tie. This anal- 
ogy between minds and machines has been very influential in contemporary philosophy 

of mind and cognitive science, and it has been developed in many different directions. 

David Armstrong (chapter 13) puts forward a different form of functionalism, cast 

not in terms of machines but in terms of the general idea that mental states are defined 

in terms of their causal role. Specifically, he holds that the concept of a mental state is 

the concept of a state that is apt to be the cause of certain effects or apt to be the effect 

of certain causes. Where Putnam viewed his thesis as a sort of empirical hypothesis 

(like the identity theory), Armstrong puts forward his thesis as a sort of conceptual 

analysis (like logical behaviorism): it is a view about what we mean when we talk about 

the mind. Because of this, the view is often known as analytic functionalism. Unlike 

Putnam, Armstrong sees his view as supporting the identity theory rather than compet- 

ing with it: if it turns out that in humans a specific brain state plays the causal role as- 

sociated with pain, then that brain state is itself a pain. 

This sort of functionalism is developed further by David Lewis (chapter 14). Lewis 

addresses two puzzles for the functionalist: Couldn’t there be someone (a “madman’’) 

whose pain doesn’t play the usual causal role for pain, and couldn’t there be someone 

(a “Martian”) whose pain has a physical realization quite different from ours? Lewis 

argues that analytic functionalism can handle both of these puzzles by distinguishing 

the role associated with pain from the physical property that realizes that role. Ina given 

organism, pain should be identified with the physical property that realizes the role. In 

effect, pain is identified with different states in different organisms. In this way Lewis 
holds that his view can have the virtues of both the identity theory and functionalism. 

That functionalism cannot deal with the “qualitative” aspects of conscious experi- 

ence, such as the experience of seeing red or feeling pain, has often been objected to. 

Ned Block (chapter 15) develops the “absent qualia” objection, according to which a 

system could have the same functional states as a conscious system while having no 
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qualitative states at all. He argues for this thesis using a thought experiment involving a 

vast number of people causally organized to realize the given organization. 

Martine Nida-Riimelin (chapter 16) develops a version of the “inverted qualia” objec- 

tion, according to which two systems could have the same relevant functional states as a 

conscious system while having different qualitative states. If these objections are correct, 

then qualitative states are not identical to functional states, so functionalism is false. 

FURTHER READING 

Herbert Feigl’s long and interesting 1958 article on the identity theory is reprinted with 

an afterword as Feig] 1967. The identity theory provoked a great deal of critical dis- 

cussion in the 1960s, some of which is collected in Borst 1970; another collection is 

in Presley 1967. Influential objections to the identity theory are developed by Putnam 

(chapter 13) and Kripke (chapter 32). (chapter 33; see also Hill 1991) advocates a ver- 

sion of the type-identity theory. 
There is an enormous and scattered literature on Balog functionalism; some relevant 

papers are collected in Biro and Shahan 1975. Putnam’s version of functionalism is 

developed in a series of papers collected in Putnam 1975 and is repudiated in Putnam 

1987. Armstrong’s functionalism is developed at length in Armstrong 1968. The idea 
that mental states are defined in terms of a theory is also present in Sellars (chapter 

42) and is developed further by Churchland (chapter 45). Searle (chapter 76) gives 

an argument against machine functionalism that is closely related to the absent qualia 

argument. Dennett (chapter 25) tries to deflate the idea of absent and inverted qualia, 

while Shoemaker 1975 and White 1986 give important defenses of functionalism against 

absent qualia objections. See also a number of related chapters on this topic (e.g. those 

by Nagel, Chalmers, and Kripke) in part 2 of this book. Shoemaker 1982 and Palmer 

1999 discuss inverted qualia from a philosophical and empirical standpoint, respectively. 

Armstrong, D. M. A Materialist Theory of the Mind (Routledge & Kegan Paul, 1968). 

Biro, J. I., and Shahan, R. W., eds., Mind, Brain and Function (Oklahoma University Press, 

1982). 

Borst, C. V., ed., The Mind/Brain Identity Theory (Macmillan, 1970). 

Feigl, H. The “Mental” and the “Physical” (University of Minnesota Press, 1967). 

Hill, C. S. Sensations: A Defense of Type Materialism (Cambridge University Press, 1991). 

Presley, C. P., ed., The Identity Theory of Mind (University of Queensland Press, 1967). 

Palmer, S., “Color, consciousness, and the isomorphism constraint,” Behavioral and Brain 
Sciences 22 (1999): pp. 1-21. 

Putnam, H. Mind, Language, and Reality (Cambridge University Press, 1975). 

Representation and Reality (MIT Press, 1987). 

Shoemaker, S., “Functionalism and qualia,” Philosophical Studies 27 (1975): pp. 291-315. 
Reprinted in Identity, Cause, and Mind (Cambridge University Press, 1984). 

“The inverted spectrum,” Journal of Philosophy 79 (1982): pp. 357-81. Reprinted 
in Identity, Cause, and Mind (Cambridge University Press, 1984). 

White, S., “Curse of the qualia,” Synthese 68 (1986): pp. 333-68. Reprinted in The Nature of 
Consciousness, N. Block, O. Flanagan, and G. Giizeldere, eds., (Cambridge, MA: MIT 
Press, 1997). 

D. Other Psychophysical Relations 
A number of other views about the relationship between the mental and the physical 
have been put forward. 

One important view is the anomalous monism of Donald Davidson (chapter 17). This 
view can be seen as an attempt to preserve materialism without any strong reduction 
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of the mental to the physical. In Davidson’s view, any given mental event is identical 
to a physical event (a form of token identity theory), but there are no strict laws that 

connect mental events to physical events, and there are no strict laws governing mental 

events themselves. Davidson argues for this view by considering the distinct charac- 

ter of mental and physical concepts along with the causal connections between mental 
events and physical events. 

There has been much discussion of whether the mental can be reduced to the physi- 
cal, where this is understood as requiring more than the mere truth of materialism. 

Jerry Fodor (chapter 18) argues that in general, one cannot expect that the theories of a 

high-level “special science” should be reducible to the theories of a low-level science 

such as physics. Because of the many ways in which a high-level kind can be realized 

at a low level, the general principles in a high-level science cannot be captured by a 

low-level science except in a very complex and arbitrary way. This applies especially 

to the science of psychology, suggesting that one cannot expect that psychology can 

be reducible to physics, or even to neuroscience. Instead, it will always have a degree 

of autonomy. 

Frank Jackson (chapter 19) argues for an important role for conceptual analysis 

in understanding the mental-physical relation. Like Davidson, Jackson holds that the 

mental supervenes on the physical: that is, any two possible systems with the same 

physical states will have the same mental states. Unlike Davidson, Jackson argues that 

this requires that mental concepts be analyzed in such a way so that there is a sort of a 

priori entailment from physical truths to mental truths. If this sort of conceptual analysis 

is possible, it becomes relatively easy to see how mental states can be physical. At the 

same time, the requirement of conceptual analyzability, if accepted, imposes a signifi- 

cant burden on the materialist. 

One of the central problems in the metaphysics of the mind is the problem of mental 

causation: How can the mind affect the physical world? We have already seen that this 

is a major problem for dualism. More recently, it has been argued that mental causa- 

tion also poses a problem for many forms of materialism. Jacgwon Kim (chapter 20) 

summarizes a number of different problems of mental causation. The first is a problem 

specifically for Davidson’s anomalous monism: if there are no strict laws connecting 

mental states to physical states, how can mental states be causally relevant? The second 

is a problem specifically for externalist views about the mind (see section III. C): if 

mental states depend on factors outside the head, how can they affect behavior? The 

third is a problem raised for any view: given that one can give a full causal explanation 

of behavior in physical terms, how can mental states be causally relevant? This third 

problem can be called the “exclusion problem” since it suggests that mental states are 

excluded from causal explanation. 
Another important view is emergentism, in which the mind is held to emerge from 

physical processes without being reducible to those processes. In recent philosophy, 

emergentism was popularized by the British emergentists of the early 20th century and 

especially C. D. Broad in The Mind and its Place in Nature. Jonardon Ganeri (chapter 
21) argues that emergentism has roots in ancient Indian philosophy, and especially in 

the ideas of Brhaspati in the Carvaka tradition of Hindu philosophy (around 600 BCE). 

Brhaspati holds that the physical elements earth, fire, air, and water are what’s real, and 

that consciousness emerges from the combination of these elements. Ganeri argues that 

this view has interesting parallels with British emergentism and suggests an interest- 

ingly different conception of emergence. 

Many discussions of the mind-body problem proceed by probing the concept of the 

mental, while taking the concept of the physical for granted. Barbara Montero (chapter 

22) argues that the concept of the physical is unclear and problematic. As a result, the 

doctrine of physicalism—that the mind is fundamentally physical—has no clear con- 

tent. Montero argues that we should move from physicalism to post-physicalism, where 

the key thesis is not that the mental is fundamentally physical but instead that the mental 
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is fundamentally nonmental. The opposing view is not dualism but the view that mental- 

ity is a fundamental ingredient of the universe. Montero argues that post-physicalism 

yields a clearer and more tractable debate. 

FURTHER READING 

C. D. Broad 1925 gives a classic statement of an emergentist view. The general program 

of British emergentists such as Broad is carefully described and analyzed by McLaughlin 

1992. Beckermann, Flohr, and Kim 1992 is an excellent collection of papers on both 

emergence and reduction. Davidson’s anomalous monism is analyzed in more depth by 

papers in McLaughlin and Lepore 1985 and Heil and Mele 1993. Fodor 1997 responds 

to Kim’s arguments (as do other articles in the same volume). Bickle 1997 argues at 

length for a reductionist view. Wilson 1999 responds to Horgan’s arguments. Important 

papers on supervenience are collected in Kim 1993. Jackson 1998 gives a more exten- 

sive treatment of the issues addressed in his paper here. Block and Stalnaker 1998 argue 

against Jackson’s requirement of conceptual analyzability, and Chalmers and Jackson 

2001 respond. Many aspects of the problem of mental causation are discussed by the 

papers in Heil and Mele 1993. 
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A. Dualism 

Meditations on 

RenelWescantes 

Second Meditation 

The Nature of the Human Mind, and How 

It ls Better Known Than the Body 

So serious are the doubts into which I have 

been thrown as a result of yesterday’s medita- 

tion that I can neither put them out of my mind 

nor see any way of resolving them. It feels as 

if I have fallen unexpectedly into a deep whirl- 

pool which tumbles me around so that I can 

neither stand on the bottom nor swim up to the 

top. Nevertheless I will make an effort and once 

more attempt the same path which J started on 

yesterday. Anything which admits of the slight- 

est doubt I will set aside just as if I had found 

it to be wholly false; and I will proceed in this 

way until I recognize something certain, or, if 

nothing else, until I at least recognize for cer- 

tain that there is no certainty. Archimedes used 

to demand just one firm and immovable p 

in order to shift the entire earth; so_I too can 

hope for great things if I manage to find just 

I see is spurious. I will believe that my mem 

tells me lies, and that none of the things that it 

reports ever happened. I have no senses. Body, 

shape, extension, movement and place are chi- 

meras. So what remains true? Perhaps just the 

one fact that nothing is certain. 

Yet apart from everything I have just listed, 

how do I know that there is not something else 

which does not allow even the slightest occasion 

for doubt? Is there not a God, or whatever I 

may call him, who puts into me! the thoughts I 

am now having? But why do I think this, since 

I myself may perhaps be the author of these 

thoughts? In that case am not I, at least, some- 

thing? But I have just said that I have no senses 

First Philosephy 

and no body. This is the sticking point: what fol- 

lows from this? Am I not so bound up with a 

body and with senses that I cannot exist without 

them? But I have convinced myself that there 

is absolutely nothing in the world, no sky, no 

earth, no minds, no bodies. Does it now follow 

that I too do not exist? No: if I convinced myself 

of something? then I certainly existed. But there 

is a deceiver of supreme power and cunning who 

is deliberately and constantly deceiving me. In 

that case I too undoubtedly exist, if he is deceiv- 

ing me; and let him deceive me as much as he 

can, he will never bring it about that I am noth- 

ing so long as I think that I am something. So 

after considering everything very thoroughly, I 

must finally conclude that this proposition, / am, 

I exist, is necessarily true whenever it is put for- 

ward by me or conceived in my mind. 3 

But I do not yet have a sufficient under- 
standing of what this ‘I’ is, that now necessar- 

ily exists. So I must be on my guard against 

carelessly taking something else to be this ‘I,’ 

and so making a mistake in the very item of 

knowledge that I maintain is the most certain 

and evident of all. I will therefore go back and 

meditate on what I originally believed myself 

to be, before I embarked on this present train of 

thought. I will then subtract anything capable of 

being weakened, even minimally, by the argu- 

ments now introduced, so that what is left at the 

end may be exactly and only what is certain and 

unshakeable. 

What then did I formerly think I was? A 

man. But what is a man? Shall I say ‘a rational 

animal’? No; for then I should have to inquire 

what an animal is, what rationality is, and in 

this way one question would lead me down the 

slope to other harder ones, and I do not now 

have the time to waste on subtleties of this kind. 

From Descartes, Meditations on First Philosophy, 1641. Translated in J. Cottingham, ed./ 

trans., Meditations on First Philosophy (Cambridge University Press, 1985). Reprinted with the 

permission of the publisher. Copyright © 1985 Cambridge University Press. 
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Instead I propose to concentrate on what came 

into my thoughts spontaneously and quite natu- 

rally whenever I used to consider what I was. 

Well, the first thought to come to mind was that 

I had a face, hands, arms and the whole me- 

chanical structure of limbs which can be seen in 

a corpse, and which I called the body. The next 

thought was that I was nourished, that I moved 

about, and that I engaged in sense-perception 

and thinking; and these actions I attributed to 

the soul. But as to the nature of this soul, either 

I did not think about this or else I imagined it 

to be something tenuous, like a wind or fire or 

ether, which permeated my more solid parts. As 

to the body, however, I had no doubts about it, 

but thought I knew its nature distinctly. had 

tried to describe the mental conception I had of 

it, I would have expressed it as follows: by a 

body I understand whatever has a determinable 

shape and a definable location and can occupy 

a space in such a way as to exclude any other 

body; it can be perceived by touch, sight, hear- 

ing, taste or smell, and can be moved in vari- 

ous ways, not by itself but by whatever else 

comes into contact with it. For, according to my 

judgement, the power of self-movement, like 

the power of sensation or of thought, was quite 

foreign to the nature of a body; indeed, it was a 

source of wonder to me that certain bodies were 

found to contain faculties of this kind. 

But what shall I now say that Iam, when Iam 

supposing that there is some supremely power- 

ful and, if it is permissible to say so, malicious 

deceiver, who is deliberately trying to trick me 

in every way he can? Can I now assert that I 

possess even the most insignificant of all the 

attributes which I have just said belong to the 

nature of a body? I scrutinize them, think about 

them, go over them again, but nothing suggests 

itself; it is tiresome and pointless to go through 

the list once more. But what about the attri- 

butes I assigned to the soul? Nutrition or move- 

ment? Since now I do not have a body, these 

are mere fabrications. Sense-perception? This 

surely does not occur without a body, and be- 

sides, when asleep I have appeared to perceive 

through the senses many things which I after- 

wards realized I did not perceive through the 

senses at all. Thinking? At last I have discov- 

ered it—thought; this alone is inseparable from 

me. I am, I exist—that is certain. But for how 
long? For as long as I am thinking. For it could 

be that were L totally to cease from thinking, I 

“SHouTd totally CeOtO Os Me peer 
“admitting anything except what is necessarily 
true. I am, then, in the strict sense only a thing 
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that thinks; that is, Iam a mind, or intelligence, 

or intellect, or reason—words whose meaning 

I have been ignorant of until now. But for all 

that I am a thing which is real and which truly 

exists. But what kind of a thing? As I have just 

said—a thinking thing. 

What else am I? I will use my imagination.* 
I am not that structure of limbs which is called 

a human body. I am not even some thin vapour 

which permeates the limbs—a wind, fire, air, 

breath, or whatever I depict in my imagination; 

for these are things which I have supposed to 

be nothing. Let this supposition stand;° for all 

that I am still something. And yet may it not 

perhaps be the case that these very things which 

I am supposing to be nothing, because they are 

unknown to me, are in reality identical with the 

‘TY’ of which I am aware? I do not know, and for 

the moment I shall not argue the point, since I 

can make judgements only about things which 

are known to me. I know that I exist; the ques- 

tion is, what is this ‘I’ that I know? If the ‘T’ is 

understood strictly as we have been taking it, 

then it is quite certain that knowledge of it does 

not depend on things of whose existence I am as 

yet unaware; so it cannot depend on any of the 

ings Which Tinvent in my imagination, And 
this very word ‘invent’ shows me my mistake. 
It would indeed be a case of fictitious inven- 

tion if I used my imagination to establish that I 

was something or other; for imagining is simply 

contemplating the shape or image of a corpo- 
real thing. Yet now I know for certain both that 

[exist and at the same time that all such images 

and, in general, everything relating to the nature 

of body, could be mere dreams <and chime- 

ras>. Once this point has been grasped, to say 

‘I will use my imagination to get to know more 

distinctly what I am’ would seem to be as silly 

as saying ‘I am now awake, and see some truth; 

but since my vision is not yet clear enough, I 

will deliberately fall asleep so that my dreams 

may provide a truer and clearer representation.’ 

I thus realize that none of the things that the 

imagination enables me to grasp is at all rel- 

evant to this knowledge of myself which I pos- 

sess, and that the mind must therefore be most 

carefully diverted from such things® if it is to 
perceive its own nature as distinctly as possible. 

But what then am I? A thing that thinks. 

What is that? A thing that doubts, understands, 

affirms, denies, is willing, is unwilling, and also 

imagines and has sensory perceptions. 

This is a considerable list, if everything 
on it belongs to me. But does it? Is it not one 
and the same ‘I’ who is now doubting almost 
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everything, who nonetheless understands some 

things, who affirms that this one thing is true, 

denies everything else, desires to know more, is 

unwilling to be deceived, imagines many things 

even involuntarily, and is aware of many things 

which apparently come from the senses? Are 

not all these things just as true as the fact that I 

exist, even if Iam asleep all the time, and even if 

he who created me is doing all he can to deceive 

me? Which of all these activities is distinct from 

my thinking’? ich of them can be said to be 

—séparate from myself? The fact that it is I who 
am doubting and understanding and willing is 

so evident that I see no way of making it any 

clearer. But it is also the case that the ‘I’ who 

imagines is the same ‘I.’ For even if, as I have 

supposed, none of the objects of imagination 

are real, the power of imagination is something 

which really exists and is part of my thinking. 

Lastly, it is also the same ‘I’ who has sensory 

perceptions, or is aware of bodily things as it 

were through the senses. For example, I am now 

seeing light, hearing a noise, feeling heat. But 

I am asleep, so all this is false. Yet I certainly 

seem to see, to hear, and to be warmed. This 

cannot be false; what is called ‘having a sen- 

restricted sense of the term it is simply thinking. 

SS Ten ca ea TNS 
better understanding of what I am. But it still 

appears—and I cannot stop thinking this—that 

the corporeal things of which images are formed 

in my thought, and which the senses investi- 

gate, are known with much more distinctness 

than this puzzling ‘I’ which cannot be pictured 

in the imagination. And yet it is surely surpris- 

ing that I should have a more distinct grasp of 

things which I realize are doubtful, unknown 

and foreign to me, than I have of that which is 

true and known—my own self. But I see what 

it is: my mind enjoys wandering off and will 

not yet submit to being restrained within the 

bounds of truth. Very well then; just this once 
let us give it a completely free rein, so that after 

a while, when it is time to tighten the reins, it 

may more readily submit to being curbed. 
Let us consider the things which people com- 

monly think they understand most distinctly 

of all; that is, the bodies which we touch and 

see. I do not mean bodies in general—for gen- 

eral perceptions are apt to be somewhat more 

confused—but one particular body. Let us take, 

for example, this piece of wax. It has just been 

taken from the honeycomb; it has not yet quite 

lost the taste of the honey; it retains some of the 

scent of the flowers from which it was gathered; 
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its colour, shape and size are plain to see; it is 

hard, cold and can be handled without difficulty; 

if you rap it with your knuckle it makes a sound. 

In short, it has everything which appears neces- 

sary to enable a body to be known as distinctly 

as possible. But even as I speak, I put the wax 

by the fire, and look: the residual taste is elimi- 

nated, the smell goes away, the colour changes, 

the shape is lost, the size increases; it becomes 

liquid and hot; you can hardly touch it, and if you 

strike it, it no longer makes a sound. But does 

the same wax remain? It must be admitted that it 

does; no one denies it, no one thinks otherwise. 

So what was it in the wax that I understood with 

such distinctness? Evidently none of the features 

which I arrived at by means of the senses; for 

whatever came under taste, smell, sight, touch or 

hearing has now altered—yet the wax remains. 

Perhaps the answer lies in the thought which 

now comes to my mind; namely, the wax was 

not after all the sweetness of the honey, or the 

fragrance of the flowers, or the whiteness, or 

the shape, or the sound, but was rather a body 

which presented itself to me in these various 

forms a little while ago, but which now exhib- 

its different ones. But what exactly is it that I 

am now imagining? Let us concentrate, take 

away everything which does not belong to the 

wax, and see what is left: merely something 

extended, flexible and changeable. But what is 

meant here by ‘flexible’ and ‘changeable’? Is it 

what I picture in my imagination: that this piece 

of wax is capable of changing from a round 

shape to a square shape, or from a square shape 

to a triangular shape? Not at all; for I can grasp 

that the wax is capable of countless changes of 

this kind, yet I am unable to run through this 

immeasurable number of changes in my imagi- 

nation, from which it follows that it is not the 

faculty of imagination that gives me my grasp 

of the wax as flexible and changeable. And 

what is meant by ‘extended’? Is the extension 

of the wax also unknown? For it increases if 

the wax melts, increases again if it boils, and is 

greater still if the heat is increased. I would not 

be making a correct judgement about the nature 

of wax unless T believed it capable of bein 

I encompass in my imagination. I must 

thorefore-adaNT That The nature of This piece of 
wax is in no way revealed by my imagination, 

but is perceived by the mind alone. (I am speak- 

ing of this particular piece of wax; the point is 

even clearer with regard to wax in general.) But 

what is this wax which is perceived by the mind 

alone?’ It is of course the same wax which I see, 



12 

which I touch, which I picture in my imagina- 

tion, in short the same wax which I thought it to 

€ from the start. And yet, and here is the point, 

the perception I have of it® is a case not of vision 

or touch or imagination—nor has it ever been, 

despite previous appearances—but of purely 

mental scrutiny; and this can be imperfect and 

confused, as it was before, or clear and distinct 

as it is now, depending on how carefully I con- 

centrate on what the wax consists in. 

But as I reach this conclusion I am amazed 

at how <weak and> prone to error my mind is. 

For although I am thinking about these mat- 

ters within myself, silently and without speak- 

ing, nonetheless the actual words bring me 

up short, and I am almost tricked by ordinary 

ways of talking. We say that we see the wax 

itself, if it is there before us, not that we judge 

it to be there from its colour or shape; and this 

might lead me to conclude without more ado 

that knowledge of the wax comes from what the 

eye sees, and not from the scrutiny of the mind 

see men crossing the square, as I just happen 

to have done, I normally say that I see the men 

themselves, just as I say that I see the wax. Yet 

do I see any more than hats and coats which 

could conceal automatons? I judge that they are 

men. And so something which I thought I was 

seeing with my eyes is in fact grasped solely by 

the faculty of judgement which is in my mind. > 

edge above the ordinary level should feel 

ashamed at having taken ordinary ways of talk- 

ing as a basis for doubt. So let us proceed, and 

consider on which occasion my perception of 

the nature of the wax was more perfect and 

evident. Was it when I first looked at it, and 

believed I knew it by my external senses, or at 

least by what they call the ‘common’ sense?— 

that is, the power of imagination? Or is my 

knowledge more perfect now, after a more care- 

ful investigation of the nature of the wax and 

of the means by which it is known? Any doubt 

on this issue would clearly be foolish; for what 

distinctness was there in my earlier perception? 

Was there anything in it which an animal could 

not possess? But when I distinguish the wax 

from its outward forms—take the clothes off, as 

it were, and consider it naked—then although 

my judgement may still contain errors, at least 

my perception now requires a human mind. 

But what am I to say about this mind, or 

about myself? (So far, remember, I am not ad- 

mitting that there is anything else in me except 

a mind.) What, I ask, is this ‘I’ which seems 
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to perceive the wax so distinctly? Surely my 

awareness of my own self is not merely much 

truer and more certain than my awareness of 

the wax, but also much more distinct and evi- 

dent. For if I judge that the wax exists from the 

fact that I see it, clearly this same fact entails 

much more evidently that I myself also exist. It 

is possible that what I see is not really the wax; 

it is possible that I do not even have eyes with 

which to see anything. But when I see, or think 

I see (I am not here distinguishing the two), it 

is simply not possible that I who am now think- 

ing am not something. By the same token, if I 

judge that the wax exists from the fact that I 

touch it, the same result follows, namely that 

I exist. If I judge that it exists from the fact that 

I imagine it, or for any other reason, exactly the 

same thing follows. And the result that I have 

grasped in the case of the wax may be applied to 

everything else located outside me. Moreover, 

if my perception of the wax seemed more dis- 

tinct!° after it was established not just by sight 

or touch but by many other considerations, it 

must be admitted that I now know myself even 

more distinctly. This is because every consider- 

ation whatsoever which contributes to my per- 

ception of the wax, or of any other body, cannot 

but establish even more effectively the nature 

of my own mind. But besides this, there is so 

much else in the mind itself which can serve to 

make my knowledge of it more distinct, that it 

scarcely seems worth going through the contri- 

butions made by considering bodily things. 

I see that without any effort I have now fi- 
nally got back to where I wanted. I now know 

that even bodies are not strictly perceived by the 

senses or the faculty of imagination but by the 

intellect alone, and that this perception derives 

not from their being touched or seen but from 

their being understood; and in view of this I 

know plainly that I can achieve an easier and 

more evident perception of my own mind than 

of anything else. But since the habit of holding 

on to old opinions cannot be set aside so quickly, 

I should like to stop here and meditate for some. 

time on this new knowledge I have gained, so as 

to fix it more deeply in my memory. 

Sixth Meditation 

The Existence of Material Things, and the 
Real Distinction between Mind and Body" 

It remains for me to examine whether mate- 
rial things exist. And at least I now know they 
are capable of existing, in so far as they are the 
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subject-matter of pure mathematics, since | 

perceive them clearly and distinctly. For there 

is no doubt that God is capable of creating ev- 

erything that I am capable of perceiving in this 

manner; and I have never judged that some- 

thing could not be made by him except on the 

grounds that there would be a contradiction 

in my perceiving it distinctly. The conclusion 

that material things exist is also suggested by 

the faculty of imagination, which I am aware of 

using when I turn my mind to material things. 

For when I give more attentive consideration 

to what imagination is, it seems to be nothing 

else butamrapplication of the cognitive faculty 
toa body which is intimately present to it, and 
Wilchmherc Oleexas(Siimaingh Ma labia 
“—To make this clear, twill first examine the 

difference between imagination and pure un- 

derstanding. When I imagine a triangle, for ex- 

ample, I do not merely understand that it is a 

figure bounded by three lines, but at the same 

time I also see the three lines with my mind’s 

eye as if they were present before me; and this 

is what I call imagining. But if I want to think 

of a chiliagon, although I understand that it is 

a figure consisting of a thousand sides just as 

well as I understand the triangle to be a three- 

sided figure, I do not in the same way imagine 

the thousand sides or see them as if they were 

present before me. It is true that since Lam iy 

the habit of imagining something whenever | 

think of a corporeal thing, I may construct in 

my mind a confused representation of some 

figure; but it is clear that this 1s not a chiliagon. 

For it differs in no way from the representation 

I should form if I were thinking of a myriagon, 

or any figure with very many sides. Moreover, 

such a representation is useless for recogniz- 

ing the properties which distinguish a chiliagon 

from other polygons. But suppose I am dealing 

with a pentagon: I can of course understand the 

figure of a pentagon, just as I can the figure of 

a chiliagon, without the help of the imagina- 

tion; but I can also imagine a pentagon, by ap- 

lying my mind’s eye to its five sides and the 

I notice quite clearly that imagination requires 

tion and pure understanding. 

~ Besides this, 1 consider that this power of 
imagining which is in me, differing as it does 

from the power of understanding, is not a 

necessary constituent of my own essence, that 

is, of the essence of my mind. For if I lacked 
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it, I should undoubtedly remain the same in- 

dividual as I now am; from which it seems to 

follow that it depends on something distinct 

from myself. And I can easily understand that, 

if there does exist some body to which the mind 

is so joined that it itself to contem- 

plate it, as it were, whenever it pleases, then it 

“thay possibly be this very body that enables me 

O imagine corporeal things. So the difference 

etween this mode of thinking and pure under- 

standing may simply be this: when the mind 

understands, it in some way turns towards itself 

and inspects one of the ideas which are within 

it; but when it imagines, it turns towards the 

body and looks at something in the body which 

conforms to an idea understood by the mind or 

perceived by the senses. I can, as I say, easily 

understand that this is how imagination comes 

about, if the body exists; and since there is no 

other equally suitable way of explaining imagi- 

nation that comes to mind, I can make a prob- 

able conjecture that the body exists. But this 

is only a probability; and despite a Careful an 

comprehensive investigation, I do not yet see 

how the distinct idea of corporeal nature which 

I find in my imagination can provide any basis 

for a necessary inference that some body exists. 

But besides that_corporeal nature which is 

the subject-matter of pure mathematics, there 

is much else that I habitually imagine, such as 

colours, sounds, tastes, pain and so on—though 

not so distinctly. Now I perceive these things 

much better by means of the senses, which 

is how, with the assistance of memory, they 

appear to have reached the imagination. So in 

order to deal with them more fully, I must pay 

equal attention to the senses, and see whether 

the things which are perceived by means of that 

mode of thinking which I call ‘sensory percep- 

tion’ provide me with any sure argument for the 

existence of corporeal things. 

To begin with, I will go back over all the 

things which I previously took to be perceived 

by the senses, and reckoned to be true; and | 

will go over my reasons for thinking this. Next, 

I will set out my reasons for subsequently call- 

ing these things into doubt. And finally I will 

consider what I should now believe about them. 

First of all then, I perceived by my senses 

that I had a head, hands, feet and other limbs 

making up the body which I regarded as part 

of myself, or perhaps even as my whole self. I 

also perceived by my senses that this body was 

situated among many other bodies which could 

affect it in various favourable or unfavourable 

ways; and I gauged the favourable effects by 
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a sensation of pleasure, and the unfavourable 

ones by a sensation of pain. In addition to pain 

and pleasure, I also had sensations within me 

of hunger, thirst, and other such appetites, and 

also of physical propensities towards cheerful- 

ness, sadness, anger and similar emotions. And 

outside me, besides the extension, shapes and 

movements of bodies, I also had sensations of 

their hardness and heat, and of the other tactile 

qualities. In addition, I had sensations of light, 

colours, smells, tastes and sounds, the variety 

of which enabled me to distinguish the sky, the 

earth, the seas, and all other bodies, one from 

another. Considering the ideas of all these qual- 

ities which presented themselves to my thought, 

although the ideas were, strictly speaking, the 

only immediate objects of my sensory aware- 

ness, it was not unreasonable for me to think 

that the items which I was perceiving through 

the senses were things quite distinct from my 

thought, namely bodies which produced the 

ideas. For my experience was that these ideas 

came fame quite without my SomSSuL So Tha 
Tould not have sensory awareness of any object, 
EoTintemien TNE oe 
“sense organs; and I could not avoid having 
“sensory awareness of it when it was present. 
And since the ideas perceived by the senses 

were much more lively and vivid and even, in 

their own way, more distinct than any of those 

which I deliberately formed through meditating 

or which I found impressed on my memory, it 

seemed impossible that they should have come 

from within me; so the only alternative was 

that they came from other things. Since the sole 

source of my knowledge of these things was 

the ideas themselves, the supposition that the 

things resembled the ideas was bound to occur 

to me. In addition, I remembered that the use of 

_my senses had come first, while the use of my 
reason came only later; and I saw that the ideas 

— Wig iformsdansseth were less vivid than 
those which I perceived with the senses and 

were, for the most part, made up of elements 

of sensory ideas. In this way I easily convinced 

myself that I had nothing at all in the intellect 

which I had not previously had in sensation. 

As for the body which by some special right 

I called ‘mine my belief that this body, more 

than any other, belonged to me had some jus- 

tification. For I could never be separated from 

it, as I could from other bodies; and I felt all 

my appetites and emotions in, and on account 

of, this body; and finally, I was aware of pain 

and pleasurable ticklings in parts of this body, 

but not in other bodies external to it. But why 
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should that curious sensation of pain give rise 

to a particular distress of mind; or why should 

a certain kind of delight follow on a tickling 

sensation? Again, why should that curious tug- 

that I should eat, or a dryness of the throat tell 

_any explanation of all this, except that nature 
taught me so. For there is absolutely no connec- 

tion (at least that I can understand) between the 

tugging sensation and the decision to take food, 

or between the sensation of something causing 

pain and the mental apprehension of distress 

that arises from that sensation. These and other 

judgements that I made concerning sensory 

objects, I was apparently taught to make by 

nature; for I had already made up my mind that 

this was how things were, before working out 

any arguments to prove it. 

Later on, however, I had many experiences 

which gradually undermined all the faith I had 

had in the senses. Sometimes towers which had 

looked round from a distance appeared square 

from close up; and enormous statues standing 

on their pediments did not seem large when ob- 

served from the ground. In these and countless 

other such cases, I found that the judgements 

of the external senses were mistaken. And this 

applied not just to the external senses but to the 

internal senses as well_Eor what can be more 

internal than pain? And yet I had heard that 

those who had had a leg or an arm amputated 

sometimes still seemed to feel pain intermit- 

tently in the missing part of the body. So even 

in my Own Case it was apparently not quite cer- 

tain that a particular limb was hurting, even if 

I felt pain in it. To these reasons for doubting, 
I recently added two very general ones.'* The 
first was that every sensory experience I have 

ever thought I was having while awake I can 

also think of myself as sometimes having while 

asleep; and since I do not believe that what I 

seem to perceive in sleep comes from things lo- 

cated outside me, I did not see why I should be 

any more inclined to believe this of what I think 
I perceive while awake. The second reason for 

doubt was that since I did not know the author 

of my being (or at least was pretending not to), 

I saw nothing to rule out the possibility that my 

natural constitution made me prone to error 
even in matters which seemed to me most true. 
As for the reasons for my previous confident 
belief in the truth of the things perceived by 
the senses, I had no trouble in refuting them. 
For since I apparently had natural impulses 
towards many things which reason told me to 
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avoid, I reckoned that a great deal of confidence 

should not be placed in what I was taught by 

nature. And despite the fact that the perceptions 

of the senses were not dependent on my will, I 

did not think that I should on that account infer 

that they proceeded from things distinct from 

myself, since I might perhaps have a faculty not 

yet known to me which produced them.!* 

But now, when I am beginning to achieve 

a better knowledge of myself and the author 

of my being, although I do not think I should 

heedlessly accept everything I seem to have ac- 

quired from the senses, neither do I think that 
everything should be called into doubt. 

SenEElinowiiac cthinowach I clearly 
and distinctly understand is capable of being 

created by God so as to correspond exactly with 

my understanding of it. Hence the fact that I 

can clearly and distinctly understand one thing 

apart from another is enough to make me cer- 

tain that the two things are distinct, since they 

are capable of being separated, at least by God. 

The question of what kind of power is required 

to bring about such a separation does not affect 

the judgement that the two things are distinct. 

Thus, simply by knowing that I exist and seeing 

at the same time that absolutely nothing else be- 

longs to my nature or essence except that I am 

a thinking thing, I can infer correctly that my 

essence consists solely in the fact that I am a 

thinking thing. It is true that I may have (or, to 

anticipate, that I certainly have) a body that is 

very closely joined to me. But nevertheless, on 

the one hand I have a clear and distinct idea of 

myself, in so far as I am simply a thinking, non- 

extended thing; and on the other hand I have a 

distinct idea of body,'* in so far as this is simply 
an extended, non-thinking thing. And accord- 

ingly, it is certain that I'° am really distinct from 
my body, and can exist without it. 

Besides this, I find in myself faculties for 

certain special modes of thinking,'® namely 
imagination and sensory perception. Now I 

can clearly and distinctly understand myself as 

a whole without these faculties; but I cannot, 

conversely, understand these faculties without 

me, that is, without an intellectual substance to 

inhere in. This is because there is an intellectual 

act included in their essential definition; and 

Bee ae ee ae neem 
them and myself corresponds to the distinc- 

“tion between the modes of a thing and the thing 

~ Other faculties (like those of changing position, 

of taking on various shapes, and so on) which, 

like sensory perception and imagination, cannot 

15 

be understood apart from some substance for 

them to inhere in, and hence cannot exist with- 

out it. But it is clear that these other faculties, if 

they exist, must be in a corporeal or extended 

substance and not an intellectual one; for the 

clear and distinct conception of them includes 

extension, but does not include any intellectual 

act whatsoever. Now there is in me a passive 

faculty of sensory perception, that is, a faculty 

Or receiving and recognizing the ideas of sensi- 

ble objects; but I could not make use of it unless 

“there was also an active faculty, either in me or 
in something else, which produced or brought 

about these ideas. But this faculty cannot be in 

me, since clearly it presupposes no intellectual 

act on my part,'* and the ideas in question are 
produced without my cooperation and often 

even against my will. So the only alternative 

is that it is in another substance distinct from 

me—a substance which contains either formally 

or eminently all the reality which exists objec- 

tively’? in the ideas produced by this faculty 

(as I have just noted). This substance is either a 

body, that is, a corporeal nature, in which case it 

will contain formally <and in fact> everything 

which is to be found objectively <or represen- 

tatively> in the ideas; or else it is God, or some 

creature more noble than a body, in which case 

it will contain eminently whatever is to be found 

in the ideas. But since God is not a deceiver, it 

is quite clear that he does not transmit the ideas 

to me either directly from himself, or indirectly, 

via some creature which contains the objec- 

tive reality of the ideas not formally but only 

eminently. For God has given me no faculty at 

all for recognizing any such source for these 

ideas; on the contrary, he has given me a great 

propensity to believe that they are produced by 

corporeal things. So I do not see how God could 

be understood to be anything but a deceiver if 

the ideas were transmitted from a source other 

than corporeal things. It follows that corporeal 

things exist. They may not all exist in a way that 

exactly corresponds with my sensory grasp of 

them, for in many cases the grasp of the senses 

is very obscure and confused. But at least they 

possess all the properties which I clearly and 

distinctly understand, that is, all those which, 

viewed in general terms, are comprised within 

the subject-matter of pure mathematics. 
What of the other aspects of corporeal things 

which are either particular (for example that 

the sun is of such and such a size or shape), or 

less clearly understood, such as light or sound 

or pain, and so on? Despite the high degree of 

doubt and uncertainty involved here, the very 
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fact that God is not a deceiver, and the conse- 

quent impossibility of there being any falsity 

in my opinions which cannot be corrected by 

some other faculty supplied by God, offers me a 

sure hope that I can attain the truth even in these 

matters. Indeed, there is no doubt that every- 

thing that I am taught by nature contains some 

truth. For if nature is considered in its general 

aspect, then I understand by the term nothing 

other than God himself, or the ordered system 

of created things established by God. And by 

my own nature in particular I understand noth- 

ing other than the totality of things bestowed on 

me by God. 

There is nothing that my own nature teaches 

me more vividly than that I have a body, and 

that when I feel pain there is something wrong 

with the body, and that when I am hungry or 

thirsty the body needs food and drink, and so 

on. So J should not doubt that there is some 

truth in this. 

Nature also teaches me, by these sensations 

of pain, hunger, thirst and so on, that | am not 

metely present in my body as a sailor is pres- 

__ ent ina ship,'° but that Lam very closely joined 

and, as it were, intermingled with it, so that I 

and the body form a unit. If this were not so, I, 

who am nothing but a thinking thing, would not 

feel pain when the body was hurt, but would 

perceive the damage purely by the intellect, just 

as a Sailor perceives by sight if anything in his 

ship is broken. Similarly, when the body needed 

food or drink, I should have an explicit under- 

standing of the fact, instead of having confused 

sensations of hunger and thirst. For these sensa- 

tions of hunger, thirst, pain and so on are noth- 

ing but confused modes of thinking which arise 

from the union and, as it were, intermingling of 

the mind with the body. 

I am also taught by nature that various other 

bodies exist in the vicinity of my body, and that 

some of these are to be sought out and others 

avoided. And from the fact that I perceive by 

my senses a great variety of colours, sounds, 
smells and tastes, as well as differences in heat, 

hardness and the like, I am correct in inferring 

that the bodies which are the source of these 

various sensory perceptions possess differences 

corresponding to them, though perhaps not re- 

embling them. Also, the fact that some of the 

perceptions are agreeable to me while others 

are disagreeable makes it quite certain that my 

body, or rather my whole self, in so far as lama 

combination of body and mind, can be affected 

by the various beneficial or harmful bodies 
which surround it. 
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There are, however, many other things which 

I may appear to have been taught by nature, but 

which in reality I acquired not from nature but 

from a habit of making ill-considered judge- 

ments; and it is therefore quite possible that 

these are false. Cases in point are thie belief that 

alilate myssensesuntsibe aap Ae stone 
in a body is something exactly resembling the 

idea of heat which is in me; or that when a body 

is white or green, the selfsame whiteness or 

greenness which I perceive through my senses 

is present in the body; or that in a body which 

is bitter or sweet there is the selfsame taste 
which I experience, and so on; or, finally, that 

stars and towers and other distant bodies have 

the same size and shape which they present to 

my senses, and other examples of this kind. But 

to make sure that my perceptions in this matter 

are sufficiently distinct, I must more accurately 

define exactly what I mean when I say that I 

am taught something by nature. In this context I 

am taking nature to be something more limited 

than the totality of things bestowed on me by 

God. For this includes many things that belong 

to the mind alone—for example my percep- 

tion that what is done cannot be undone, and 

all other things that are known by the natural 

light;?° but at this stage I am not speaking of 

these matters. It also includes much that relates 

to the body alone, like the tendency to move in 

a downward direction, and so on; but I am not 

speaking of these matters either. My sole con- 

cern here is with what God has bestowed on me 

as a combination of mind and body. My nature, 

“then, in this limited sense, does indeed teach me 
to avoid what induces a feeling of pain and to 

ut what induces feelings of pleasure, and 

so on. But it does not appear to teach us to draw 

any conclusions from these sensory perceptions 

about things located outside us without waiting 

until the intellect has examined”! the matter. For 
knowledge of the truth about such things seems 

nation of mind and body. Hence, although a 

star has no greater effect on my eye than the 

flame of a small light, that does not mean that 

there is any real or positive inclination in me 

to believe that the star is no bigger than the 

light; I have simply made this judgement from 

childhood onwards without any rational basis. 

Similarly, although I feel heat when I go near 

a fire and feel pain when I go too near, there 
is no convincing argument for supposing that 
there is something in the fire which resembles 
the heat, any more than for supposing that there 
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is something which resembles the pain. There 

is simply reason to suppose that there is some- 

turn out to be, which produces in us the feelings 

is nothing in any given space that stimulates the 

senses, it does not follow that there is no body 

there. In these cases and many others I see that 

I have been in the habit of misusing the order 

of nature. For the proper purpose of the sensory 

erceptions given me by nature is simply to 

inform the mind of what is beneficial or harmful 

for the composite of which the mind is a part; 

and to this extent they are sufficiently clear and 

distinct. But I misuse them by treating them as 

reliable touchstones for immediate judgements 

about the essential nature of the bodies located 

outside us; yet this is an area where they pro- 

. vide only very obscure information. 

I have already looked in sufficient detail at 

how, notwithstanding the goodness of God, it 

may happen that my judgements are false. But 

a further problem now comes to mind regarding 

those very things which nature presents to me 

as objects which I should seek out or avoid, and 

also regarding the internal sensations, where 

I seem to have detected errors’>—e.g. when 
someone is tricked by the pleasant taste of some 

food into eating the poison concealed inside it. 

Yet in this case, what the man’s nature urges 

‘him to go for is simply what is responsible for 

_nature knows nothing about. The only inference 

that can be drawn from this is that his nature is 

not omniscient. And this is not surprising, since 

man is a limited thing, and so it is only fitting 

that his perfection should be limited. 4 
And yet it is not unusual for us to go wrong 

even in cases where nature does urge us towards 

something. Those who are ill, for example, may 

desire food or drink that will shortly afterwards 

turn out to be bad for them. Perhaps it may be 

said that they go wrong because their nature is 

disordered, but this does not remove the diffi- 

culty. A sick man is no less one of God’s crea- 

tures than a healthy one, and it seems no less 

a contradiction to suppose that he has received 

from God a nature which deceives him. Yet a 

clock constructed with wheels and weights ob- 

serves all the laws of its nature just as closely 

when it is badly made and tells the wrong time 

as when it completely fulfils the wishes of the 

clockmaker. In the same way, I might consider 

the body of a man as a kind of machine equipped 

veins, blood and skin in such a way that, even if 

{Z/ 

there were no mind in it, it would still perform 

cases where movement is not under the control 

of the will or, consequently, of the mind.” I 
can easily see that if such a body suffers from 

dropsy, for example, and is affected by the dry- 

ness of the throat which normally produces in 

the mind the sensation of thirst, the resulting 

condition of the nerves and other parts will dis- 

pose the body to take a drink, with the result 

that the disease will be aggravated. Yet this is 

just as natural as the body’s being stimulated by 

a similar dryness of the throat to take a drink 

when there is no such illness and the drink is 

beneficial. Admittedly, when I consider the pur- 

pose of the clock, I may say that it is departing 

from its nature when it does not tell the right 

time; and similarly when I consider the mecha- 

nism of the human body, I may think that, in 

relation to the movements which normally 

occur in it, it too 1s deviating from its nature if 

the throat is dry at a time when drinking is not 

beneficial to its continued health. But I am well 

aware that ‘nature’ as I have just used it has a 

very different significance from ‘nature’ in the 

other sense. As I have just used it, ‘nature’ is 

simply a label which depends on my thought; 

it is quite extraneous to the things to which it 

is applied, and depe on my compari- 

son between thei badly- 

made clock an_ and 

a well-made clock. B : re’ in the other 

sense | understand ing which is really to 
a well-made clock. Buthy “nature” in the other 
sense I understand something which is really to 
be found in the things themselves; in this sense, 

therefore. the term contains something of the 

truth. 
When we say, then, with respect to the body 

suffering from dropsy, that it has a disordered 

nature because it has a dry throat and yet does 

not need drink, the term ‘nature’ is here used 

merely as an extraneous label. However, with 

respect to the composite, that is, the mind united 

with this body, what is involved is not a mere 

label, but a true error of nature, namely that it 

is thirsty at a time when drink is going to cause 

it harm. It thus remains to inquire how it is that 

the goodness of S not prevent nature, in 

this sense, from deceiving us. 

The first observation I make at this point 

is that there 1s a great difference between the 

mind and the body, inasmuch as the body is 

by its very nature always divisible, while the 

mind is utterly indivisible. For when I consider 

the mind, or myself in so far as | am merely a 

thinking thing, I am unable to distinguish any 

parts within myself; I understand myself to be 



18 

something quite single and complete. Although 

the whole mind seems to be united to the whole 

body, I recognize that if a foot or arm or any 

other part of the body is cut off, nothing has 

thereby been taken away from the mind. As 

for the faculties of willing, of understanding, 

of sensory perception and so on, these cannot 

be termed parts of the mind, since it is one and 

the same mind that wills, and understands and 

has sensory perceptions. By contrast, there is no 

corporeal or extended thing that I can think of 

which in my thought I cannot easily divide into 

parts; and this very fact makes me understand 

that it is divisible. This one argument would be 

enough to show me that the mind is completely 

different from the body, even if I did not al- 

ready know as much from other considerations. 

My next observation is that the mind is not 

immediately affected by all parts of the body, 

but only by the brain, or perhaps just by one 

small part of the brain, namely the part which 

is said to contain the ‘common’ sense.™ Every 
time this part of the brain is in a given state, 

it presents the same signals to the mind, even 
though the other parts of the body may be in 

a different condition at the time. This is estab- 

lished by countless observations, which there is 

no need to review here. 

I observe, in addition, that the nature of the 

body is such that whenever any part of it is 

moved by another part which is some distance 

away, it can always be moved in the same fash- 

ion by any of the parts which lie in between, 

even if the more distant part does nothing. 

For example, in a cord ABCD, if one end D 
is pulled so that the other end A moves, the 

exact same movement could have been brought 

about if one of the intermediate points B or C 

had been pulled, and D had not moved at all. In 

similar fashion, when I feel a pain in my foot, 

physiology tells me that this happens by means 

of nerves distributed throughout the foot, and 

that these nerves are like cords which go from 

the foot right up to the brain. When the nerves 

are pulled in the foot, they in turn pull on inner 

parts of the brain to which they are attached, 

and produce a certain motion in them; and 

nature had laid it down that this motion should 

produce in the mind a sensation of pain, as oc- 

curring in the foot. But since these nerves, in 

passing from the foot to the brain, must pass 

through the calf, the thigh, the lumbar region, 

the back and the neck, it can happen that, even 

if it is not the part in the foot but one of the in- 

termediate parts which is being pulled, the same 

motion will occur in the brain as occurs when 
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the foot is hurt, and so it will necessarily come 

about that the mind feels the same sensation of 

pain. And we must suppose the same thing hap- 

pens with regard to any other sensation. 
My final observation is that any given move- 

ment occurring in the part of the brain that im- 

_corresponding sensation; and hence the best 

system that could be devised is that it should 

produce the one sensation which, of all pos- 

sible sensations, is most especially and most 

frequently conducive to the preservation of the 

healthy man. And experience shows that the 

sensations which nature has given us are all of 

this kind; and so there is absolutely nothing to 

be found in them that does not bear witness to 

the power and goodness of God. For example, 

when the nerves in the foot are set in motion in 

a violent and unusual manner, this motion, by 

way of the spinal cord, reaches the inner parts 

of the brain, and there gives the mind its signal 

for having a certain sensation, namely the sen- 

sation of a pain as occurring in the foot. This 

stimulates the mind to do its best to get rid of 

the cause of the pain, which it takes to be harm- 

ful to the foot. It is true that God could have 

made the nature of man such that this particular 

motion in the brain indicated something else 

to the mind; it might, for example, have made 

the mind aware of the actual motion occurring 

in the brain, or in the foot, or in any of the in- 

termediate regions; or it might have indicated 

something else entirely. But there is nothing 

else which would have been so conducive to 

the continued well-being of the body. In the 

same way, when we need drink, there arises a 

certain dryness in the throat; this sets in motion 

the nerves of the throat, which in turn move 

the inner parts of the brain. This motion pro- 

duces in the mind a sensation of thirst, because 

the most useful thing for us to know about the 

whole business is that we need drink in order 

to stay healthy. And so it is in the other cases. 

It is quite clear from all this that, notwithstand- 

ing the immense goodness of God, the nature 

of man as a combination of mind and body is 

such that it is bound to mislead him from time 

to time. For there may be some occurrence, not 

in the foot but in one of the other areas through 

which the nerves travel in their route from the 

foot to the brain, or even in the brain itself; and 

if this cause produces the same motion which is 
generally produced by injury to the foot, then 
pain will be felt as if it were in the foot. This 
deception of the senses is natural, because a 
given motion in the brain must always produce 
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the same sensation in the mind; and the origin 

goins fo be someting which is hurting the foot, 
rather than something existing elsewherg. So it 

1s reasonable that this motion should always in- 

dicate to the mind a pain in the foot rather than 

in any other part of the body. Again, dryness of 

the throat may sometimes arise not, as it nor- 

mally does, from the fact that a drink is neces- 

sary to the health of the body, but from some 

quite opposite cause, as happens in the case of 

the man with dropsy. Yet it is much better that 

it should mislead on this occasion than that it 

should always mislead when the body is in good 

health. And the same goes for the other cases. 

This consideration is the greatest help to me, 

not only for noticing all the errors to which 

my nature is liable, but also for enabling me to 

correct OF avo em without difficulty. For I 

“know that in matters regarding the well-being 
of the body, all my senses report the truth much 

_ more Fee icra ei eanriodeaLOMIVERTAATTOS y than not. Also, I can almost 
always make use of more than one sense to in- 

vestigate the same thing; and in addition, I can 

use both my memory, which connects present 

experiences with preceding ones, and my intel- 

lect, which has by now examined all the causes 

of error. Accordingly, I should not have any 

further fears about the falsity of what my senses 

tell me every day; on the contrary, the exag- 

gerated doubts of the last few days should be 

dismissed as laughable. This applies especially 
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to the principal reason for doubt, namely my in- 

ability to distinguish between being asleep and 

being awake. For I now notice that there is a 

vast difference between the two, in that dreams 

are never linked by memory with all the other 

actions of life as waking experiences are. If, 

while I am awake, anyone were suddenly to 

appear to me and then disappear immediately, 

as happens in sleep, so that I could not see 

where he had come from or where he had gone 

to, it would not be unreasonable for me to judge 

that he was a ghost, or a vision created in my 

brain,”> rather than a real man. But when I dis- 

tinctly see where things come from and where 

and when they come to me, and when I can con- 

nect my perceptions of them with the whole of 

the rest of my life without a break, then I am 

quite certain that when I encounter these things 

I am not asleep but awake. And I ought not to 

have even the slightest doubt of their reality 

if, after calling upon all the senses as well as 

my memory and my intellect in order to check 

them, I receive no conflicting reports from any 

of these sources. For from the fact that God is 

not a deceiver it follows that in cases like these 

I am completely free from error. But since the 

pressure of things to be done does not always 
EE eee eee 

allow us to stop and make such a meticulous 

check, it must be admitted that in this human 

life we are often liable to make mistakes about 
—_—_—eeQIeaI 0 00— 

particular things, and we must acknowledge the 

weakness of our nature. padseerek a eee 

NOTES 

1. ‘... puts into my mind’ (French version). 11. *. .. between the soul and body of a man’ (French 

2. ‘... or thought anything at all’ (French version). version). 
3. The word ‘only’ is most naturally taken as going 12. Cf. Med. 1. 

with ‘a thing that thinks and this interpretation is 
followed in the French version. When discussing 
this passage with Gassendi, however, Descartes 
suggests that he meant the ‘only’ to govern ‘in the 

strict sense’; cf. AT rxa 215; CSM II 276. 

4. ‘... to see if I am not something more’ (added in 

French version). 

5. Lat. maneat (‘let it stand’), first edition. The second 

edition has the indicative manet: ‘The proposition 
still stands, viz. that lam nonetheless something.’ The 
French version reads: ‘without changing this supposi- 
tion, I find that I am still certain that Iam something.’ 

6. ‘... from this manner of conceiving things’ (French 

version). 

7. ‘... which can be conceived only by the understand- 

ing or the mind’ (French version). 

8. ‘... orrather the act whereby it is perceived’ (added 

in French version). 

9. See note 24 below. 
10. The French version has ‘more clear and distinct’ 

and, at the end of this sentence, ‘more evidently, 

distinctly and clearly.’ 

13. Cf. Med. II. 
14. The Latin term corpus as used here by Descartes 

is ambiguous as between ‘body’ (i.e., corporeal 

matter in general) and ‘the body’ (1.e., this particu- 

lar body of mine). The French version preserves the 
ambiguity. 

15. ‘. . . that is, my soul, by which I am what I am’ 

(added in French version). 

16. ‘... certain modes of thinking which are quite spe- 
cial and distinct from me’ (French version). 

17. ‘. . . between the shapes, movements and other 
modes or accidents of a body and the body which 
supports them’ (French version). 

18. ‘... cannot be in me in so far as I am merely a think- 

ing thing, since it does not presuppose any thought 

on my part’ (French version). 
19. *... asa pilot in his ship’ (French version). 
20. ‘. . . without any help from the body’ (added in 

French version). 

21. ‘. . . carefully and maturely examined’ (French 

version). 

WOW 
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22. ‘...and thus seem to have been directly deceived by 

my nature’ (added in French version). 

23. ‘... but occurs merely as a result of the disposition 

of the organs’ (French version). 

24. The supposed faculty which integrates the data from 
the five specialized senses (the notion goes back 
ultimately to Aristotle). ‘The seat of the common 

FOUNDATIONS 

sense must be very mobile, to receive all the impres- 

sions coming from the senses, but must be moveable 

only by the spirits which transmit these impressions. 

Only the conarion [pineal gland] fits these condi- 

tions’ (letter to Mersenne, 21 April 1641). 

25. ‘... like those that are formed in the brain when I 
sleep’ (added in French version). 

The Passions of the Soul 

Rene Descartes 

17. The Functions of the Soul 

Having thus considered all the functions be- 

longing solely to the body, it is easy to recog- 

nize that there is nothing in us which we must 

attribute to our soul except our thoughts. These 

are of two principal kinds, some being actions 

of the soul and others its passions. Those I call 

its actions are all our volitions, for we experi- 

ence them as proceeding directly from our soul 

and as seeming to depend on it alone. On the 

Other hand, the various perceptions or modes of 

knowledge present in us may be called_its pas- 

sions, in a general sense, for it is often not our 

soul which makes them such as they are, and 

the soul always receives them from the things 

that are represented by them. 

18. The Will 

Our volitions, in turn, are of two sorts. One 

consists of the actions of the soul which termi- 

nate in the soul itself, as when we will to love 

God or, generally speaking, to apply our mind 

to some object which is not material. The other 

consists of actions which terminate in our body, 

as when our merely willing to walk has the con- 

sequence that our legs move and we walk. 

19. Perception 

Our perceptions are likewise of two sorts: some 

have the soul as their cause, others the body. 

Those having the soul as their cause are the 

perceptions of our volitions and of all the imag- 

inings or other thoughts which depend on them. — 

For it is certain that we cannot will anything 

without thereby perceiving that we are willing 

it. And although willing something is an action 

with respect to our soul, the perception of such 

willing may be said to be a passion in the soul. 

But because this perception is really one and 

the same thing as the volition, and names are 

always determined by whatever is most noble, 

we do not normally call it a ‘passion,’ but solely 

an ‘action.’ 

30. The Soul Is United to 
All the Parts of the Body 
Conjointly 

But in order to understand all these things more 

perfectly, we need to recognize that the_soul 

is really joined to the whole body, and that we 

cannot properly say that it exists In any one part 

of the body to the exclusion of the others. For 

the body is a unity which is in a sense indivisible 

because of the arrangement of its organs, these 

being so related to one another that the removal 

of any one of them renders the whole body defec- 

tive. And the soul is of such a nature that it has 

no relation to extension, or to the dimensions or 

other properties of the matter of which the body 

is composed: it is related solely tot - 

ae ee This is obvious 

from our inabilt nceive of a half or a third 

of a soul, or of the extension which a soul oc- » 

cupies. Nor does the soul become any smaller if 

From Descartes, The Passions of the Soul, 1649. Translated in J. Cottingham, R. Stoothoff, and D. 
Murdoch, eds./trans., The Philosophical Writings of Descartes, Volume 1 (Cambridge University Press, 
1996), with the permission of Cambridge University Press. Copyright © 1996 Cambridge University Press. 
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we cut off some part of the body, but it becomes 

completely separate from the body when we 

break up the assemblage of the body’s organs. 

31. There Is a Little Gland’ 

in the Brain Where the Soul 

Exercises Its Functions More 

Particularly Than in the Other 
Parts of the Body 

We need to recognize also that although the soul 

is joined to the whole body, nevertheless there 

is a certain part of the body where it exercises 

its functions more particularly than in all the 
~ainers ris commonly held that this part is The 

brain, or perhaps the heart—the brain because 

SESS eee Te alee iene the eae 
ecause we feel the passions as if they were 

Sear STORE TTT Ow I 
think I have clearly established that the part of 

the body in which the soul directly exercises its 

functions is not the heart at all, or the whole of 

the brain. It is rather the innermost part of the 

brain, which 18a certain very small gland sitt- 

ated im the middle of the brain’s substance and 

suspended above the passage through which the 

Spirits in the brain’s anterior cavities commu- 

nicate with those in its posterior cavities. The 

slightest movements on the part of this gland 

may alter very greatly the course of these spir- 

its, and conversely any change, however slight, 

taking place in the course of the spirits may do 

much to change the movements of the gland. 

32. How We Know That This 
Gland Is the Principal Seat of 
the Soul 

Apart from this gland, there cannot be any other 

place in the whole body where the soul directly 

exercises its functions. I am convinced of this 

by the observation that all the other parts of our 

brain are double, as also are all the organs of 

our external senses—eyes, hands, ears and so 

on. But in so far as we have only one simple 

thought about a given object at any one time, 

there must necessarily be some place where the 

“two images ing through the two eyes, or the 

two 1 single object 

through the rgans of other sense, 

can come tog a single image or impres- 

sion before reachi ; so that they do 

not present to it two objects instead of one. We 
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can easily understand that these images or other 

impressions are unified in this gland by means 

of the spirits which fill the cavities of the brain. 

But they cannot exist united in this way in any 

other place in the body except as a result of their 

being united in this gland. 

33. The Seat of the Passions 

Is Not in the Heart 

As for the opinion of those who think that the 

soul receives its passions in the heart, this is not 

worth serious consideration, since it is based 

solely on the fact that the passions make us feel 

some change in the heart. It is easy to see that 

the only reason why this change is felt as oc- 

Curting in the heart is that there is a small nerve 

which descends to it from the brain—just as pain 
is felt as in the foot by means of the nerves in the 

foot, and the stars are perceived as in the sky by 

means of their light and the optic nerves. Thus it 

is nO more necessary that our soul should exer- 

cise its functions directly in the heart in order to 

feel its passions there, than that it should be in 

the sky in order to see the stars there. 

34. How the Soul and the 
Body Act on Each Other 

Let us therefore take it that the soul has its princi- 

pal seat in the small gland located in the middle 

of the brain. From there it radiates through the 

rest of the body by means of the animal spirits, 

the nerves, and even the blood, which can take 

on the impressions of the spirits and carry them 

through the arteries to all the limbs. Let us recall 

what we said previously about the mechanism 

of our body. The nerve-fibres are so distributed 

in all the parts of the body that when the objects 

of the senses produce various different move- 

ments in these parts, the fibres are occasioned 

to open the pores of the brain in various differ- 

ent ways. This, in turn, causes the animal spirits 

contained in these cavities to enter the muscles 

in various different ways. In this manner the 

spirits can move the limbs in all the different 

ways they are capable of being moved. And 

all the other causes that can move the spirits in 

different ways are sufficient to direct them into 

different muscles. To this we may now add that 

the small gland which is the principal seat of the 

soul is suspended within the cavities containing 

these spirits, so that 1t can be moved by them 1? 

as many different as there are perceptible 
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differences in the objects. But it can also be 

moved in various different ways by the soul, 

whose nature is such that it receives as many 

different impressions—that is, it has as many 
different perceptions as there occur different 

movements in this gland. And conversely, the 

mechanism of our body is so constructed that 

simply by eing moved in any way 

y the soul or by any other cause, it drives the 

Surrounding spirits towards the pores of the 

‘brain, which direct them through the nerves to 

the muscles; and in this way the gland makes 

the spirits i imbs. 

35. Example of the Way in 
which the Impressions of 
Objects Are United in the 
Gland in the Middle of the 

Brain 

Thus, for example, if we see some animal ap- 
proaching us, the light reflected from its body 

forms two images, one in each of our eyes; 

and these images form two others, by means 

of the optic nerves, on the internal surface of 

the brain facing its cavities. Then, by means of 

the spirits that fill these cavities, the images ra- 

diate towards the little gland which the spirits 

surround: the movement forming each point of 

one of the images tends towards the same point 

on the gland as the movement forming the cor- 

responding point of the other image, which rep- 

resents the same part of the animal. In this way, 

the two images in the brain form only one image 

on the gland, which acts directly upon the soul 

and makes it see the shape of the animal. 

FOUNDATIONS 

36. Example of the Way 
in which the Passions Are 

Aroused in the Soul 

If, in addition, this shape is very strange and 

terrifying—that is, if it has a close relation to 

things which have previously been harmful to 

the body—this arouses the passion of anxiety 

in the soul, and then that of courage or perhaps 

fear and terror, depending upon the particular 

temperament of the body or the strength of 

the soul, and upon whether we have protected 

ourselves previously by defence_or by flight 

against the harmful things to which the present 

impression is related. Thus in certain persons 

these factors dispose their brain in such a way 
that some of the spirits reflected from the image 

formed on the gland proceed from there to the 

nerves which serve to turn the back and move 

the legs in order to flee. The rest of the spirits 

go to nerves which expand or constrict the ori- 

fices of the heart, or else to nerves which agitate 

other parts of the body from which blood is sent 

to the heart, so that the blood is rarefied in a 
different manner from usual and spirits are sent 

to the brain which are adapted for maintaining 

and strengthening the passion of fear—that is, 

for holding open or re-opening the pores of the 

brain which direct the spirits into these same 

nerves. For merely by entering into these pores 

_they produce in the gland a particular move- 

ment which is ordained by nature to make the 

soul feel this passion. And since these pores are 

related mainly to the little nerves which serve to 

contract or expand the orifices of the heart, this 

makes the soul feel the passion chiefly as if it 

were in the heart. 

NOTE 

1. The pineal gland. 
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Correspondence 

Princess Elisabeth of Bohemia and René Descartes 

AT 3:660! 

Elisabeth to Descartes 

[The Hague] 6 May 1643 

M. Descartes, 

I learned, with much joy and regret, of the plan 

you had to see me a few days ago; I was touched 

equally by your charity in willing to share your- 

self with an ignorant and intractable person and 

by the bad luck that robbed me of such a profit- 

able conversation. M. Palotti? greatly augmented 

this latter passion in going over with me the solu- 

tions you gave him to the obscurities contained 

in the physics of M. Regius.* I would have been 

better instructed on these from your mouth, as I 

would have been on a question I proposed to that 

professor while he was in this town, and regarding 

which he redirected me to you so that I might re- 

ceive a Satisfactory answer. The shame of show- 

ing you so disordered a style prevented me, up 

until now, from asking you for this favor by letter. 

But today M. Palotti has given me such 4s- 

surance of your goodwill toward everyone, and 

in particular toward me, that I chased from my 

mind all considerations other than that of avail- 

ing myself of it. So I ask you please to tell me 

how_the soul of a human being (it being only 

a thinking substance) can determine the bodily 

spirits, in order to bring about voluntary ac- 

tions. For it seems that all determination of 

movement happens through the impulsion of 

the thing moved, by the manner in which it is 

pushed by that which moves it, or else by the 

particular qualities and shape of the surface of 

the latter. Physical contact is required for the 

first_t nditions, extension for the third. 

You entirely exclude the one [extension] from 

the notion you have of the soul, and the other 

[physical contact] appears to me incompatible 

with an immaterial thing.* This is why Lask you 
for a more precise definition of the soul than 

to say, of its substance separate from its action, 

that is, from thought. For even if we were to 

“suppose them inseparable (which is however 

difficult to prove in the mother’s womb and 

in great fainting spells) as are the attributes of 

God, we could, in considering them apart, ac- 

quire a more perfect idea of them. 

Knowing that you are the best doctor for my 

soul, I expose to you quite freely the weak- 

nesses of its speculations, and hope that in ob- 

serving the Hippocratic oath,° you will supply 

me with remedies without making them public; 

such I beg of you to do, as well as to suffer the 
badgerings of 

Your affectionate friend at your service, 

Elisabeth. 

AT 3:663 

Descartes To Elisabeth 

Egmond du Hoef, 21 May 1643 

Madame, 

The favor with which your Highness has hon- 

ored me, in allowing me to receive her orders in 

writing, is greater than I would ever have dared 

to hope; and it is more consoling to my failings 

than what I had hoped for with passion, which 

was to receive them by mouth, had I been able to 

be admitted the honor of paying you reverence, 

and of offering you my very humble services 

when I was last in The Hague. For in that case 

I would have had too many marvels to admire at 

the same time, and seeing superhuman discourse 

emerging from a body so similar to those paint- 

ers give to angels, I would have been delighted 

in the same manner as it seems to me must be 

those who, coming from the earth, enter newly 

into heaven. This would have made me less capa- 

ble of responding to your Highness, who without 

doubt has already noticed in me this failing, when 

I had the honor of speaking with her before; and 

your clemency wanted to assuage it, in leaving 

me the traces of your thoughts on a paper, where, 

in rereading them several times and accustoming 

myself to consider them, I would be truly less 

dazzled, but I instead feel more wonder, in notic- 

at the outset, but also even more judicious and 

solid the more one examines them. Fe eee ee es 

Excerpted from Lisa Shapiro, ed. and trans., The Correspondence between Princess Elisabeth of 
Bohemia and René Descartes, (University of Chicago Press, 2007), with the permission of University 

of Chicago Press. 
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gether, we have only that of their union, on 
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I can say with truth that the question your 

Highness proposes seems to me that which, in 

view of my published writings, one can most 

rightly ask me.’ For there are two things about 

the human soul on which all the knowledge we 

can have of its nature depends: one of which is 

_that it thinks, and the other is that, being united 
_to the body, it can act on and be acted upon by 
it. | have said almost nothing about the latter, 

“and have concentrated solely on making the 

first better understood, as my principal aim 

was to prove the distinction between the soul 

and the body. Only the first was able to serve 
this aim, and the other would have been harm- 

ful to it. But, as your Highness sees so clearly 

that one cannot conceal anything from her, I 

will try here to explain the manner in which 

I conceive of the union of the soul with the 

body and how the soul has the power [force] 

to move it. 

First, I consider_that t in 

pattern of which we form other knowl- 

edge. There are only very few of these notions; 

for, after the most general—those of being, 

number, and duration, etc. —which apply to all 

that we can conceive, we have, for the body in 

particular, only the notion of extension, from 

which follow the notions of shape and move- 

ment; and for the soul alone, we have only that 

of thought, in which are i = 

“tions of the understanding and the inclinations 

of the will; and finally, for soul and the body 

() 

which depends that of the power the soul has to 

move the body and the body to act on the soul, 

in Causing its sensations and passions. 

consider also that all human knowledge 

[science] consists only in distinguishing well 

these notions, and in attributing each of them 

only to those things to which it pertains. For, 

when we want to explain some difficulty by 

means of a notion which does not pertain to it, 

we cannot fail to be mistaken; just as we are 

mistaken when we want to explain one of these 

notions by another; for being primitive, each 

of them can be understood only through itself. 

Although the use of the senses has given us no- 

tions of extension, of shapes, and of movements 

that are much more familiar than the others, the 

principal cause of our errors lies in our ordinar- 

‘Tty- wanting to use these notions to explain those 

things to which they do not pertain. For in- 

“ances When We Want To se tie inagination to 
conceive the nature of the soul, or better, when 

one wants to conceive the way in which the soul 

FOUNDATIONS 

moves the body, by appealing to the way one 

body is moved by another body. 

That is why, since, in the Meditations which 

your Highness deigned to read, I was trying to 

make conceivable the notions which pertain 

to the soul alone, distinguishing them from 

those which pertain to the body alone, the first 

thing that I ought to explain subsequently is 

the manner of conceiving those which pertain 

to the union of the soul with the body, without 

those which pertain to the body alone, or to the 

soul alone. To which it seems to me that what I 

wrote at the end of my response to the sixth ob- 

jections can be useful;? for we cannot look for 

these simple notions elsewhere than in our soul, 

which has them all in itself by its nature, but 

which does not always distinguish one from the 

others well enough, or even attribute them to 

the objects to which it ought to attribute them. 

Thus, I believe that_we have heretofore 
confused the notion of the power with which 

€ soul acts on the body with the power with 

which one body acts on another; and that we 

have attributed the one and the other not to the 

, tor we did not yet w_ it, but to diverse 

qualities of bodies, such as heaviness, heat, and 

others, which we have imagined to be real, that 

is to say, to have an existence distinct from that 

of body, and by consequence, to be substances, 

even though we have named them qualities. In 
“order to understand them, sometimes we have 

used those notions that are in us for knowing 

body, and sometimes those which are there for 

knowing the soul, depending on whether what 

we were attributing to them was material or im- 

material. For example, in supposing that heavi- 

ness is a real quality, of which we have no other 

knowledge but that it has the power to move 

a body in which it is toward the center of the 

earth, we have no difficulty in conceiving how 

it moves the body, nor how it is joined to it; 

and we do not think that this happens through 

a real contact of one surface against another, 

for we experience in ourselves that we have a 

specific notion for conceiving that; and I think 

that we use this notion badly, in applying it 

to heaviness, which, as I hope to demonstrate 

in my Physics, is nothing really distinct from 
body.'° But I do think that it was given to us 
for conceiving the way in which the soul moves 
the body. 

If I were to employ more words to explain 
myself, I would show that I did not suffi- 
ciently recognize the incomparable mind of 
your Highness, and I would be too presumptu- 
ous if I dared to think that my response should 
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CORRESPONDENCE 

be entirely satisfactory to her; but I will try 

to avoid both the one and the other in adding 

here nothing more, except that if I am capable 

of writing or saying something that could be 

agreeable to her, I would always take it as a 

great honor to take up a pen or to go to The 

Hague for this end, and that there is nothing in 

the world which is so dear to me as the power 

to obey her commandments. But I cannot find 

a reason to observe the Hippocratic oath that 

she enjoined me to, since she communicated 

nothing to me that does not merit being seen 

and admired by all men. I can only say, on this 

matter, that esteeming infinitely your letter to 

me, I will treat it as the misers do their trea- 

sures: the more they value them the more they 

hide them away, and begrudging the rest of the 

world a view of them, they make it their sover- 

eign good to look at them. Thus, it will be easy 

for me alone to enjoy the good of seeing it, and 

my greatest ambition is to be able to say and to 

be truly, Madame, 

Your Highness’ very humble and obedient 

servant, Descartes. 

AT 3:683 

Elisabeth To Descartes 

[The Hague] 10 June 1643 

M. Descartes, 

Your goodwill appears not only in your 

showing me the faults in my reasoning and cor- 

recting them, as I expected, but also in your 

attempt to console me about them in order to 

make the knowledge of them less annoying for 

me. But, in detriment to your judgment, you 

attempt to console me about those faults with 

false praise. Such false praise would have been 

necessary to encourage me to work to remedy 
them had my upbringing, in a place where the 

ordinary way of conversing has accustomed 

me to understand that people are incapable of 

giving one true praise, not made me presume 

that I could not err in believing the contrary of 

what people speak, and had it not rendered the 

consideration of my imperfections so familiar 
that they no longer upset me more than is neces- 

sary to promote the desire to rid myself of them. 

This makes me confess, without shame, that 

I have found in myself all the causes of error 

which you noticed in your letter, and that as yet 

I have not been able to banish them entirely, 

for the life which I am constrained to lead does 

Zo 

not leave enough time at my disposal to acquire 

a habit of meditation in accordance with your 

rules.'' Now the interests of my house, which 

I must not neglect, now some conversations 

and social obligations which I cannot avoid, 

beat down so heavily on this weak mind with 

annoyance or boredom, that it is rendered use-. 

less for anything else at all for a long time af- 

terward: this will serve, I hope, as an excuse for 

my stupidity in being unable to comprehend, 

by appeal to the idea you once had of heavi- 

ness, the idea through which we must judge 

bow the soul (nonextended and immaterial) 

can move the body; nor why this power [puis- 

sance| to_carry the body toward the center of 

the earth, which you earlier falsely attributed to 

a body as a quality, should sooner persuade us 

that a body can be pushed by some immaterial 

thing. than the demonstration of a contrary truth 
(which you promise in your physics)_should 

confirm_us_in the opinion of its impossibility. 

In particular, since this idea (unable to pretend 

to the same perfection and objective reality as 

that of God) can be feigned due to the ignorance 

of that which truly moves these bodies toward 

the center, and since no material cause presents 

itself to the senses, one would then attribute this 

power to its contrary, an immaterial cause. But 

I nevertheless have never been able to conceive 

of such an immaterial thing as anything other 

than_a negation of matter which cannot have 

any communication with it. 

I admit that it would be easier for me to con- 

cede matter and extension to the soul than to 

concede the capacity to move a body and to 

be moved by it to an immaterial thing. For, 

if the first is achieved through information, it 

would be necessary that the spirits, which cause 

the movements, were intelligent, a capacity 

you accord to nothing corporeal.'*? And even 

though, in your Metaphysical Meditations, you 

show the possibility of the second, it is alto- 

gether very difficult to understand that_a soul, 

as you have described it, after having had the 

faculty and the custom of reasoning well, can 

lose all of this by some vapors, and that, bein 

able to subsist without the body, and having 

nothing in common with it, the soul is still so 

governed by it. 
- But after all, since you have undertaken to 

instruct me, I entertain these sentiments only 

as friends which I do not intend to keep, assur- 

ing myself that you will explicate the nature of 

an immaterial substance and the manner of its 

actions and passions in the body, just as well 

as you have all the other things that you have 
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wanted to teach. I beg of you also to believe that 

you could not perform this charity to anyone 

who felt more the obligation she has to you as? 

Your very affectionate friend, Elisabeth. 

Descartes To Elisabeth 

28 June 1643, Egmond du Hoef 

AT 3:690 

Madame, 

I have a very great obligation to your 

Highness in that she, after having borne my 

explaining myself badly in my previous letter, 

concerning the question which it pleased her 

to propose to me, deigns again to have the pa- 

tience to listen to me on the same matter, and 

to give me occasion to note the things which I 

omitted. Of which the principal ones seem to 

me to be that, after having distinguished three 

sorts of ideas or primitive notions which are 

each known in a particular way and not by a 

comparison of the one with the other—that is, 

the notion that we have of the soul, that of the 

body, and the union which is between the soul 

and the body—I ought to have explained the 

difference between these three sorts of notions 

and between the operations of the soul through 

which we have them, and to have stated how 

we render each of them familiar and easy to 

us. Then, after that, having said why I availed 

myself of the comparison with heaviness, I 

ought to have made clear that, even though one 

might want to conceive of the soul as material 

(which, strictly speaking, is what it is to con- 

ceive its union with the body), one would not 

cease to know, after that, that the soul is sepa- 

rable from it. That is, I think, all of what your 

Highness has prescribed me to do here. 

First, then, I notice a great difference be- 

tween these three sorts of notions. The soul 

is conceived only by the pure understanding 
“Tentendement; the body, that is to say, exten- 

sion, shapes, and motions, can also be known 

the understanding alone, but is much better 

known by the understanding aided by the imag- 

ination; and iallys iOcertee REG eet gs which pertain 
692 to the union of the soul and the body are known 

only obscurely by the understanding alone, or 

S y the understanding aided by the imagi- 

nation; but they are known very clearly by the 

senses. From which it follows that those who 

never philosophize and who use only their 

, senses do not doubt in the least t oul 

Moves the body and that the body acts on the 
i a ae ae 
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soul. But they consider the one and the other as 

one single thing, that is to say, they conceive 

of their union. For to conceive of the union be- 

tween two things is to conceive of them as one 

single thing. Metaphysical thoughts which ex- 

ercise to conceive of them as one single thing. 

Metaphysical thoughts which exercise the pure 

understanding serve to render the notion of the 

soul familiar. The study of mathematics, which 

exercises principally the imagination in its con- 

sideration of shapes and movements, accustoms 

us to form very distinct notions of body. And 

lastly, it is in using only life and ordinary con- 

versations and in abstaining from meditating 

and studying those things which exercise the 

imagination that we learn to conceive the union 

of the soul and the body. 

I almost fear that your Highness will think 

that I do not speak seriously here. But this 

would be contrary to the respect I owe her and 

that I would never neglect to pay her. And I 

can say with truth that the principal rule I have 

always observed in my studies, and that which 

I believe has served me the most in acquiring 

some bit of knowledge, is that I never spend 

more than a few hours each day in thoughts 

which occupy the imagination, and very few 

“Zerstanding_ aloney wd ‘that leave alintg Stes g alone, and that I give all the rest 
of my time to relaxing the senses and resting 

dhe mind; I even count, among the exercises of 

the imagination, all serious conversations and 

everything for which it is necessary to devote 

attention. It is this that has made me retire to 
the country. For even though in the most popu- 

lated city in the world I could have as many 

hours to myself as I now employ in study, I 

would nevertheless not be able to use them so 

usefully, since my mind would be distracted 

by the attention the bothers of life require. I 

take the liberty to write of this here to your 

Highness in order to show that I truly admire 

that, amid the affairs and the cares which per- 

sons who are of a great mind and of great birth 

never lack, she has been able to attend to the 

meditations which are required in order to 

know well the distinction between the soul and 
the body. 

But I judged that it was these. meditations, 
rather than these other thoughts which require 
less attention, that have made her find obscu- 
rity in the notion we have of their union; as it 
does not seem to me that the human mind is 
capable of conceiving very distinctly, and at 
the same time, the distinction between the soul 
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and the body and their union, since to do so it is 

necessary to conceive them as one single thing 

and at the same time to conceive them as two, 

which is contradictory. On this matter (suppos- 

ing your Highness still had the reasons which 

prove the distinction of the soul and body at 

the forefront of her mind and not wanting to 

ask her to remove them from there in order 

to represent to herself the notion of the union 

that each always experiences within himself 

without philosophizing, in knowing that he is 

a single person who has together a body and 

a thought, which are of such a nature that this 

thought can move the body and sense what 

happens to it), I availed myself in my previ- 

ous letter of a comparison between heaviness 

and those other qualities which we commonly 

imagine to be united to some bodies just as 

thought is united to our own, and I was not wor- 

ried that this comparison hangs on qualities that 

are not real, even though we imagine them so, 

since I believed that your Highness was already 

entirely persuaded that the soul is a substance 

distinct from body. 

But since your Highness notices that it is 

easier to attribute matter and extension to the 

soul than to attribute to it the capacity to move 

a body and to be moved by one without having 

matter, I beg her to feel free to attribute this 

matter and this extension to the soul, for to do 

so is to do nothing but conceive it as united 
with the body. After having well conceived 

this and having experienced it within herself, it 

will be easy for her to consider that the matter 

that she has attributed to this thought is not the 

thought itself, and that the extension of this 

matter is of another nature than the extension 

of this thought, in that the first is determined to 

a certain place, from which it excludes all other 

extended bodies, and this is not the case with 

the second. In this way your Highness will not 

neglect to return easily to the knowledge of the 

distinction between the soul and the body, even 

though she has conceived their union. 
Finally, though I believe it is very necessary 

to have understood well once in one’s life the 
principles of metaphysics, since it is these that 

give us knowledge of God and of our soul, I 

also believe that it would be very harmful to 
occupy one’s understanding often in meditating 

on them. For in doing so, it could not attend so 

_well to the functions of the imagination and the 
senses. The best is to content oneself in retaining 

in one’s memory and in one’s belief the conclu- 

sions that one has at one time drawn from such 
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meditation, and then to employ the rest of the 

time one has for study in those thoughts where 

the understanding acts with imagination or the 
senses. 

The extreme devotion which I have to serve 

your Highness makes me hope that my frank- 

ness will not be disagreeable to her. She would 

have here received a longer discourse in which 

I would have tried to clarify all at once the dif- 

ficulties of the question asked, but for a new an- 

noyance which I have just learned about from 

Utrecht, that the magistrate summons me in 

order to verify what I wrote about one of their 

ministers—no matter that this is a man who has 

slandered me very indignantly and that what I 

wrote about him in my just defense was only 

too well known to the world—and so I am con- 

strained to finish here, in order that I may go 

find the means to extricate myself as soon as I 

can from this chicanery.!* I am, &c. 

AT 4:1 

Elisabeth To Descartes 

[The Hague] I July 1643 

M. Descartes, 

I see that you have not received as much 

inconvenience from my esteem for your in- 

struction and the desire to avail myself of it, 

as from the ingratitude of those who deprive 

themselves of it and would like to deprive the 

human species of it. I would not have sent you 

new evidence of my ignorance until I knew 

you were done with those of that mindset, if 

Sieur Van Bergen’ had not obliged me to it 
earlier, through his kindness in agreeing to stay 

in town, just until I gave him a response to your 

letter of 28 June. What you write there makes 

me see clearly the three sorts of notions that we 

have, their objects, and how we ought to make 

use of them. 

I also find that the senses show me that the 

soul moves the body, but they teach me noth- 

ing (no more than do the understanding and the 

imagination) of the way in which it does sa. For 

this reason, | think that there are some proper- 

ties of the soul, which are unknown to us, which 

could perhaps overturn what your Metaphysical 

Meditations persuaded me of by such good rea- 

soning: the nonextendedness of the soul. This 

doubt seems to be founded on the rule that you 

give there, in speaking of the true and the false, 

that all error comes to us in forming judgments 
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about that which we do not perceive well 

enough. Though extension is not necessary to 
thought, neither is it at all repugnant to it, and 

so it could be suited to some other function of 

the soul which is no less essential to it. At the 

very least, it makes one abandon the contradic- 

tion of the Scholastics, that it [the soul] is both 

as a whole in the whole body and as a whole in 

each of its parts.'° I do not excuse myself at all 

for confusing the notion of the soul with that 

of the body for the same reason as the vulgar: 
but this doesn’t rid me of the first doubt, and I 

will lose hope of finding certitude in anything in 

3 the world if you, who alone have kept me from 
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being a skeptic, do not answer that to which my 

first reasoning carried me. 
Even though I owe you this confession and 

thanks, I would think it strongly imprudent if I 

did not already know your kindness and gener- 

osity, equal to the rest of your merits, as much 

by the experience that I have already had as by 

reputation. You could not have attested to it ina 

manner more obliging than by the clarifications 

and counsel you have imparted to me, which | 

hold above all as one of the greatest treasures 

that could be possessed by 
Your very affectionate friend at your service, 

Elisabeth. 

NOTES 

i. I provide the reader with the volume and page 

references from the Adam and Tannery edition of 
Descartes’ Oeuvres. The page number indicates the 
beginning of the page. 

. Alphonse Pollot (1602-68), whom Elisabeth refers 

to as Palotti, was a gentleman-in-waiting to the 

prince of Orange. In his letter to Pollot of October 6, 
1642, Descartes notes his happiness that Elisabeth 

has read and seems to approve of his Meditations, 

as well as his intention to visit The Hague to meet 

her (see Oeuvres de Descartes, ed. Charles Adam 

and Paul Tannery, 11 vols. [Paris: Cerf, 1897-1913; 

new ed., Paris: Vrin, 1964-7; reprint, Paris: Vrin, 
1996; cited hereafter as AT] 3, pp. 577-78). This 
letter would seem to mark Descartes” attempt at 
this meeting. Pollot’s relation to Descartes began in 
1638 with an exchange, through Henricus Reneri, 

about Descartes’ Discourse on the Method. Pollot, 
as suggested here, effected the introduction between 
Descartes and Elisabeth. He appears to have tutored 
Elisabeth in geometry (see Descartes to Elisabeth, 
November 1645) and often served as the courier of 
their correspondence (see Elisabeth's letter of 24 

May 1645, below). Reneri (1593-1639), a French 

philosopher, was a professor of philosophy at the 
University of Utrecht. 

3. Henri le Roy or Regius (1598-1679) was a Dutch 
physician who took up Descartes’ physics and phys- 

iology and taught them as chair of medicine at the 

University of Utrecht, beginning in 1638. Elisabeth's 
remarks here suggest that she was tutored by Regius 
or at least read his Physiologia sive cegnitio sanita- 

tis (Utrecht: Roman, 1641). While at Utrecht, begin- 
ning in 1642, Regius was attacked as promulgator 
of Cartesian philosophy by Professor of Theology 
Voetius. He was supported by Descartes in these 
battles until 1646. At that time there was a public 
falling out between Descartes and Regius upon pub- 
lication of Regius’ Fundamenta Physica. Descartes” 
side of this dispute can be seen in the French preface 
to the Principles and the Comments on a Certain 
Broadsheet. One can see trouble ahead in their ear- 
lier 1641 correspondence: see Descartes to Regius, 
May 1641 (AT 3: pp. 371-72: The Philosophical 
Writings of Descartes, ed. John Cottingham, Robert 

bo 

Stoothoff, and Dugald Murdoch; and in vol. 3. 
Anthony Kenny, 3 vols. [Cambridge: Cambridge 

University Press, 1984-1991, cited hereafter as CSM 
or CSMK, respectively], pp. 181-82), December 
1641 (AT 3, pp. 454-355, CSMK, p. 199), December 
1641 (AT 3, p. 460, CSMK, pp. 200-201), January 
1642 (AT 3, p. 491, CSMK, pp. 491-92). 

4. For a clear statement of this claim, see the Sixth 
Meditation argument for the real distinction of mind 

and body (AT 7, p. 78. CSM 2: p. 4). 
. Elisabeth here seems to be referencing the discus- 

sion in the paragraph subsequent to that containing 
the real distinction argument (AT 7: p. 78-80. CSM. 
2: pp. 54-55), wherein Descartes details the “facul- 
ties” of extended and intellectual substances. 

6. While Foucher de Careil. following Clerselier’s 
rendering of Descartes” response, has “serment de 
Harpocrates™ here, AT change it to Hippocrates. 
AT’s reasoning seems sound. Not only do they 

follow the manuscripts, but the Hippocratic oath 
would have been well known to both Descartes and 
Elisabeth. Fabricius alludes to it, and by 1643 his 

work had seen more than thirty editions, one even 
published in Leiden in 1643 with a commentary 
by Meibomius. Elisabeth's later letters show her 
familiarity with the medical establishment, and 
Descartes too had interests in medicine. Moreover, 
while Harpocrates, or Horus, the child. is the 
Egyptian god of silence, and was taken up as the 
god of secrecy by the Greeks and Romans, there is 
no oath associated with him. While Harpocrates is 
associated with a secret medical profession in cer- 
tain monuments, this same secret is contained in the 
Hippocratic oath: “About whatever I may see or 
hear in treatment, or even without treatment, in the 
life of human beings—things that should net ever 
be blurted out outside—I will remain silent, holding 
such things to be unutterable [sacred. not to be dit 
vulged].” Translation by Heinrich Von Staden. “In 
a Pure and Holy Way: Personal and Professional 
Conduct in the Hippocratic Oath,” Jeurnal of the 
History of Medicine and Allied Sciences 51 (1996): 
pp. 406-8. 

7. At this point, Descartes had published the Discourse 
on the Method, with accompanying essays (1637), 
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10. 

and the Meditations, along with Objections and 
Replies (1641, 1642). He says little in those works 
about the philosophical basis of mind-body interac- 
tion. Gassendi, in the Fifth Objections, had raised 
a similar question, though he met with a much less 
hospitable reply. See AT 7, pp. 343-44, 349-90, 9:2 
p. 13; CSM 2, pp. 238-39, 266, 275-76. 
Agir et patir avec lui: In English, it is difficult to 
bring out the parallel between active and passive, 
which preserves the tie to the passions of the soul that 
will figure prominently in the later correspondence. 
AT 7, pp. 444-45; CSM 2, pp. 299-300. 
Principles 4.20-27 (AT 7A, pp. 212-16; CSM 1, 
pp. 268-70). 

. Elisabeth here seems to be referring to what 
Descartes writes in the preface to reader of the 
Meditations, and in the postulates of the geometrical 
exposition of his philosophy in the Second Replies, 
where he requires that his readers “meditate seri- 
ously with me, and withdraw their minds from the 
senses and from all preconceived opinions” (AT 7, 
p. 9; CSM 2, p. 8; see also AT 7, p. 162ff.; CSM 2, 

p. 114ff.). Doing so, however, requires that one be 
able to “expressly rid [one’s]... mind of all worries 
and arrange for [oneself]... a clear stretch of free 

time,” as the meditator does in the First Meditation 
(AT 7, p. 18; CSM 2, p. 17). It is this Juxury 
Elisabeth cannot afford. 

. [ have here retained the French information. St is 

hard to determine what theoretical mode] Elisabeth 

is adverting to. On the one hand, it is tempting to 
think that she is invoking the Aristotelian doctrine 

that the soul is the form of the body and so informs 
the body. On the other hand, her concern with the 

intelligence of corporeal spirits suggests that she is 

referring to a Stoic account of cognitive faculties 
and intentional action. The Stoics explained the co- 

hesion of bodies and their motions toward some end, 

as well as the rational faculties Descartes accords to 
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the sou] (and so, one might say, the information of 
substances), by appeal to that part of matter termed 
pneuma. 

. See the Letter to Voetius, AT 8B, pp. 3-194. Parts 
of this very long Jetter are translated in CSMK, 
pp. 220-24. This letter, which was published in 
Latin and simultaneously in Flemish translation in 
May 1643, was written as a reply to the pointed 

published attacks on Cartesianism by Voetius. 
Voetius, as rector of the University of Utrecht, had 

earlier arranged for the forma) condemnation of 
Cartesian philosophy at the university. For further 
reading on this dispute, see Verbeek and Marion, 
La querelle d’Utrecht); and Verbeek, Descartes 

and the Dutch. See also Descartes to Father Dinet, 
especially AT 7, p. 582ff.; CSM 2, p. 393ff., and 
the postscript of Elisabeth’s letter of June 22, 
1645, below. 

. Anthonie Studler Van Surck, sieur de Bergen 
(1606-66), was Descartes’ banker in HolJand and 

sometimes acted as intermediary for Descartes’ Jet- 

ters. In particular he often served as intermediary in 
Descartes’ correspondence with Huygens. Elisabeth 

might well have known him through this connec- 
tion with Huygens, since she too corresponded with 

Constantijn Huygens (1596-1687), a noted human- 
ist scholar and father of the mathematician and 
physicist Christian Huygens (1629-95). In addition, 
the sieur de Bergen was charged with the distribu- 

tion of the Principles in Holland, while Descartes 
was in France in 1644. 

. See the rule arrived at and articulated in the Fourth 

Meditation: “If, however, I simply refrain from 

making a judgment in cases where I do not perceive 

the truth with sufficient clarity and distinctness, then 

it is clear that I am behaving correctly and avoiding 
error’ (AT 7, p. 59; CSM 2, p. 41). 

. See, for example, Aquinas, Summa Theologica, 5, 

g.76 4.8. 



The Akan Concept of a Person 

Kwame Gyekye 

Introduction 

A number of scholars, including philosophers, 

tend to squirm a little at the mention of “African 

philosophy,’ though they do not do so at the 

mention of African art, music, history, anthro- 

pology, religion, etc. While the latter cluster of 

disciplines is being cultivated or pursued in the 

various centres or institutes of African studies 

in universities round the world, African philos- 

ophy as such is relegated to limbo because it is 

considered to be nonexistent. Philosophy is thus 

assumed to be a special relish of the peoples of 

the West and the East. To a very great extent the 

lack of writing in Africa’s historical past, lead- 

ing in turn to the absence of a doxographic tra- 

dition, that is, a tradition of recorded opinions, 

has been responsible for the assumption that 

there is no such thing as African philosophy. 

We do not ask the question whether there 

is European philosophy or Greek philosophy 

simply because there are the classic Dialogues, 

Treatises, Essays, Philosophical Investigations, 

which one can immediately delve into if he 

wants to study European or Greek philoso- 

phy. In Africa, traditionally, there has been a 

dearth of such philosophical classics. Yet this 

fact does not in any way argue the nonexis- 

tence of African philosophy. For it is known 

that Socrates, the celebrated ancient Greek phi- 

—losopher, did’ not write anything, although he 
inherited a written culture; but it is also known 

that he philosophized. In India ‘the Upanishads 

which are imbued with philosophy .,. were not 
written down for centuries.’! An eminent Indian 

philosopher wrote: ‘The Vedas were handed 

down from mouth to mouth from a period of 

unknown antiquity. ... When the Vedas were 

composed, there was probably no system of 

writing prevalent in India.’ (The Vedas con- 
stitute the religious and philosophical classics 

of India. The Upanishads form the concluding 

portions of the Vedas.) And I learn that Buddha, 

the ancient Indian philosopher and religious 
thinker, ‘wrote no book, but taught orally.” 

Thus African philosophy is none the worse 

for the absence, traditionally, of written philo- 

sophical literature. To deny to African peoples 

philosophical thought is to imply that they are 

“inable to make philosophical sense of, or to 
OnGSpIuATIZe- thelr experiences; itis in fact to 
deny them their humanity. For philosophy of 
Sais Kinds behind the thought and action of 
every people. It constitutes the intellectual sheet 

anchor of their life in its totality. 

African philosophic thought not only forms 

part of the oral literature of the peoples; it is 

also expressed or reflected in real and vital at- 

titudes. In Africa a great deal of philosophical 

material is embedded in the proverbs,* myths 

and folk tales, folk songs, rituals, beliefs, cus- 

toms, and traditions of the peoples. The inter- 

ested and careful philosopher can perceive the 

philosophical relevance of such material and 

may come across ideas or doctrines or problems 

that may have some affinity with those of the 

West or the East, but which originated from the 

peoples themselves. 

After these dialectical preambles, I wish now 

to turn to a discussion of the Akan* concept of 

a person, in which I shall attempt to interpret, 

reconstruct, and sort out in a more sophisti- 

cated way the elements of the Akan collective 

thought on the nature of a person, and provide 

the necessary conceptual or theoretical trim- 

ming such as is required by the anthropological 

and sociological accounts. 

|. OKRA (SOUL) 

We are given to understand from anthropo- 

logical accounts that the Akans hold a tripartite 

conception of a person, considering a human 

being to be constituted by three elements: okra, 

sunsum, and honam (or nipadua: body). 

~~ The okra is considered to be that which con- 
stitutes the very inner self of the individual, the 
principle of life of that individual, and the em- 
bodiment and transmitter of his destiny (fate: 

Gyekye, Kwame (1978). “The Akan Concept of a Person.” International Philosophical Quarterly 
18(3): 277-287. 
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nkrabea). It is thought to be a spark of God 

(Onyame) in man. It is thus divine and has an 

ante-mundane existence with God; it derives di- 

rectly from God. The okra, therefore, might be 

considered as the equivalent of the concept of 
the soul in other metaphysical systems. 

The presence of this divine principle in a 

human being may have been the basis of the 

Akan proverb Nnipa nyinaa ye Onyame mma, 

obiara nye asase ba (‘All men are the children - 

of God; no one is a child of the Earth’). 

The conception of the okra as the life princi- 

ple in a person, his vital force, the source of his 

energy, is linked closely with another concept, 

namely honhom. Honhom means ‘breath’; it is 

the noun form of home, to breathe. When a man 

is dead it is said ne honhom ko (‘his breath is 

gone’) or ne ’kra afi ne ho This so with- 

rawn from his body’). The two sentences, one 

with honhom as subject and the other with okra 

as the subject, do, in fact, say the same thing; 

they express the same thought, the death of the 

person. The departure of the soul from the body 

means the death of a person, and so does ceas- 

ing to breathe. Yet this does not mean that the 

honhom (breath) is the okra (soul). The okra 

is that which ‘causes’ the breathing. Thus, the 

honhom is the tangible manifestation or_evi- 

ence of the okra. (I must say, however, that in 

Some dialects of the Akan language honhom has 
come to be used interchangeably with sunsum, 

so that the phrase honhom bone has come to 

mean the same thing as sunsum bone, 1.e. evil 

‘spirit.’ The identification of the honhom with 

the sunsum seems to me to be a recent idea and 

may have resulted from the translation of the 

Bible into the various Akan dialects: honhom 

must have been used to translate the Greek 

pneuma, breath, spirit. The clarification of the 

concepts of okra, honhom, and sunsum (spirit) 

is the burden of this paper.) 

Il. SUNSUM (SPIRIT) 

Sunsum is another of the constituent elements of 

a person. It has usually been rendered in English 

as ‘spirit.’ In some of the literature on Western 

metaphysics ‘spirit’ appears to be a generic or 

comprehensive concept under which are sub- 

sumed specific concepts such as soul, mind, 

self, consciousness—all of which are, however, 

considered to be identical. But some Western 

philosophers distinguish the mind from the 

soul, for while they are prepared to admit that 

a human being has a mind (which they would 
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identify with the brain or a brain state), they 

deny the existence of the soul mainly because 

of the immortality attribute that has tradition- 

ally been claimed for it.° In the Akan metaphys- 

ics of the person, however, ‘spirit’ is a specific 

concept. (I shall show in a later publication on 

Akan ontology that the concept is also used 

generically in other contexts.) It appears from 

the anthropological accounts that even when it 

is used as a specific concept, ‘spirit’ (sunsum) 

is not identical with the soul (okra) as they do 

not refer to the same thing. However, the an- 

thropological accounts of the sunsum involve 

some conceptual blunders, as I hope to show 

presently. As for the mind (when it is not iden- 

tified with the soul) it might be rendered also 

by sunsum, judging from the functions that are 

attributed by the Akans to the latter (see below). 

On the surface it might appear that ‘spirit’ 

is not an appropriate rendition for sunsum; 

but after clearing some misconceptions en- 

gendered by some anthropological writings, I 

shall show that it is an appropriate rendition but 

that its real nature requires some clarification, 

Anthropologists and sociologists have held (i) 

that the sunsum derives from the father,’ (ii) 

that it is not divine,® and (iii) that it perishes 

with the disintegration of the honhom,’ that is, 

the material component of a person. It seems to 

me, however, that all these three characteriza- 

tions of the sunsum are incorrect. 

Let us first take up the third characterization 

of the sunsum, namely, that it is something 

that perishes with the perishing of the body. 

Now, if a body, a physical object, perishes 

along with the sunsum, then it would follow 

that the sunsum also is something physical or 

material. As a matter of fact, Danquah in his 

philosophical analysis concludes that ‘sunsum 

i§, in fact, the matter or the physical basis 

of the ultimate ideal of which okra (soul) is 

the form and the spiritual or mental basis.’!° 

Elsewhere he speaks of an ‘interaction of the 

material mechanism (sunsum) with the soul,” 
and assimilates the sunsum_to the ‘sensible 

form’ of Aristotle’s metaphysics of substance 

and the okra to the ‘intelligible form.’'' One 
would conclude from these statements that 

Danquah also conceived the sunsum as ma- 

terial (although some other statements of his 

would seem to contradict this). (See below.) 

The relationship between the honam (body) 

and the sunsum (supposedly bodily), how- 

ever, is left unexplained. Thus philosophical, 

sociological, and anthropological accounts 

of the nature of a person have given us the 
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impression that the Akans held a triparite con- 

ception of a human being: 

okra (soul) — immaterial 

sunsum (‘spirit’) — material (?) 

honam (body) — _ material 

As we shall see presently, however, this ac- 

count or analysis of a person, particularly the 

characterization of the sunsum (‘spirit’) as ma- 

terial, is not satisfactory. I must admit at this 

point that the real nature of the sunsum pres- 

ents some difficulty for the Akan metaphysics 

of a person and has been a source of confusion 

for scholars. The difficulty is not insoluble, 

however. 

There are many things said regarding the 

functions or activities of the sumsum which in- 

dicate that it surely is neither material (physi- 

cal), nor mortal, nor derived from the father. 

Busia says that the sunsum ‘is what moulds 

the child’s personality_and disposition. It is 

RET ae ee ee in- 
dividuality.”'* Danquah says: ‘But we now 

know the notion which corresponds to the 

Akan ‘sunsum,’ namely, not ‘spirit’ as such but 

‘personality’ which covers the relation of the 

‘body’ to the ‘soul’ (Okra).’'? That the sunsum 

constitutes the personality and character of a 

person is stated by Danquah in several pages 

of his book.'* Rattray also observed that the 
sunsum 1s the basis of character and personal- 

ity. There are indeed some sentences in the 
Akan language in which the expression sunsum 

is used in obvious reference to personality (or 

qualities or traits in a person’s character). Thus, 

for ‘he has a strong personality’ the Akans 

would say ‘ne sunsum ye durw’ (i.e. his sunsum 
is ‘heavy’ or ‘weighty’). When a man is gener- 

peste helo PE Ny 
sunsum pa). en a man has _an impressive 

or imposing personality they say that he has 
an_overshadowing sunsum (ne sunsum hye me 

so). In fact, sometimes in describing a dignified 

person they would simply say, ‘owo sunsum,’ 

that is, he has a commanding presence. And 

a man may be said to have a ‘gentle’ sunsum, 

a ‘forceful’ sunsum, a ‘submissive’ or ‘weak’ 

sunsum. Thus, the concept of the sunsum would 

correspond in some ways to what is meant by 

personality, as was observed by some earlier 
investigators. 

Thus, it is now clear that in Akan concep- 

tions the sunsum (‘spirit’) is the basis of a 

man’s personality, his distinctive character and, 
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in the words of Busia, ‘his ego.’!° Personality, 

of course, is a word that has been given vari- 

ous definitions by psychologists. But I believe 

that whatever else that concept may involve, it 

certainly involves the idea of a_set of charac- 

teristics as shown in a person’s behavior—his 

thoughts, feelings, actions, etc. (I do not think 

famnteters exelnsn Cia a person’s physical 
appearance.) Thus, if the sunsum is that which 

embodies a man’s personality, it just cannot be a 

physical thing, for qualities of personality such 

as courage, generosity, jealousy, gentleness, 

forcefulness, meekness, and dignity are not sen- 

sible or physical qualities; they are psychical. 

The jealous man feels ill or unhappy because 

of a possible or actual loss of position, status, 

expectations, or because of the better fortune 

of others; a courageous man is able to control 

fear in the face of danger, pain, misfortune, etc.; 

the ambitious man has strong desire to achieve 

something. The expressions feel, . fear, and 

desire are of course psychical (psychological), 

not physicalistic, expressions. (In Akan meta- 

physics there is no room for materialism, the 

doctrine held by some philosophers in the West 

that a person is fundamentally a physical entity 

and that what is referred to as mind or soul is 

in fact identifiable with a person’s brain, which 

is a physical organ.) Thus, if in fact personal- 

ity is the function of the swnsum, then the latter 

cannot conceptually be held to be physical or 

material; it must surely be something (ade) im- 

material, i.e. spiritual. 

We have already noted certain statements of 

Danquah which suggest a physicalistic inter- 

pretation of the sunsum. On the other hand, he 

also maintains that ‘it is the swnsum that experi- 

ences,’!’ and that it is through it that ‘the okra 
or soul manifests itself in the world of experi- 

“ence.’!’ Elsewhere he says of the sunsum: ‘It 

is the bearer of conscious experience, the un- 

conscious or subliminal self remaining over as 

the okra or soul.’'? It is not clear what Danquah 
means by the ‘bearer’ of experience. Perhaps 

what he means is that the sunsum is the subject 

of experience; that which experiences. 

This being so, I would think, at least provi- 

sionally, that the subject of experience cannot 

be physical. If, as he thought,” it is the sunsum 
which makes it possible for the destiny (nkra- 

bea: fate) of the soul to be ‘realized’ or ‘carried 

out’ on earth, then, like the okra (soul), an aspect 
of whose function it was going to perform, the 
sunsum also must be considered as something 
spiritual, not physical. Danquah’s position on 
the concept of the sunsum is ambivalent. And 
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so is Busia’s. Busia says that one part of a man 

is ‘the personality that comes indirectly from 

the supreme Being,’*! that is, God. By ‘per- 
sonality’ Busia must, on his own showing,” be 
referring to the sunsum of a man, which must, 

according to my analysis of that concept, derive 

directly from God, and not from the father. It 

must, therefore, be divine and immortal, con- 

trary to what he and others thought. 

The explanation the Akans give of the phe- 

nomenon of dreaming also indicates that the 

sunsum is something spiritual. For the Akans, 

as for Sigmund Freud, dreams are not somatic 

but psychic phenomena. They believe that in 

ee eae oS resorts IS 
‘actor.’ In sleep the sunsum is said to be re- 

leased from the fetters of the body. It, as it 

were, fashions for itself a new world of forms 

with the materials of its waking experience. 

Thus, although the person is deeply asleep, his 

body (honam) lying in bed, yet he may ‘see’ 

himself standing on the top of a mountain or 

driving a car or fighting with someone. The 

actor in any of these actions is thought to be 

the sunsum, which thus can leave the body and 

return to it. 

As the basis or determinant of personal- 

ity traits—which are nonsensible—as a co- 

performer of the activities or functions of the 

okra (soul), undoubtedly thought to be a spiri- 

tual entity, and as the dramatis persona of the 

spiritual or psychical phenomenon of dream- 

ing, the sunsum must be something spiritual 

(immaterial). This is the reason for my earlier 

assertion that ‘spirit’? might not be an inappro- 

priate translation for sunsum, that is to say, the 

sensum is something spiritual. On my analysis, 

then, we would have the following picture: 

immaterial 

(spiritual) 
Okra (soul) — 

Sunsum (spirit) 

Honam (body) — _ material (physical) 

Thus, the Akans hold a dualistic conception of a 

person: a person is constituted by two principal 

substances, one spiritual (immaterial) and the 

other physical (material). 

Ill. Relation of OKRA and 

SUNSUM 

Now having shown that the sunsum is in fact 

something spiritual (and for this reason I shall 

henceforth use the word ‘spirit’ or ‘spiritual’ 
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in reference to sunsum without quotes), we 

must go on to examine whether the expressions 

sunsum (spirit) and okra (soul) denote the same 

object in Akan metaphysics and philosophical 

psychology. In the course of my field research 

I was informed by a number of elderly people I 

interviewed that the sunsum, okra, and honhom 

(‘breath’) are identical; it is one entity that goes 

under three names. I have already shown that 

while there is a close link between the okra 

and the honhom, the two cannot, nevertheless, 

be identified.*? What about the swnsum and the 
okra? Can they be identified? 

To say that the two can be identified would 

logically mean that whatever can be asserted 

of one can or must be asserted of the other. 

Yet there are some things the Akans say about 

the sunsum which are not said of the okra; the 

predicates or attributes of the two are differ- 

ent. Thus, the need for a reconstruction of the 

relation between the okra and the sunsum. The 

Akans say: 

1) ne ’kra di awerehow (‘his kra is sad’; 

never, ‘his sunsum is sad’). 

2) ne ’kra teetee (‘his kra is worried or 

disturbed’). 

3) ne ’kra adwane (‘his kra has run away,’ 

an expression they use when someone is 

scared to death). 

4) ne kra ye (‘his kra 1s good,’ a sentence they 

use when they want to say that a person is 

lucky or fortunate). 

5) ne kra afi ne ho (‘his kra has withdrawn 

from his body’). 

6) ne kara dii n’akyi, anka owui (‘but for 

his kra that followed him, he would have 

died’). 

7) ne kra aniagye (‘his kra is happy’). 

In all such statements, the attributions are made 

to the okra (kra: soul), never to the sunsum. On 

the other hand, the Akans say: 

1) owo sunsum (‘he has sunsum,’ an expres- 

sion they use when they want to refer 

to someone as dignified and as having a 

commanding presence. Here they never 

say owo (0) kra (‘he has okra,’ soul, for 

it is believed that every human being 

has a soul, the principle of life, but the 

nature of the sunsum differs from person 

to person; thus they speak of ‘gentle 

sunsum, ‘forceful sunsum,’ ‘weak or 

strong sunsum,’ etc.). 

2) ne sunsum ye duru (‘his sunsum is heavy or 

weighty,’ i.e. he has a strong personality). 
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3) ne sunsum hye (or to) me so (‘his sunsum 

overshadows mine’ ). 

4) obi sunsum so kyen obi dee (‘some- 

one’s sunsum is bigger or greater than 

another’ s’). 

5) owo sunsum pa (‘he has a good spirit,’ i.e. 

he is a generous person). 

In all such statements the attributions are made 

to the sunsum, never to the okra. 

Now, given x and y, if whatever is asserted of 

x can be asserted of y, then x can be said to be 

identical with y. If there is at least one predicate, 

which x has but y does not have, then x and y 

are not identical. On this showing, to the extent 

that things that are asserted or predicated of the 

okra do not apply to the sunsum, the two cannot 

logically be i ified. But while they are logi- 

cally and functionally distinct, they are not on- 

tologically distinct. That is to say, they are not 

separate existences held together by an external 

bond. They_are a unity in duality, a duality in 

TG The distiicilontismonarrelacOnypene y. The distinction is not a relation between 
two independent entities. And the sunsum may, 

perhaps more accurately, be characterized as a 

state of the okra (soul). As mentioned earlier, 

the okra is the principle of life of a person and 

the embodiment and transmitter of his destiny 

(nkrabea). Personality and character traits of 

a person are the function of the sunsum. The 

sunsum appears to be the source of dynamism 

of a man, the really active part or force of the 

psychological system of man. It is said to have 

extra-sensory powers; it is that which thinks, 

desires, etc. It is not in any way identical with 

the brain. Rather it acts upon the brain (adwen); 

it is that which makes the adwen (brain) work. 

In short, it is upon t um that man’s health, 

worldly power, influence, position, success, etc. 

would depend. 

Moreover, moral predicates are generally 

ascribed to the sunsum. Lystad is, thus, wrong 

when he says: ‘In many respects the sunsum or 

spirit is so identical with the okra or soul in its 

functions that it is difficult to distinguish be- 

tween them.’ 
In the Akan conception of a person, the 

soul (okra) is held to be a mental or spiritual 

entity (substance). It is not a bundle of quali- 

ties or perceptions, as is held in some Western 

philosophies. The basis for this assertion is the 

Akan belief in disembodied survival. A bundle 

theory of substance implies the elimination 

of the notion of substance, for if a substance 

is held to be a bundle or collection of quali- 

ties or perceptions it would mean that when 
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the qualities or perceptions are removed noth- 

ing would be left; there would then be no sub- 

stance, i.e. no substratum or ‘owner’ of those 

qualities. Thus, if the soul or mind is held to be 

a bundle of perceptions, as in Hume, it would 

be impossible to talk of disembodied survival 

in the form of a soul or self since the bundle 

itself is an abstraction. One Akan maxim, ex- 

pressed epigrammatically, is that “when a man 

dies he is not (really) dead’ (onipa wu a na 

onwui). What they imply by this is that there 

is something in a human being which is eternal 

and indestructible, and which continues to exist 

in the world of spirits (asamandow). An Akan 

motif expresses the following thought: “Could 

God die, I will die’ (Onyame bewu na m’awu). 

In Akan metaphysics God is held to be eternal, 

immortal (Odomankoma), and what is being as- 

serted in the above thought is that since God 

will not die, a person, that is, his okra (soul), 

conceived as a spark of God in a person, will 

not die either. That is to say, the soul of man is 
immortal. But—and this is the point I want to 

‘™make—the attributes of immortality and eter- 
nity make sense if, and only if, the soul is held 
to be a substance, and not a bundle of qualities 

or perceptions. 

But where in a human being is this mental or 

spiritual substance located? Descartes thought 

that the soul is in the pineal gland. The Akans 

also seem to hold that the soul (okra) is lodged 

in the head of a person, although they do not 

mention any specific part of the head where it 

is. But although it is in the head, ‘you cannot 

see it with your natural eyes,’ as they would put 

it, since it is an immaterial substance. 

That the soul is in the head (efi, ti), may be 

inferred from the following expressions of the 
Akans: When they want to say that a person is 

lucky or fortunate they would say ne ti ye (‘his 

head is well’) or ne ’kra ye (‘his soul is well’). 

Both sentences express the same thought. And 

when a person is constantly afflicted with mis- 

fortunes he would say ‘me ti nnye’ (‘my head 

is not well’) or ‘me ’kra nnye’ (‘my soul is not 

well’). It may be inferred from such expressions 

that there is some kind of connection between 

the head and the soul. And although they cannot 

point to a specific part of the head as the ‘resi- 
dence’ of the soul, it may be conjectured that 
it is in the region of the brain (adwen), which, 
as stated earlier, receives its activism from 

the sunsum (spirit), a state of the soul (okra). 
That is, the mind (or, soul) acts on the brain in 
a specific locality, not that it is itself actually 
localized. 
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The Akan conception of a person, as it ap- 

pears in my analysis, is thoroughly dualistic, 

not tripartite. A dualistic conception of a person 

does not necessarily carry with it a belief in a 

causal relation or interaction between the two 

parts of the person, soul and body. For instance, 

some dualistic philosophers in the West main- 

tain a doctrine of psycho-physical parallelism, 

which completely denies causal interaction 

between body and soul. Others, also dual- 

ists, Maintain a doctrine of epiphenomenalism 

which, while not completely rejecting causal 

interaction, holds that the causal direction goes 

in one way only, namely, from body to mind; 

such a doctrine is thus not an interactionist doc- 

trine. The Akans, however, maintain a thorough 

interactionist position on the relation between 

soul and body. They believe that not only does 

the body have a causal influence on the soul but 

also the soul has a causal influence on the body 

(honam). What happens to the soul (okra) takes 

effect or reflects on the condition of the body. 

Similarly, what happens to the body reflects on 

the condition of the soul. 

It is the actual bodily or physical behavior of 

a person that gives some idea of the condition 

of the soul. Thus, if the physical behavior of 

a person suggests that he is happy they would 

say ne ’kra ani agye (‘his soul is happy’); if 

unhappy or morose they would say, ne ’kra di 

awerchow (‘his soul is sorrowful’). When the 

okra (soul) is enfeebled or injured by evil spirits 

ill health results; and the poor conditions of the 

body also affect the condition of the soul. That 

is, the condition of the soul depends on the con- 

dition of the body. As a matter of fact, the belief 

in psycho-physical causal interaction is the 

whole basis of spiritual or psychical healing. 

There are certain diseases which are believed 

to be ‘spiritual diseases’ (sunsum yare) and 

cannot be healed by the application of physi- 

cal therapy. In such diseases attention is paid to 

both physiological and spiritual aspects of the 

person. Unless the soul is healed, the body will 

not respond to any physical treatment. The re- 

moval of a disease of the soul is the activity of 
the diviners or the ‘medicine men’ (adunsifo). 

Some similarities have been discovered be- 
tween the functions and activities of the sunsum 

of the Akan psychology and the ego of Freud. 

An essential task of the ego is to engage in 

intercourse with the external world. Like the 

sunsum, it directs the business of everyday 

living; it is the executive of the personality, that 

is, the psychological system. It is the representa- 

tive of the id in the external world. An aspect of 
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the nature of the sunsum is or may be similar to 

the ego. The sunsum of the Akan psyche is not 

always conscious, and a man does not always 

know what his sunsum wants. It is believed that 

it is the sunsum that the Akan diviner (okomfo), 

believed to possess extrasensory abilities, com- 

municates with. It tells the diviner what it really 

aware of what he wants; thus, the sunsum ma 

case that large portions of the ego and super-ego 

can remain unconscious and are normally un- 

conscious. That is to say, the individual knows 

nothing of their contents and it requires an ex- 

penditure of effort to make them conscious.’”> It 

is, | suppose, for these reasons that some schol- 

ars*° have not hesitated to identify the sunsum 
with the ego of Freud, and having done so go on 

to identify the okra with the id. 

But there are dissimilarities which must be 

stated. Firstly, in Freud the id is the original 

system of the psyche, the matrix within which 

the ego and the super-ego become differenti- 

ated. But in the Akan conception both the okra 

and the sunsum_at_once constitute the original 

GOT Tae DRL ACRE that is present at birth. 
Secondly, in Freud the ego and the super-ego are 

formed or developed later. In Akan the sunsum 

is not formed later; it was part and parcel of the 

original psychical structure, the okra, soul. At 
birth the child possesses a sunsum, just as it 

at that time possesses an okra. Freud thought 

in fact that the mental structure of a man was 
pretty well formed by the end of the fifth year. 

Thirdly, the super-ego is the moral dimension 

of personality; it represents the claims of mo- 

rality.7’ In the Akan system, as stated earlier, 

moral attributes are generally attributed to the 

sunsum. Thus the sunsum of the Akan seems to 

perform aspects of the functions of both the ego 

and the super-ego of Freud. 

It seems to me that an interactionist psycho- 

physical dualism is more realistic than material- 

_ism, epiphenomenalism, parallelism, etc. Even 

apart from the prospects for disembodied sur- 

vival which this theory of a person holds out, 

it has had significant pragmatic consequences 

in Akan communities as evidenced in the ap- 

plicatioris of actual psycho-physical therapies. 

There are countless testimonies of people who 

have been subjected to physical treatment for 

months or years in modern hospitals without 

being cured, (ee oe 

by traditional ‘medicine men’ h 

physical and psychical (spiritual) methods. 
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All this seems to underline the facts that 

a human being is not just a bag of flesh and 

bones, that he is a complex being who cannot 

completely be explained by the same laws of 
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physics used to explain inanimate things, and 

that our world with all its complex and strange 

phenomena cannot simply be reduced to 

physics. 
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world. He is created as though floating in air 

or in a void but without the air supporting him 

in such a way that he would have to feel it, and 

the limbs of his body are stretched out and away 
from one another, so they do not come into con- 
tact or touch. Then he considers whether he can 
assert the existence of his self. He has no doubts 
about asserting his self as something that exists 
without also [having to] assert the existence of 
any of his exterior or interior parts, his heart, 
his brain, or anything external. He will, in fact, 

Excerpts from Avicenna (Ibn Sina), The Cure, approx. 1027. Translated in Jon McGinnis and 
David C. Reisman, eds. and trans., Classical Arabic Philosophy: An Anthology of Sources 
(Hackett, 2007). Reprinted with ihe permission of the translator and the publisher. 
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asserting that it has length, breadth, or depth, 

and, if it were even possible for him in such a 

SHITE a and oF some CRSP SH. 
“ity, he would not imagine it as a part of his self 
or as a necessary condition of his self—and 

you know that what can be asserted as existing 

is not the same as what cannot be so asserted 

and that what is stipulated is not the same as 

what is not stipulated. Thus, the self whose ex- 

istence he asserted is his unique characteristic, 

tthe sense that it is he himself, not his body 

ancrits parts, which he did not so assert. Thus, 
what [the reader] has been alerted to is a way 

to be made alert to the existence of the soul as 
SC 

something that is not the body—nor in fact any 

Bbody—to recognize it and be aware of it, if it is 

in fact the case that he has been disregarding it 

and needed to be hit over the head with it. .. . 

4... . Let us return to what was stated ear- 

lier on our part. We say: If a human were cre- 

ated in a single instant such that his limbs were 

separated from one another and _he could not 

See them, and it happened that he could not feel 
fone a ate ee 

he could not hear a single sound, he would not 

know that any of his organs exist, but he would 

know that he exists as uniquely a single thing 
: despite not knowing everything else. However, 

what is unknown is not the same as what is 

known! These bodily members that we have are 

really only just like clothes that, because they 

have always boon associated WINTUS- Weave 

we imagine ourselves, we do not imagine them 

bare; rather, we imagine [ourselves] to have 

enveloping bodies. The reason for that is the 

permanent association [of the two]. The fact, 

however, is that we have become accustomed 

to stripping off and discarding clothes in a way 

we are not accustomed to doing with the bodily 

members, and so our belief that these are parts 

of us is more firmly entrenched than our belief 

that our garments are parts of us. 

5. If itis... that such a body is not the whole 

body but rather one specific bodily organ, then 

that organ would be the thing that I believe to 

be me—unless what is intended in my believ- 

ing that it is me is not that organ, even if it must 

have that organ.' If, however, what that organ 

is, namely, its being a heart, a brain, or some 

other organ or organs with this description, is 

identical to it or its totality is identical to the 

thing that I perceive to be myself, then my per- 

ception that I am must be my perception of that 

thing. But one thing from a single perspective 

cannot be both what is perceived and other than 

what is perceived.” The situation is not like that 
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anyway; for it is rather by sensing, listening, 

and experiential knowledge that I know that I 

have a heart and a brain, not because I know 

that I am I. Thus, that organ on its own would 

not be the thing that I perceive to be me essen- 

tially but only me accidentally, whereas the aim 

in knowing about myself that I am me (that is, 

the aim that I intend when I say ‘/ sensed, / in- 

tellected, / acted, and /, as something different 

than these descriptions, joined them together’ ) 

is what I call ‘I.’ 

6. Now, if someone said, ‘You also do not 

know that [the ‘I’] is a soul,’ I would say that I 

always know it as the thing intended by what I 

call the ‘soul.’ I might not know it by the term 

‘soul,’ but once I understand what I mean by 

soul, I understand that it is that thing and that 

it is _what_uses [bodily] instruments such ‘as 

the motive and perceptive faculties. It is only 
as long as I do not understand the meaning of 

‘soul’ that I do not recognize [that]. That is not 

the case with the heart or the brain; for I may 

understand what is meant by ‘heart’ and ‘brain,’ 

but I do not know that [they are the ‘I’]. When 

I mean by ‘soul’ that it is the thing that is the 

rinciple of these motions and perceptions that 

have and is what these [motions and percep- 

tions] are traced back to in this whole, I recog- 

nize that either it is in actual fact the ‘I’ or it is 

the ‘I’ as something using this body. Then, it 

would be as though I now am unable to distin- 

guish the perception of me as distinct from the 

mixed perception that there is something that 

uses the body, and that there is something that 

is joined with the body. 

7. As for whether it is a body or not a body, 

in my opinion it is by no means necessary that it 

be a body, nor that it appear to me in imagined 

form as any body whatsoever. Instead, its imag- 

ined form appears to me to be precisely with- 

out any corporeality. So I will have understood 

some part of the aspect of its not being a body 

when I do not understand it to have any corpo- 

reality at the very same time that I understand 

[what it is]. Then, when I undertake an indepen- 

dent verification, the more I add corporeality to 

this thing that is the principle of these acts, the 

less conceivable it will be for that thing to be a 

body. How much more fitting it would be for its 

first representation in my soul to be something 

that is different from these exterior aspects, and 

I am then misled by the association with bodily 

instruments, the sensory observation of those, 

and the issuance of actions from them, and I be- 

lieve that [those exterior aspects] are like parts 

of me. It is not when an error has been made 

about something that a judgment must pertain 
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to it, but rather when the judgment pertains to 

what it is that has to be intellected. And it is not 

when I am investigating whether it exists and 

whether it is not a body that I am wholly igno- 

rant of [these questions], but rather when I ne- 

glect [to consider these questions]. It is often the 

case that knowledge about something is close at 

hand but one overlooks it, and it becomes the 

very thing that is unknown and is investigated at 

the greatest remove. Sometimes knowledge that 
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is close at hand is like the reminder, and despite 

the least amount of effort it was like something 

overlooked, and so awareness does not turn to 

pursue it because it weakly understands it, in 

which case one needs to take a remote position 

in relation to it. From [all of] this, it has become 

clear that these faculties have a gathering place 

to which all of them can be traced back, and that 

it is not a body, regardless of whether it is or is 

not joined with the body. 

NOTES 

1. If it is the latter, then the organ would be just part, 
albeit an essential one, of what is identified as the 

self. 

2. That is, what would be doing the perceiving? 

On the Hypothesis that Animals Are 
Automata, and Its History 
Thomas H. Huxley 

.. . Thus far, the propositions respecting the 

physiology of the nervous system which are 

stated by Descartes have simply been more 
clearly defined, more fully illustrated, and, for 

the most part, demonstrated, by modern physio- 

logical research. But there remains a doctrine to 

which Descartes attached great weight, so that 

full acceptance of it became a sort of note of a 

thoroughgoing Cartesian, but which, neverthe- 

less, is so opposed to ordinary prepossessions 

that it attained more general notoriety, and gave 

rise to more discussion, than almost any other 

Cartesian hypothesis. It is the doctrine that 

brute animals are mere machines or automata, 

devoid not only of reason, but of any kind of 

consciousness, which is stated briefly in the 

‘Discours de la Méthode,’ and more fully in the 

‘Réponses aux Quatriémes Objections,’ and in 

the correspondence with Henry More.! 

The process of reasoning by which Descartes 

arrived at this startling conclusion is well shown 

in the following passage of the ‘Réponses’ :— 

But as regards the souls of beasts, although 

this is not the place for considering them, and 
though, without a general exposition of physics, 

I can say no more on this subject than I have 
already said in the fifth part of my Treatise on 
Method; yet, I will further state, here, that it 

appears to me to be a very remarkable circum- 

stance that no movement can take place, either 

in the bodies of beasts, or even in our own, 
if these bodies have not in themselves all the 

organs and instruments by means of which the 
very same movements would be accomplished 
in a machine. So that, even in us, the spirit, or 

the soul, does not directly move the limbs, but 

only determines the course of that very subtle 

liquid which is called the animal spirits, which, 
running continually from the heart by the brain 
into the muscles, is the cause of all the move- 
ments of our limbs, and often may cause many 

different motions, one as easily as the other. 

And it does not even always exert this de- 

termination; for among the movements which 
take place in us, there are many which do not 
depend on the mind at all, such as the beating 
of the heart, the digestion of food, the nutrition, 
the respiration of those who sleep; and even 
in those who are awake, walking, singing, and 
other similar actions, when they are performed 
without the mind thinking about them. And, 

when one who falls from a height throws his 
hands forward to save his head, it is in virtue of 

Excerpted from Fortnightly Review 16 (1874): pp. 555-80. 
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no ratiocination that he performs this action; it 

does not depend upon his mind, but takes place 
merely because his senses being affected by 
the present danger, some change arises in his 
brain which determines the animal spirits to 

pass thence into the nerves, in such a manner as 

is required to produce this motion, in the same 
way as in a machine, and without the mind 
being able to hinder it. Now since we observe 
this in ourselves, why should we be so much 

astonished if the light reflected from the body of 
a wolf into the eye of a sheep has the same force 
to excite in it the motion of flight? 

After having observed this, if we wish to 

learn by reasoning, whether certain move- 
ments of beasts are comparable to those which 

are effected in us by the operation of the mind, 
or, on the contrary, to those which depend 
only on the animal spirits and the disposition 
of the organs, it is necessary to consider the 
difference between the two, which I have ex- 

plained in the fifth part of the Discourse on 
Method (for I do not think that any others are 

discoverable), and then it will easily be seen, 

that all the actions of beasts are similar only 
to those which we perform without the help 
of our minds. For which reason we shall be 
forced to conclude, that we know of the exis- 

tence in them of no other principle of motion 
than the disposition of their organs and the 
continual affluence of animal spirits produced 

by the heat of the heart, which attenuates and 

subtilises the blood; and, at the same time, we 
shall acknowledge that we have had no reason 

for assuming any other principle, except that, 
not having distinguished these two principles 
of motion, and seeing that the one, which 

depends only on the animal spirits and the 

organs, exists in beasts as well as in us, we 

have hastily concluded that the other, which 
depends on mind and on thought, was also 
possessed by them. 

Descartes’ line of argument is perfectly clear. 

He starts from reflex action in man, from the 

unquestionable fact that, in ourselves, co-ordi- 

nate, purposive, actions may take place, without 

the intervention of consciousness or volition, 

or even contrary to the latter. As actions of a 

certain degree of complexity are brought about 

by mere mechanism, why may not actions of 

still greater complexity be the result of a more 

refined mechanism? What proof is there that 

brutes are other than a superior race of mari- 

onettes, which eat without pleasure, cry with- 

out pain, desire nothing, know nothing, and 

only simulate intelligence as a bee simulates a 

mathematician?* 
The Port Royalists adopted the hypothesis 

that brutes are machines, and are said to have 

carried its practical applications so far as to treat 

domestic animals with neglect, if not with actual 

cruelty. As late as the middle of the eighteenth 

century, the problem was discussed very fully and 

ably by Bouillier, in his ‘Essai philosophique sur 

l’ Ame des Bétes,’ while Condillac deals with it 

in his ‘Traite des Animaux’; but since then it has 

received little attention. Nevertheless, modern 

research has brought to light a great multitude of 

facts, which not only show that Descartes’ view 

is defensible, but render it far more defensible 

than it was in his day. 

It must be premised, that it is wholly impos- 

sible absolutely to prove the presence or ab- 

sence of consciousness in anything but one’s 

own brain, though, by analogy, we are justified 

in assuming its existence in other men. Now 

if, by some accident, a man’s spinal cord is 

divided, his limbs are paralysed, so far as his 

volition is concerned, below the point of injury; 

and he is incapable of experiencing all those 

states of consciousness which, in his uninjured 

state, would be excited by irritation of those 

nerves which come off below the injury. If the 

spinal cord is divided in the middle of the back, 

for example, the skin of the feet may be cut, or 

pinched, or burned, or wetted with vitriol, with- 

out any sensation of touch, or of pain, arising in 

consciousness. So far as the man is concerned, 

therefore, the part of the central nervous system 

which lies beyond the injury is cut off from 

consciousness. It must indeed be admitted, that, 

if any one think fit to maintain that the spinal 

cord below the injury is conscious, but that it 

is cut off from any means of making its con- 

sciousness known to the other consciousness 

in the brain, there is no means of driving him 

from his position by logic. But assuredly there 

is no way of proving it, and in the matter of 

consciousness, if in anything, we may hold by 

the rule, ‘De non apparentibus et de non ex- 

istentibus eadem est ratio.’ However near the 

brain the spinal cord is injured, consciousness 

remains intact, except that the irritation of parts 

below the injury is no longer represented by 

sensation. On the other hand, pressure upon 

the anterior division of the brain, or extensive 

injuries to it, abolish consciousness. Hence, it 

is a highly probable conclusion, that conscious- 

ness in man depends upon the integrity of the 

anterior division of the brain, while the middle 

and hinder divisions of the brain,’ and the rest 
of the nervous centres, have nothing to do with 

it. And it is further highly probable, that what 

is true for man is true for other vertebrated 

animals. 
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We may assume, then, that in a living ver- 

tebrated animal, any segment of the cerebro- 

spinal axis (or spinal cord and brain) separated 

from that anterior division of the brain which 

is the organ of consciousness, is as completely 

incapable of giving rise to consciousness as we 

know it to be incapable of carrying out voli- 

tions. Nevertheless, this separated segment of 

the spinal cord is not passive and inert. On the 

contrary, it is the seat of extremely remarkable 

powers. In our imaginary case of injury, the man 

would, as we have seen, be devoid of sensation 

in his legs, and would have not the least power 

of moving them. But, if the soles of his feet 

were tickled, the legs would be drawn up just as 

vigorously as they would have been before the 

injury. We know exactly what happens when 

the soles of the feet are tickled; a molecular 

change takes place in the sensory nerves of the 

skin, and is propagated along them and through 

the posterior roots of the spinal nerves, which 

are constituted by them, to the grey matter of 

the spinal cord. Through that grey matter the 

molecular motion is reflected into the anterior 

roots of the same nerves, constituted by the 

filaments which supply the muscles of the legs, 

and, travelling along these motor filaments, 

reaches the muscles, which at once contract, 

and cause the limbs to be drawn up. 

In order to move the legs in this way, a defi- 

nite co-ordination of muscular contractions is 

necessary; the muscles must contract in a cer- 

tain order and with duly proportioned force; 

and moreover, as the feet are drawn away from 

the source of irritation, it may be said that the 

action has a final cause, or is purposive. 

Thus it follows, that the grey matter of the 

segment of the man’s spinal cord, though it is 

devoid of consciousness, nevertheless responds 

to a simple stimulus by giving rise to a com- 

plex set of muscular contractions, co-ordinated 

towards a definite end, and serving an obvious 

purpose. 

If the spinal cord of a frog is cut across, so as 

to provide us with a segment separated from the 

brain, we shall have a subject parallel to the in- 

jured man, on which experiments can be made 

without remorse; as we have a right to conclude 

that a frog’s spinal cord is not likely to be con- 

scious, when a man’s is not. 

Now the frog behaves just as the man did. 

The legs are utterly paralysed, so far as vol- 

untary movement is concerned; but they are 

vigorously drawn up to the body when any 

irritant is applied to the foot. But let us study 

our frog a little farther. Touch the skin of the 
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side of the body with a little acetic acid, which 

gives rise to all the signs of great pain in an un- 

injured frog. In this case, there can be no pain, 

because the application is made to a part of the 

skin supplied with nerves which come off from 

the cord below the point of section; neverthe- 

less, the frog lifts up the limb of the same side, 

and applies the foot to rub off the acetic acid; 

and, what is still more remarkable, if the limb 

be held so that the frog cannot use it, it will, by 

and by, move the limb of the other side, turn it 

across the body, and use it for the same rubbing 

process. It is impossible that the frog, if it were 

in its entirety and could reason, should perform 

actions more purposive than these: and yet we 

have most complete assurance that, in this case, 

the frog is not acting from purpose, has no con- 

sciousness, and is a mere insensible machine. 

But now suppose that, instead of making a 

section of the cord in the middle of the body, 

it had been made in such a manner as to sepa- 

rate the hindermost division of the brain from 

the rest of the organ, and suppose the foremost 

two-thirds of the brain entirely taken away. The 

frog is then absolutely devoid of any spontane- 

ity; it sits upright in the attitude which a frog 

habitually assumes; and it will not stir unless it 

is touched; but it differs from the frog which I 

have just described in this, that, if it be thrown 

into the water, it begins to swim, and swims 

just as well as the perfect frog does. But swim- 

ming requires the combination and successive 

co-ordination of a great number of muscular ac- 

tions. And we are forced to conclude, that the 

impression made upon the sensory nerves of the 

skin of the frog by the contact with the water 

into which it is thrown, causes the transmission 

to the central nervous apparatus of an impulse 

which sets going a certain machinery by which 

all the muscles of swimming are brought into 

play in due co-ordination. If the frog be stimu- 

lated by some irritating body, it jumps or walks 

as well as the complete frog can do. The simple 

sensory impression, acting through the ma- 

chinery of the cord, gives rise to these complex 
combined movements. 

It is possible to go a step farther. Suppose that 

only the anterior division of the brain—so much 

of it as lies in front of the ‘optic lobes’ —is re- 

moved. If that operation is performed quickly 
and skilfully, the frog may be kept in a state 
of full bodily vigour for months, or it may be 
for years; but it will sit unmoved. It sees noth- 
ing: it hears nothing. It will starve sooner than 
feed itself, although food put into its mouth is 
swallowed. On irritation, it jumps or walks; if 
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thrown into the water it swims. If it be put on 

the hand, it sits there, crouched, perfectly quiet, 

and would sit there for ever. If the hand be in- 

clined very gently and slowly, so that the frog 

would naturally tend to slip off, the creature’s 

fore paws are shifted on to the edge of the hand, 

until he can just prevent himself from falling. 

If the turning of the hand be slowly continued, 

he mounts up with great care and deliberation, 

putting first one leg forward and then another, 

until he balances himself with perfect precision 

upon the edge; and if the turning of the hand 

is continued, he goes through the needful set 

of muscular operations, until he comes to be 

seated in security, upon the back of the hand. 

The doing of all this requires a delicacy of co- 

ordination, and a precision of adjustment of the 

muscular apparatus of the body, which are only 

comparable to those of a rope-dancer. To the 

ordinary influences of light, the frog, deprived 

of its cerebral hemispheres, appears to be blind. 

Nevertheless, if the animal be put upon a table, 

with a book at some little distance between it 

and the light, and the skin of the hinder part of 

its body is then irritated, it will jump forward, 

avoiding the book by passing to the right or left 

of it. Therefore, although the frog appears to 

have no sensation of light, visible objects act 

through its brain upon the motor mechanism of 

its body.* 
It is obvious, that had Descartes been ac- 

quainted with these remarkable results of 

modern research, they would have furnished 

him with far more powerful arguments than he 

possessed in favour of his view of the automa- 

tism of brutes. The habits of a frog, leading its 

natural life, involve such simple adaptations 

to surrounding conditions, that the machinery 

which is competent to do so much without the 

intervention of consciousness, might well do 

all. And this argument is vastly strengthened 

by what has been learned in recent times of the 

marvellously complex operations which are 

performed mechanically, and to all appearance 

without consciousness, by men, when, in con- 

sequence of injury or disease, they are reduced 

to a condition more or less comparable to that 

of a frog, in which the anterior part of the brain 
has been removed. A case has recently been 

published by an eminent French physician, 

Dr. Mesnet, which illustrates this condition so 

remarkably, that I make no apology for dwell- 

ing upon it at considerable length.” 
A sergeant of the French army, F—, twenty- 

seven years of age, was wounded during the 

battle of Bazeilles, by a ball which fractured his 

left parietal bone. He ran his bayonet through 

the Prussian soldier who wounded him, but 

almost immediately his right arm became para- 

lysed; after walking about two hundred yards, 

his right leg became similarly affected, and he 

lost his senses. When he recovered them, three 

weeks afterwards, in hospital at Mayence, the 

right half of the body was completely para- 

lysed, and remained in this condition for a year. 

At present, the only trace of the paralysis which 

remains is a slight weakness of the right half 

of the body. Three or four months after the 

wound was inflicted, periodical disturbances 

of the functions of the brain made their appear- 

ance, and have continued ever since. The dis- 

turbances last from fifteen to thirty hours; the 

intervals at which they occur being from fifteen 

to thirty days. 

For four years, therefore, the life of this man 

has been divided into alternating phases—short 

abnormal states intervening between long 

normal states. 

In the periods of normal life, the ex-sergeant’s 

health is perfect; he is intelligent and kindly, 

and performs, satisfactorily, the duties of a 

hospital attendant. The commencement of the 

abnormal state is ushered in by uneasiness and 

a sense of weight about the forehead, which the 

patient compares to the constriction of a circle 

of iron; and, after its termination, he complains, 

for some hours, of dulness and heaviness of 

the head. But the transition from the normal 

to the abnormal state takes place in a few min- 

utes, without convulsions or cries, and without 

anything to indicate the change to a bystander. 

His movements remain free and his expres- 

sion calm, except for a contraction of the brow, 

an incessant movement of the eyeballs, and a 

chewing motion of the jaws. The eyes are wide 

open, and their pupils dilated. If the man hap- 

pens to be in a place to which he is accustomed, 

he walks about as usual; but, if he is in a new 

place, or if obstacles are intentionally placed 

in his way, he stumbles gently against them, 

stops, and then, feeling over the objects with 

his hands, passes on one side of them. He offers 

no resistance to any change of direction which 

may be impressed upon him, or to the forcible 

acceleration or retardation of his movements. 

He eats, drinks, smokes, walks about, dresses 

and undresses himself, rises and goes to bed at 

the accustomed hours. Nevertheless, pins may 

be run into his body, or strong electric shocks 

sent through it, without causing the least indi- 

cation of pain; no odorous substance, pleasant 
or unpleasant, makes the least impression; he 
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eats and drinks with avidity whatever is offered, 

and takes asafcetida, or vinegar, or quinine, as 

readily as water; no noise affects him; and light 

influences him only under certain conditions. 

Dr. Mesnet remarks, that the sense of touch 

alone seems to persist, and indeed to be more 

acute and delicate than in the normal state: and 

it is by means of the nerves of touch, almost ex- 

clusively, that his organism is brought into rela- 

tion with the external world. Here a difficulty 

arises. It is clear from the facts detailed, that 

the nervous apparatus by which, in the normal 

state, sensations of touch are excited, is that by 

which external influences determine the move- 

ments of the body, in the abnormal state. But 

does the state of consciousness, which we term 

a tactile sensation, accompany the operation of 

this nervous apparatus in the abnormal state? or 
is consciousness utterly absent, the man being 

reduced to an insensible mechanism? . . . 

As I have pointed out, it is impossible to 

prove that F— is absolutely unconscious in his 
abnormal state, but it is no less impossible to 

prove the contrary; and the case of the frog goes 

a long way to justify the assumption that, in the 

abnormal state, the man is a mere insensible 

machine. 

If such facts as these had come under the 

knowledge of Descartes, would they not have 

formed an apt commentary upon that remark- 

able passage in the ‘Traité de 1 Homme,’ which 

I have quoted elsewhere, but which is worth 

repetition?— 

All the functions which I have attributed to this 
machine (the body), as the digestion of food, 

the pulsation of the heart and of the arteries; 
the nutrition and the growth of the limbs; res- 
piration, wakefulness, and sleep; the reception 
of light, sounds, odours, flavours, heat, and 

such like qualities, in the organs of the exter- 

nal senses; the impression of the ideas of these 

in the organ of common sensation and in the 

imagination; the retention or the impression of 
these ideas on the memory; the internal move- 

ments of the appetites and the passions; and 
lastly the external movements of all the limbs, 
which follow so aptly, as well the action of the 
objects which are presented to the senses, as 
the impressions which meet in the memory, 
that they imitate as nearly as possible those of 
a real man; I desire, I say, that you should con- 

sider that these functions in the machine natu- 
rally proceed from the mere arrangement of its 
organs, neither more nor less than do the move- 

ments of a clock, or other automaton, from that 
of its weights and its wheels; so that, so far as 
these are concerned, it is not necessary to con- 
ceive any other vegetative or sensitive soul, nor 
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any other principle of motion or of life, than the 
blood and the spirits agitated by the fire which 
burns continually in the heart, and which is 
no wise essentially different from all the fires 

which exist in inanimate bodies. 

And would Descartes not have been justified 

in asking why we need deny that animals are 

machines, when men, in a state of unconscious- 

ness, perform, mechanically, actions as compli- 

cated and as seemingly rational as those of any 

animals? 
But though I do not think that Descartes’ 

hypothesis can be positively refuted, I am not 

disposed to accept it. The doctrine of continu- 

ity is too well established for it to be permis- 

sible to me to suppose that any complex natural 

phenomenon comes into existence suddenly, 

and without being preceded by simpler modi- 

fications; and very strong arguments would be 

needed to prove that such complex phenomena 

as those of consciousness, first make their ap- 

pearance in man. We know, that, in the indi- 

vidual man, consciousness grows from a dim 

glimmer to its full light, whether we consider 

the infant advancing in years, or the adult 

emerging from slumber and swoon. We know, 

further, that the lower animals possess, though 

less developed, that part of the brain which we 

have every reason to believe to be the organ of 

consciousness in man; and as, in other cases, 

function and organ are proportional, so we have 

a right to conclude it is with the brain; and that 

the brutes, though they may not possess our in- 

tensity of consciousness, and though, from the 

absence of language, they can have no trains of 

thoughts, but only trains of feelings, yet have 

a consciousness which, more or less distinctly, 

foreshadows our own. 

I confess that, in view of the struggle for ex- 

istence which goes on in the animal world, and 

of the frightful quantity of pain with which it 

must be accompanied, I should be glad if the 

probabilities were in favour of Descartes’ hy- 

pothesis; but, on the other hand, considering the 

terrible practical consequences to domestic ani- 

mals which might ensue from any error on our 

part, it is as well to err on the right side, if we err 

at all, and deal with them as weaker brethren, 

who are bound, like the rest of us, to pay their 

toll for living, and suffer what is needful for the 

general good. As Hartley finely says, ‘We seem 
to be in the place of God to them’; and we may 
justly follow the precedents He sets in nature in 
our dealings with them. 

But though we may see reason to disagree 
with Descartes’ hypothesis that brutes are 
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unconscious machines, it does not follow that 

he was wrong in regarding them as automata. 

They may be more or less conscious, sensitive, 

automata; and the view that they are such con- 

scious machines is that which is implicitly, or 

explicitly, adopted by most persons. When we 

speak of the actions of the lower animals being 

guided by instinct and not by reason, what we 

really mean is that, though they feel as we do, 

yet their actions are the results of their physi- 

cal organisation. We believe, in short, that they 

are machines, one part of which (the nervous 

system) not only sets the rest in motion, and 

co-ordinates its movements in relation with 

changes in surrounding bodies, but is provided 

with special apparatus, the function of which is 

the calling into existence of those states of con- 

sciousness which are termed sensations, emo- 

tions, and ideas. I believe that this generally 

accepted view is the best expression of the facts 

at present known. 

It is experimentally demonstrable—any one 

who cares to run a pin into himself may perform 

a sufficient demonstration of the fact—that a 

mode of motion of the nervous system is the 

immediate antecedent of a state of conscious- 

ness. All but the adherents of ‘Occasionalism,’ 

or of the doctrine of ‘Pre-established Harmony’ 

(if any such now exist), must admit that we 

have as much reason for regarding the mode of 

motion of the nervous system as the cause of 

the state of consciousness, as we have for re- 

garding any event as the cause of another. How 

the one phenomenon causes the other we know, 

as much or as little, as in any other case of cau- 

sation; but we have as much right to believe 

that the sensation is an effect of the molecular 

change, as we have to believe that motion is an 

effect of impact; and there is as much propriety 

in saying that the brain evolves sensation, as 

there is in saying that an iron rod, when ham- 

mered, evolves heat. 
As I have endeavoured to show, we are jus- 

tified in supposing that something analogous 

to what happens in ourselves takes place in 

the brutes, and that the affections of their sen- 

sory nerves give rise to molecular changes in 

the brain, which again give rise to, or evolve, 

the corresponding states of consciousness. 
Nor can there be any reasonable doubt that 

the emotions of brutes, and such ideas as they 

possess, are similarly dependent upon molecu- 

lar brain changes. Each sensory impression 

leaves behind a record in the structure of the 

brain—an ‘ideagenous’ molecule, so to speak, 

which is competent, under certain conditions, 

to reproduce, in a fainter condition, the state 

of consciousness which corresponds with that 

sensory impression; and it is these ‘ideagenous 

molecules’ which are the physical basis of 
memory. 

It may be assumed, then, that molecular 

changes in the brain are the causes of all the 

states of consciousness of brutes. Is there 

any evidence that these states of conscious- 

ness may, conversely, cause those molecular 

changes which give rise to muscular motion? 

I see no such evidence. The frog walks, hops, 

swims, and goes through his gymnastic perfor- 

mances quite as well without consciousness, 

and consequently without volition, as with it; 

and, if a frog, in his natural state, possesses any- 
thing corresponding with what we call volition, 

there is no reason to think that it is anything but 

a concomitant of the molecular changes in the 

brain which form part of the series involved in 

the production of motion. 

The consciousness of brutes would appear 

to be related to the mechanism of their body 

simply as a collateral product of its working, 

and to be as completely without any power of 

modifying that working as the steam-whistle 

which accompanies the work of a locomotive 

engine is without influence upon its machinery. 

Their volition, if they have any, is an emotion 

indicative of physical changes, not a cause of 

such changes. 

This conception of the relations of states of 

consciousness with molecular changes in the 

brain—of psychoses with neuroses—does not 

prevent us from ascribing free will to brutes. 

For an agent is free when there is nothing to 

prevent him from doing that which he desires 

to do. If a greyhound chases a hare, he is a free 

agent, because his action is in entire accordance 

with his strong desire to catch the hare; while 

so long as he is held back by the leash he is 

not free, being prevented by external force from 

following his inclination. And the ascription of 

freedom to the greyhound under the former cir- 

cumstances is by no means inconsistent with 

the other aspect of the facts of the case—that he 

is a machine impelled to the chase, and caused, 

at the same time, to have the desire to catch the 

game by the impression which the rays of light 

proceeding from the hare make upon his eyes, 

and through them upon his brain. 

Much ingenious argument has at various 

times been bestowed upon the question: How 

is it possible to imagine that volition, which is 

a state of consciousness, and, as such, has not 

the slightest community of nature with matter 
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in motion, can act upon the moving matter of 

which the body is composed, as it is assumed to 

do in voluntary acts? But if, as is here suggested, 

the voluntary acts of brutes—or, in other words, 

the acts which they desire to perform—are as 

purely mechanical as the rest of their actions, 

and are simply accompanied by the state of con- 

sciousness called volition, the inquiry, so far as 

they are concerned, becomes superfluous. Their 

volitions do not enter into the chain of causation 

of their actions at all. 

The hypothesis that brutes are conscious au- 

tomata is perfectly consistent with any view 
that may be held respecting the often discussed 

and curious question whether they have souls 

or not; and, if they have souls, whether those 

souls are immortal or not. It is obviously har- 

monious with the most literal adherence to 

the text of Scripture concerning ‘the beast that 

perisheth’; but it is not inconsistent with the 

amiable conviction ascribed by Pope to his 
‘untutored savage,’ that when he passes to the 

happy hunting-grounds in the sky, ‘his faithful 

dog shall bear him company.’ If the brutes have 

consciousness and no souls, then it is clear that, 

in them, consciousness is a direct function of 

material changes; while, if they possess imma- 

terial subjects of consciousness, or souls, then, 

as consciousness is brought into existence only 

as the consequence of molecular motion of the 

brain, it follows that it is an indirect product of 

material changes. The soul stands related to the 

body as the bell of a clock to the works, and 

consciousness answers to the sound which the 
bell gives out when it is struck. 

Thus far I have strictly confined myself to 

the problem with which I proposed to deal at 

starting—the automatism of brutes. The ques- 

tion is, I believe, a perfectly open one, and I 

feel happy in running no risk of either Papal or 

Presbyterian condemnation for the views which 

I have ventured to put forward. And there are so 

very few interesting questions which one is, at 

present, allowed to think out scientifically—to go 

as far as reason leads, and stop where evidence 

comes to an end—without speedily being deaf- 

ened by the tattoo of ‘the drum ecclesiastic’— 

that I have luxuriated in my rare freedom, and 
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would now willingly bring this disquisition to an 

end if I could hope that other people would go 

no farther. Unfortunately, past experience debars 

me from entertaining any such hope, even if 

... that drum’s discordant sound Parading 

round and round and round, 

were not, at present, as audible to me as it was 

to the mild poet who ventured to express his 

hatred of drums in general, in that well-known 

couplet. 

It will be said, that I mean that the conclu- 

sions deduced from the study of the brutes are 

applicable to man, and that the logical conse- 

quences of such application are fatalism, ma- 

terialism, and atheism—whereupon the drums 

will beat the pas de charge. 

One does not do battle with drummers; but I 

venture to offer a few remarks for the calm con- 

sideration of thoughtful persons, untrammelled 

by foregone conclusions, unpledged to shore- 

up tottering dogmas, and anxious only to know 

the true bearings of the case. 

It is quite true that, to the best of my judg- 

ment, the argumentation which applies to 

brutes holds equally good of men; and, there- 

fore, that all states of consciousness in us, as 

in them, are immediately caused by molecular 

changes of the brain-substance. It seems to 

me that in men, as in brutes, there is no proof 

that any state of consciousness is the cause of 

change in the motion of the matter of the or- 

ganism. If these positions are well based, it fol- 

lows that our mental conditions are simply the 

symbols in consciousness of the changes which 

takes place automatically in the organism; and 

that, to take an extreme illustration, the feel- 

ing we call volition is not the cause of a vol- 

untary act, but the symbol of that state of the 

brain which is the immediate cause of that act. 

We are conscious automata, endowed with free 

will in the only intelligible sense of that much- 

abused term—inasmuch as in many respects 

we are able to do as we like—but nonetheless 

parts of the great series of causes and effects 

which, in unbroken continuity, composes that 

which is, and has been, and shall be—the sum 
of existence. 

NOTES 

1. Réponse de M. Descartes a M. Morus. 1649. 

CEuevres, tome x. p. 204. ‘Mais le plus grand de 
tous les préjugés que nous ayons retenus de notre 

enfance, est celui de croire que les bétes pensent,’ 
etc. 

2. Malebranche states the view taken by orthodox 
Cartesians in 1689 very forcibly: ‘Ainsi dans les 
chiens, les chats, et les autres animaux, il n’y a 
ny intelligence, ny Ame spirituelle comme on 
lentend ordinairement. Ils mangent sans plaisir; 
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ils crient sans douleur; ils croissent sans le scavoir; 

ils ne desirent rien; ils ne connoissent rien; et s’ils 
agissent avec adresse et d’une maniere qui marque 
lintelligence, c’est que Dieu les faisant pour les 
conserver, il a conformé leurs corps de telle maniére, 

qu ils évitent organiquement, sans le sgavoir, tout ce 

qui peut les de truire et qu’ils semblent craindre.’ 
Feuillet de Conches. Méditations Métaphysiques 

et Correspondance de. N. Malebranche. Neuviéme 
Meéditation. 1841. 

3. Not to be confounded with the anterior middle and 
hinder parts of the hemispheres of the cerebrum. 
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4. See the remarkable essay of Géltz, Beitrage zur 

Lehre von den Functionen der Nervencentren 

des Frosches, published in 1809. I have repeated 
Géltz’s experiments, and obtained the same results. 

5. “De l’Automatisme de la Mémoire et du Souvenir, 
dans le Somnambulisme pathologique.” Par le 

Dr. E. Mesnet, Médecin de |’ H6pital Saint-Antoine. 

L’Union Médicale, Juillet 21 et 23, 1874. My atten- 

tion was first called to a summary of this remark- 

able case, which appeared in the Journal des Débats 

for the 7th of August, 1874, by my friend General 

Strachey, F. R. S. 

An Unfortunate Dualist 

Raymond M. Smullyan 

Once upon a time there was a_dualist. He be- 

lieved that mind and matter are separate sub- 

stances. Just how they interacted he did not 

‘pretend to know—this was one of the ‘mys- 

teries’ of life. But he was sure they were quite 

separate substances. 

This dualist, unfortunately, led an unbearably 

painful life—not because of his philosophical 

beliefs, but for quite different reasons. And he 

had excellent empirical evidence that no respite 

was in sight for the rest of his life. He longed for 

nothing more than to die. But he was deterred 

from suicide by such reasons as: (1) he did not 

want to hurt other people by his death; (2) he 

was afraid suicide might be morally wrong; (3) 

he was afraid there might be an afterlife, and he 

did not want to risk the possibility of eternal pun- 

ishment. So our poor dualist was quite desperate. 

Then came the discovery of the miracle drug! 

Its effect on the taker was to annihilate the soul 

or mind entirely but ave the body function- 

ing exactly as before. Absolutely no observable 

change came over the taker; the body continued 

to act just as if it still had_a soul. Not the clos- 

est friend or observer could possibly know that 

the taker had taken the drug, unless the taker 

informed him. 
Do you believe that such a drug is impossible 

in principle? Assuming you believe it possible, 

would you take it? Would you regard it as im- 

moral 1S antares there any- 
thing in Scriptures forbidding the use of such 

a drug? Surely, the body of the taker can still 

fulfill all its responsibilities on earth. Another 

question: Suppose your spouse took such a 

drug, and you knew it. You would know that 

she (or he) no longer had a soul but acted jyst as 

if she did have one. Would you love your mate 

any less? 

To return to the story, our dualist was, of 

course, delighted! Now he could annihilate 

himself (his soul, that is) in a way not subject 

to any of the foregoing objections. And so, for 

the first time in years, he went to bed with a 

light heart, saying: ‘Tomorrow morning I will 

go down to the drugstore and get the drug. My 

days of suffering are over at last!’ With these 

thoughts, he fell peacefully asleep. 

Now at this point a curious thing happened. 

A friend of the dualist who knew about this 

drug, and who knew of the sufferings of the 

dualist, decided to put him out of his misery. 

So in the middle of the night, while the dualist 

was fast asleep, the friend quietly stole into the 

house and injected the drug into his veins. The 

next morning the body of the dualist awoke— 

without any soul indeed—and the first thing it 

did was to go to the drugstore to get the drug. 

He took it home and, before taking it, said, 

‘Now I shall be released.’ So he took it and 

then waited the time interval in which it was 

supposed to work. At the end of the interval he 

angrily exclaimed: “Damn it, this stuff hasn’t 

helped at all! I still obviously have a soul and 

am suffering as much as enn 

ee all this sug erhaps there 

e€ something just a iti wrong with 

Snare 

Excerpted from Raymond Smullyan, This Book Needs No Title (Upper Saddle River, NJ: 

Prentice-Hall, 1980), pp. 53-55. Reprinted by permission of the author. 
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B. Behaviorism 

Descartes’ Myth 

Gilbert Ryle 

1. The Official Doctrine 

There is a doctrine about the nature and place 

of minds which is so prevalent among theo- 

rists and even among laymen that it deserves 

to be described as the official theory. Most phi- 

losophers, psychologists and religious teachers 

subscribe, with minor reservations, to its main 

articles and, although they admit certain theo- 

retical difficulties in it, they tend to assume that 

these can be overcome without serious modi- 

fications being made to the architecture of the 

theory. It will be argued here that the central 

principles of the doctrine are unsound and con- 
flict with the whole of what_we kno 

‘about minds when we are not speculating about 

them. 
The official doctrine, which hails chiefly 

from Descartes, is something like this. With 

the doubtful exceptions of idiots and infants in 

arms every human being has both a body and 

a mind. Some would prefer to say that every 

uman being is both a body and a mind. His 

body and_his mind are ordinarily harnessed to- 

gether, but after the death of the body his mind 

may continue to exist and function. 

Human bodies are in space and are subject 
to the mechanical laws which govern all other 

bodies in space. Bodily processes and states can 

be inspected by external observers. So a man’s 

bodily life is as much a public affair as are the 

lives of animals and reptiles and even as the ca- 

reers of trees, crystals and planets. 

But minds are not in space, nor are their op- 

erations subject to mechanical laws. The work- 

ings of one mind are not witnessable by other 

observers; its career is private. Only I can take 

direct cognisance of the states and processes of 
- My own mind. A person therefore lives through 

two collateral histories, one consisting of what 

happens in and to his body, the other consist- 

ing of what happens in and to his mind. The 

ee eh The events in 
the first history are events in the physical world, 

those in the second are events in the mental 
world. nee 

It has been disputed whether a person does or 

can directly monitor all or only some of the epi- 

sodes of his own private history; but, according 

to the official doctrine, of at least some of these 

episodes he has direct and unchallengeable cog- 
nisance. In consciousness, self-consciousness 
ee 

and introspection he is directly and authenti- 

cally apprised of the present states and opera- 

tions of his mind. He may have great or small 

uncertainties about concurrent and adjacent 

episodes in the physical world, but he can have 

none about at least part of what is momentarily 

occupying his mind. 

It is customary to express this bifurcation of 

his two lives and of his two worlds by saying 

that the things and events which belong to the 

physical world, including his own body, are 

external, while the workings of his own mind 

are internal. This antithesis of outer and inner 

is of course meant to be construed as a meta- 

phor, since minds, not being in space, could not 

be described as being spatially inside anything 

Perera rr aces on spatially 
inside themselves. But relapses from this good 

intention are common and theorists d 

speculating how stimuli, the physical sources of 

which are yards or miles outside a person's skm, 

or how decisions framed inside his cranium can 

ven when ‘inner’ and ‘outer’ are construed 

as metaphors, the problem how a person’s mind 

From Gilbert Ryle, The Concept of Mind (Hutchinson, 1949), pp. 11-24. Reprinted with per- 
mission of the publisher and the Principal, Fellows, and Scholars of Hertford College in the 
University of Oxford. 
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and body influence one another is notoriously 

charged with theoretical difficulties. What 

the mind wills, the legs, arms and the tongue 

execute; what affects the ear and the eye has 

something to do with what the mind perceives; 

grimaces and smiles betray the mind’s moods 

and bodily castigations lead, it is hoped, to 

moral improvement. But the actual transactions 

between the episodes of the private history and 

those of the public history remain mysterious, 

since by definition they can belong to neither 

series. They could not be reported among the 

happenings described in a person’s autobiog- 

raphy of his inner life, but nor could they be 

reported among those described in some one 

else’s biography of that person’s overt career. 

They can be inspected neither by introspection 

nor by laboratory experiment. They are theo- 

retical shuttle-cocks which are forever being 

bandied from the physiologist back to the psy- 

chologist and from the psychologist back to the 

physiologist. 

Underlying this partly metaphorical repre- 

sentation of the bifurcation of a person’s two 

lives there is a seemingly more profound and 

philosophical assumption. It is assumed that 

there are two different kinds of existence or 

status. What exists or happens may have the 

status of physical existence, or it may have 

the status of mental existence. Somewhat as 

the faces of coins are either heads or tails, or 

somewhat as living creatures are either male 

or female, so, it is supposed, some existing 

is physical existing, other existing is mental 

existing. It is a necessary feature of what has 

physical existence that it is in space and time; 

it is a necessary feature of what has mental ex- 

istence that it is in time but not in space. What 

has physical existence is composed of matter, 

or else is a function of matter; what has mental 

existence consists of consciousness, or else is a 

function of consciousness. 

There is thus a polar opposition between 

mind and matter, an opposition which is often 

brought out as follows. Material objects are sit- 

uated in a common field, known as ‘space,’ and 

what happens to one body in one part of space 

is mechanically connected with what happens 

to other bodies in other parts of space. But 

mental happenings occur in insulated fields, 

known as ‘minds,’ and there is, apart maybe 

from telepathy, no direct causal connection 

between what happens in one mind and what 

happens in another. Only through the medium 

of the public physical world can the mind of 

one person make a difference to the mind of 
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another. The mind is its own place and in his 

inner life each of us lives the life of a ghostly 

Robinson Crusoe. People can see, hear and jolt 

one another’s bodies, but they are irremediably 

blind and deaf to the workings of one another’s 

minds and inoperative upon them. 

What sort of knowledge can be secured of the 

workings of a mind? On the one side, accord- 

ing to the official theory, a person has direct 

knowledge of the best imaginable kind of the 

workings of his own mind. Mental states and 

processes are (or are normally) conscious states 
and processes, and the consciousness which 

Irradiates them can engender no illusions and 

leaves the door open for no doubts. A person’s 

present thinkings, feelings and willings, his 

perceivings, rememberings and imaginings are 

SM Soren their existence 

and their nature are inevitably betrayed to their 

owner. The inner life is a stream of conscious- 

ness of such a sort that it would be absurd to 

suggest that the mind whose life is that stream 

might be unaware of what is passing down it. 

True, the evidence adduced recently by Freud 

seems to show that there exist channels tribu- 

tary to this stream, which run hidden from their fe 

owner, People are actuated by impulses the 
existence of which they vigorously disavow; 

some of their thoughts differ from the thoughts 

which they acknowledge; and some of the ac- 

tions which they think they will to perform they 

do not really will. They are thoroughly gulled 

by some of their own hypocrisies and they suc- 

cessfully ignore facts about their_mental lives 

which on the official theory ought to be patent 

to them. Holders of the official theory tend, 

However, to maintain that anyhow in normal 
circumstances a person must be directly and au- 

thentically seized of the present state and work- 

ings of his own mind. 

Besides being currently supplied with these 

alleged immediate data of consciousness, a 

person is also generally supposed to be able 

to exercise from time to time a special kind of 

perception, namely inner perception, or intro- 

spection. He can take a (non-optical) ‘look’ at 

what is passing in his mind. Not only can he 

view and scrutinize a flower through his sense 

of sight and listen to and discriminate the notes 

of a bell through his sense of hearing; he can 

also reflectively or introspectively watch, with- 

out any bodily organ of sense, the current epi- 

sodes of his inner life. This self-observation is 

ee 
usion, confusion or doubt. A mind’s reports of 

its own affairs have a certainty superior to the 

More. 
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best that is possessed by its reports of matters 

in the physical world. Sense-perceptions can, 

but consciousness and introspection cannot, be 

mistaken or confused. 

On the other side, one person has no direct 

access of any sort to the events of the inner life 

of another. He cannot do better than make prob- 

tematic inferences from the observed behaviour 

of the other person’s body to the states of mind 

supposes to be signalised by that behaviour. 

Direct access to the workings of a mind is the 

privilege of that mind itself; in default of such 

privileged access, the workings of one mind are 

inevitably occult to everyone else. For the sup- 

posed arguments from bodily movements simi- 

lar to their own to mental workings similar to 

their own would lack any possibility of obser- 

vational corroboration. Not unnaturally, there- 

fore, an adherent of the official theory finds it 

difficult to resist this consequence of his prem- 

isses, that he has no good reason to believe that 

there do exist minds other than his own. Even if 
‘he prefers to believe that to other human bodies 

there are harnessed minds not unlike his own, 

he cannot claim to be able to discover their in- 

ividual characteristics, or the particular things 

“on this showing the ineluctable destiny of the 

soul. Only our bodies can meet. 

As a necessary corollary of this general 

scheme there is implicitly prescribed a spe- 

cial way of construing our ordinary concepts 

of mental powers and operations. The verbs, 

nouns and adjectives, with which in ordinary 

life we describe the wits, characters and higher- 

rade performances of the people with whom 

we have to do, are required to be construed as 

signifying special episodes in their secret his- 

tories, or else as signifying tendencies for such 

episodes to occur. When someone is described 

as knowing, believing or guessing something, 

as hoping, dreading, intending or shirking 

something, as designing this or being amused at 

that, these verbs are supposed to denote the oc- 

currence of specific modifications in his (to us) 

occult stream of consciousness. Only his own 

privileged access to this stream in direct aware- 

ness and introspection could provide authentic 

—— “testimony that these mental-conduct verbs were 

correctly or incorrectly applied. The onlooker, 

be he teacher, critic, biographer or friend, can 

never assure himself that his comments have 

any vestige of truth. Yet it was just because 

we do in fact all know how to make such com- 

ments, make them with general correctness and 
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correct them’ when they turn out to be confused 

or mistaken, that philosophers found it neces- 

sary to construct their theories of the nature 

and place of minds. Finding mental-conduct 

concepts being regularly and effectively used, 

they properly sought to fix their logical geog- 

raphy. But the logical geography officially rec- 

ommended would entail that there could be no 

regular or effective use of these mental-conduct 

concepts in our descriptions of, and prescrip- 

tions for, other people’s minds. 

2. The Absurdity of the 
Official Doctrine 

Such in outline is the official theory. I shall 

often speak of it, with deliberate abusiveness, 

as ‘the dogma of the Ghost in the Machine.’ I 

hope to prove that it is entirely false, and false 

not in detail but in principle. It is not merely 

an assemblage of particular mistakes. It is one 

big mistake and a mistake of a special kind. It 

is, namely, a category-mistake. It represents the 

facts of mental life as if they belonged to one 

logical type or category (or range of types or 

categories), when they actually belong to an- 

other. The dogma is therefore a philosopher’s 

myth. In attempting to explode the myth I shall 

probably be taken to be denying well-known 

facts about the mental life of human beings, and 

my plea that I aim at doing nothing more than 

rectify the logic of mental-conduct concepts 

will probably be disallowed as mere subterfuge. 

I must first indicate what is meant by the 

phrase ‘Category-mistake.’ This I do in a series 
of illustrations. 

A foreigner visiting Oxford or Cambridge 

for the first time is shown a number of colleges, 

libraries, playing fields, museums, scientific de- 

partments and administrative offices. He then 

asks “But where is the University? I have seen 

where the members of the Colleges live, where 

the Registrar works, where the scientists experi- 

ment and the rest. But I have not yet seen the 

University in which reside and work the mem- 

bers of your University.’ It has then to be ex- 
plained to him that the University is not another 
collateral institution, some ulterior counterpart 
to the colleges, laboratories and offices which 
he has seen. The University is just the way in 
which all that he has already seen is organized. 
When they are seen and when their coordina- 
tion is understood, the University has been seen. 
His mistake lay in his innocent assumption 
that it was correct to speak of Christ Church, 
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the Bodleian Library, the Ashmolean Museum ~ 

and the University, to speak, that is, as if ‘the 

University’ stood for an extra member of the 

class of which these other units are members. 

He was mistakenly allocating the University to 

the same category as that to which the other in- 

stitutions belong. 

The same mistake would be made by a child 

witnessing the march-past of a division, who, 

having had pointed out to him such and such 

battalions, batteries, squadrons, etc., asked 

when the division was going to appear. He 

would be supposing that a division was a coun- 

terpart to the units already seen, partly similar 

to them and partly unlike them. He would be 

shown his mistake by being told that in watch- 

ing the battalions, batteries and squadrons 

marching past he had been watching the divi- 

sion marching past. The march-past was not a 

parade of battalions, batteries, squadrons and a 

division; it was a parade of the battalions, bat- 

teries and squadrons of a division. 

One more illustration. A foreigner watch- 

ing his first game of cricket learns what are 

the functions of the bowlers, the batsmen, the 

fielders, the umpires and the scorers. He then 

says ‘But there is no one left on the field to 

contribute the famous element of team-spirit. 

I see who does the bowling, the batting and the 

wicket-keeping; but I do not see whose role it 

is to exercise esprit de corps.’ Once more, it 

would have to be explained that he was looking 

for the wrong type of thing. Team-spirit is not 

another cricketing-operation supplementary to 

all of the other special tasks. It is, roughly, the 

keenness with which each of the special tasks 

is performed, and performing a task keenly is 

not performing two tasks. Certainly exhibit- 

ing team-spirit is not the same thing as bowl- 

ing or catching, but nor is it a third thing such 

that we can say that the bowler first bowls and 

then exhibits team-spirit or that a fielder is at 

a given moment either catching or displaying 

esprit de corps. 

These illustrations of category-mistakes have 

a common feature which must be noticed. The 

mistakes were made by people who did not 

know how to wield the concepts University, 

division and team-spirit. Their puzzles arose 

from inability to use certain items in the English 

vocabulary. 

The theoretically interesting category- 

mistakes are those made by people who are 

perfectly competent to apply concepts, at least 

in the situations with which they are familiar, 

but are still liable in their abstract thinking 
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to allocate those concepts to logical types to 

which they do not belong. An instance of a mis- 

take of this sort would be the following story. 

A student of politics has learned the main dif- 

ferences between the British, the French and 

the American Constitutions, and has learned 

also the differences and connections between 

the Cabinet, Parliament, the various Ministries, 

the Judicature and the Church of England. 

But he still becomes embarrassed when asked 

questions about the connections between the 

Church of England, the Home Office and the 

British Constitution. For while the Church and 

the Home Office are institutions, the British 

Constitution is not another institution in the 

same sense of that noun. So inter-institutional 

relations which can be asserted or denied to 

hold between the Church and the Home Office 

cannot be asserted or denied to hold between 

either of them and the British Constitution. 

‘The British Constitution’ is not a term of the 

same logical type as ‘the Home Office’ and ‘the 

Church of England.’ In a partially similar way, 

John Doe may be a relative, a friend, an enemy 

or a stranger to Richard Roe; but he cannot be 

any of these things to the Average Taxpayer. 

He knows how to talk sense in certain sorts of 

discussions about the Average Taxpayer, but 

he is baffled to say why he could not come 

across him in the street as he can come across 

Richard Roe. 

It is pertinent to our main subject to notice 

that, so long as the student of politics continues 

to think of the British Constitution as a coun- 

terpart to the other institutions, he will tend to 

describe it as a mysteriously occult institution; 

and so long as John Doe continues to think of 

the Average Taxpayer as a fellow-citizen, he 

will tend to think of him as an elusive insub- 

stantial man, a ghost who is everywhere yet 

nowhere. 

My destructive purpose is to show that a 

family of radical category-mistakes is the source 

of the double-life theory. The representation of 

a person as a ghost mysteriou nced ina 

machine derives from this argument. Because, 
ee 

as is true, a person’s thinking, feeling and pur- 

posive doing cannot be described solely in the 

idioms of physics, chemistry and physiology, 

therefore they must be described in counterpart 

idioms. As the human body is a complex organ- 

ised unit, so the human mind must be another 
complex organised unit, though one made of a 
different sort of stuff and with a different sort 

of structure. Or, again, as the human body, like 

any other parcel of matter, is a field of causes 

~ 
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and effects, so the mind must be another field 

of causes and effects, though not (Heaven be 

praised) mechanical causes and effects. 

3. The Origin of the 
Category-Mistake 

One of the chief intellectual origins of what I 

have yet to prove to be the Cartesian category- 

mistake seems to be this. When Galileo showed 

that his methods of scientific discovery were 

competent to provide a mechanical theory 

which should cover every occupant of space, 

Descartes found in himself two conflicting mo- 

tives. As a man of scientific genius he could not 

but endorse the claims of mechanics, yet as a 

religious and moral man he could not accept, 

as Hobbes accepted, the discouraging rider to 

those claims, namely that human nature differs 

only in degree of complexity from clockwork. 

The mental could not be just a variety of the 

mechanical. 
He and subsequent philosophers naturally but 

erroneously availed themselves of the follow- 

ing escape-route. Since mental-conduct_words 

are not to be construe signifying the occur- 

rence of mechanical processes, they must be 

construed as signifying the occurrence of non- 

mechanical processes; since mechanical laws 

explain movements in space as the effects of 

other movements in space, other laws must ex- 

plain some of the non-spatial workings of minds 

as the effects of other non-spatial workings of 

minds. The difference between the human be- 

haviours which we describe as intelligent and 

those which we describe as unintelligent must 

be a difference in their causation; so, while 

some movements of human tongues and limbs 

are the effects of mechanical causes, others 

must be the effects of non-mechanical causes, 

i.e. some issue from movements of particles of 

matter, others from workings of the mind. 

—The differences between the physical and 
the mental were thus represented as differences 

inside the common framework of the catego- 

ries of ‘thing,’ ‘stuff,’ ‘attribute,’ ‘state,’ ‘pro- 

cess,’ ‘change,’ ‘cause,’ and ‘effect.’ Minds are 

things, but different sorts of things from bodies; 

mental processes are causes and effects, but dif- 

ferent sorts of causes and effects from bodily 

movements. And so on. Somewhat as the for- 

eigner expected the University to be an extra 

edifice, rather like a college but also consider- 

ably different, so the repudiators of mechanism 

represented minds as extra centres of causal 
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processes, rather like machines but also consid- 

erably different from them. Their theory was a 

paramechanical hypothesis. 
That this assumption was at the heart of the 

doctrine is shown by the fact that there was 

from the beginning felt to be a major theoretical 

difficulty in explaining how minds can influ- 

ence and be influenced by bodies. How can a 

mental process, such as willing, cause spatial 

movements like the movements of the tongue? 

How can a physical change in the optic nerve 

have among its effects a mind’s perception of 

a flash of light? This notorious crux by itself 

shows the logical mould into which Descartes 

pressed his theory of the mind. It was the self- 

same mould into which he and Galileo set their 

mechanics. Still unwittingly adhering to the 

grammar of mechanics, he tried to avert disaster 

by describing minds in what was merely an ob- 

verse vocabulary. The workings of minds had 

to be described by the mere negatives of the 

specific descriptions given to bodies; they are 

not in space, they are not motions, they are not 

modifications of matter, they are not accessible 

to public observation. Minds are not bits of 

clockwork, they are just bits of not-clockwork. 

As thus represented, minds are not merely 

ghosts harnessed to machines, they are them- 

selves just spectral _machines. Though the 

uman body is an engine, it is not quite an or- 

dinary engine, since some of its workings are 

governed by another engine inside it—this in- 

terior governor-engine being one of a very spe- 

cial sort. It is invisible, inaudible and it has no 

size or weight. It cannot be taken to bits and the 

laws it obeys are not those known to ordinary 

engineers. Nothing is known of how it governs 

the bodily engine. 

A second major crux points the same moral. 

Since, according to the doctrine, minds belong 

to the same category as bodies and since bodies 

are rigidly governed by mechanical laws, it 

seemed to many theorists to follow that minds 

must be similarly governed by rigid non-me- 
“chanical Taws THE physical worl is a deter- 
ministic system, so the mental world must be 

a deterministic system. Bodies cannot help 
the modifications that they undergo, so minds 
cannot help pursuing the careers fixed for them. 
Responsibility, choice, merit and demerit are 
therefore inapplicable concepts—unless the 
compromise solution is adopted of saying that 
the laws governing mental processes, unlike 
those governing physical processes, have the 
congenial attribute of being only rather rigid. 
The problem of the Freedom of the Will was the 
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problem how to reconcile the hypothesis that 

minds are to be described in terms drawn from 

the categories of mechanics with the knowl- 

edge that higher-grade human conduct is not of 

a piece with the behaviour of machines. 

It is an historical curiosity that it was not 

noticed that the entire argument was broken- 

backed. Theorists correctly assumed that any 

sane man could already recognise the differ- 

ences between, say, rational and non-rational 

utterances or between purposive and automatic 

behaviour. Else there would have been nothing 

requiring to be salved from mechanism. Yet the 

explanation given presupposed that one person 

could in principle never recognise the differ- 

ence between the rational and the irrational 

utterances issuing from other human bodies, 

since he could never get access to the postulated 

immaterial causes of some of their utterances. 

Save for the doubtful exception of himself, he 

could never tell the difference between a man 

and a Robot. It would have to be conceded, 

for example, that, for all that we can tell, the 

inner lives of persons who are classed as idiots 

or lunatics are as rational as those of anyone 
else. Perhaps only their overt behaviour is dis- 

appointing; that is to say, perhaps ‘idiots’ are 

not really idiotic, or ‘lunatics’ lunatic. Perhaps, 

too, some of those who are classed as sane are 

really idiots. According to the theory, external 

observers could never know how the overt be- 

haviour of others is correlated with their mental 

owers and processes and so they could never 

know or_even_plausibly conjecture whether 

“their applications of mental-conduct concepts 
to these other people were correct or incorrect. 

a man to claim sanity or logical consistency 

even for himself, since he would be debarred 

from comparing his own performances with 

those of others. In short, our characterisations 

of persons and their performances as intelligent, 

prudent and virtuous or as stupid, hypocritical 

and cowardly could never have been made, so 

the problem of providing a special causal hy- 

pothesis to serve as the basis of such diagnoses 

would never have arisen. The question, ‘How 

do persons differ from machines?’ arose just 

because everyone already knew how to apply 
mental-conduct concepts before the new causal 

hypothesis was introduced. This causal hypoth- 

esis could not therefore be the source of the cri- 

teria used in those applications. Nor, of course, 

has the causal hypothesis in any degree im- 

proved our handling of those criteria. We still 

distinguish good from bad arithmetic, politic 
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from impolitic conduct and fertile from infertile 

imaginations in the ways in which Descartes 

himself distinguished them before and after he 

speculated how the applicability of these cri- 

teria was compatible with the principle of me- 
chanical causation. 

He had mistaken the logic of his problem. 

Instead of asking by what criteria intelligent 

behaviour is actually distinguished from non- 

intelligent behaviour, he asked, ‘Given that the 

principle of mechanical causation does not tell 

us the difference, what other causal principle 

will tell it to us?’ He realised that the problem 

was not one of mechanics and assumed that it 

must therefore be one of some counterpart to 
mechanics. Not unnaturally psychology is often 

St for just this role. 

hen two terms belong to the same category, 

it is proper to construct conjunctive proposi- 

tions embodying them. Thus a purchaser may 

say that he bought a left-hand glove and a right- 

hand glove, but not that he bought a left-hand 

glove, a right-hand glove and a pair of gloves. 

‘She came home in a flood of tears and a se- 

danchair’ is a well-known joke based on the ab- 

surdity of conjoining terms of different types. 

It would have been equally ridiculous to con- 

struct the disjunction ‘She came home either 

in a flood of tears or else in a sedan-chair.’ 

Now the dogma of the Ghost in the Machine 

does just this. It maintains that there exist both 

bodies and minds; that there occur physical 

processes and mental processes; that there are 

mechanical causes of corporeal movements and 

mental causes of corporeal movements. I shall 

argue that these and other analogous conjunc- 

tions are absurd; but, it must be noticed, the 

argument will not show that either of the ille- 

gitimately conjoined propositions is absurd in 

itself. 1 am not, fore e, deny t there 

occur mental processes. Doing long division is 

a mental process and so is making a joke. But 

I am saying that the phrase ‘there occur mental 

rocesses’ does not mean the same sort of thing 

as ‘there occur physical processes,’ and, there- 

fore, that it makes no sense to conjoin or disjoin 

the two. 

“Ti-my argument is successful, there will 

follow some interesting consequences. First, 

the hallowed contrast between Mind and Matter 

will be dissipated, but dissipated not by either 

of the equally hallowed absorptions of Mind 

by Matter or of Matter by Mind, but in quite a 

different way. For the seeming contrast of the 

two will be shown to be as illegitimate as would 

be the contrast of ‘she came home in a flood 
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of tears’ and ‘she came home in a sedan-chair.’ 

The belief that there is a polar opposition be- 

tween Mind and Matter is the belief that they 

are terms of the same logical type. 

It will also follow that both Idealism and 

Materialism are answers to an improper ques- 

tion. The ‘reduction’ of the material world 

to mental states and processes, as well as the 

‘reduction’ of mental states and processes to 

physical states and processes, presuppose the 

legitimacy of the disjunction ‘Either there exist 

minds or there exist bodies (but not both).’ It 

would be like saying, ‘Either she bought a left- 

hand and a right-hand glove or she bought a 

pair of gloves (but not both).’ 

It is perfectly proper to say, in one logi- 

cal tone of voice, that there exist minds and 

to say, in another logical tone of voice, that 

there exist bodies. But these expressions do 

not indicate two different species of existence, 

for ‘existence’ is not a generic word like ‘co- 

loured’ or ‘sexed.’ They indicate two differ- 

ent senses of ‘exist,’ somewhat as ‘rising’ has 

different senses in ‘the tide is rising,’ “hopes 

are rising,’ and ‘the average age of death is 

rising.’ A man would be thought to be making 

a poor joke who said that three things are now 

rising, namely the tide, hopes and the average 

age of death. It would be just as good or bad a 

joke to say that there exist prime numbers and 

Wednesdays and public opinions and navies; 

or that there exist both minds and bodies. In 

the succeeding chapters I try to prove that the 

official theory does rest on a batch of category- 

mistakes by showing that logically absurd cor- 

ollaries follow from it. The exhibition of these 

absurdities will have the constructive effect of 

bringing out part of the correct logic of mental- 

conduct concepts. 
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4. Historical Note 

It would not be true to say that the official 

theory derives solely from Descartes’ theories, 

or even from a more widespread anxiety about 

the implications of seventeenth century mecha- 

nism. Scholastic and Reformation theology had 

schooled the intellects of the scientists as well 

as of the laymen, philosophers and clerics of 

that age. Stoic-Augustinian theories of the will 

were embedded in the Calvinist doctrines of sin 

and grace; Platonic and Aristotelian theories of 

the intellect shaped the orthodox doctrines of 

the immortality of the soul. Descartes_was re- 

formulating already prevalent theological doc- 

trines of the soul in th ntax of Galileo. 
e theologian’s privacy of conscience became 

the philosopher’s privacy of consciousness, and 

what had been the bogy of Predestination reap- 

peared as the bogy of Determinism. 

It would also not be true to say that the two- 

worlds myth did no theoretical good. Myths 

often do a lot of theoretical good, while they 

are still new. One benefit bestowed by the para- 

mechanical myth was that it partly superan- 

nuated the then prevalent para-political myth. 

Minds and their Faculties had previously been 

described by analogies with political superiors 

and political subordinates. The idioms used 

were those of ruling, obeying, collaborating 

and rebelling. They survived and still survive in 

many ethical and some epistemological discus- 

sions. As, in physics, the new myth of occult 

Forces was a scientific improvement on the 

old myth of Final Causes, so, in anthropologi- 

cal and psychological theory, the new myth of 

hidden operations, impulses and agencies was 

an improvement on the old myth of dictations, 

deferences and disobedience. 



The Logical Analysis of Psychology 
Carl G. Hempel 

One of the most important and most discussed 

problems of contemporary philosophy is that of 

determining how psychology should be charac- 

terized in the theory of science. This problem, 

which reaches beyond the limits of epistemo- 

logical analysis and has engendered heated con- 

troversy in metaphysics itself, is brought to a 

focus by the familiar alternative, ‘Is psychology 

a natural science, or is it one of the sciences of 

mind and culture (Geisteswissenschaften)?’ 

The present article attempts to sketch the 

general lines of a new analysis of psychology, 

one which makes use of rigorous logical tools, 

and which has made possible decisive advances 

toward the solution of the above problem.' This 

analysis was carried out by the ‘Vienna Circle’, 

the members of which (M. Schlick, R. Carnap, P. 

Frank, O. Neurath, F. Waismann, H. Feigl, etc.) 

have, during the past ten years, developed an ex- 

tremely fruitful method for the epistemological 

examination and critique of the various sciences, 

based in part on the work of L. Wittgenstein. 

We shall limit ourselves essentially to the exam- 

ination of psychology as carried out by Carnap 

and Neurath. 
The method characteristic of the studies of 

the Vienna Circle can be briefly defined as a 

logical analysis of the language of science. This 

method became possible only with the develop- 

ment of a subtle logical apparatus which makes 

use, in particular, of all the formal procedures 

of modern symbolic logic.* However, in the fol- 

lowing account, which does not pretend to give 

more than a broad orientation, we shall limit 

ourselves to setting out the general principles of 

this new method, without making use of strictly 

formal procedures. 

Perhaps the best way to characterize the posi- 

tion of the Vienna Circle as it relates to psy- 

chology, is to say that it is the exact antithesis of 

the current epistemological thesis that there is 

a fundamental difference between experimental 

psychology, a natural science, and introspective 

psychology; and in general, between the natural 

sciences on the one hand, and the sciences of 

mind and culture on the other.* The common 
content of the widely different formulations 

used to express this contention, which we reject, 

can be set down as follows. Apart from certain 

aspects clearly related to physiology, psychol- 

ogy is radically different, both in subject matter 

and in method, from physics in the broad sense 

of the term. In particular, it is impossible to 

deal adequately with the subject matter of psy- 

chology by means of physical methods. The 

subject matter of physics includes such con- 

cepts as mass, wave length, temperature, field 

intensity, etc. In dealing with these, physics 

employs its distinctive method which makes a 

combined use of description and causal expla- 

nation. Psychology, on the other hand, has for 

its subject matter notions which are, in a broad 

sense, mental. They are toto genere different 

from the concepts of physics, and the appropri- 

ate method for dealing with them scientifically 

is that of empathetic insight, called ‘introspec- 

tion,’ a method which is peculiar to psychology. 

One of the principal differences between 

the two kinds of subject matter is generally 

believed to consist in the fact that the objects 

investigated by psychology—in contradis- 

tinction to those of physics—are specifically 

endowed with meaning. Indeed, several pro- 

ponents of this idea state that the distinctive 
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method of psychology consists in ‘understand- 

ing the sense of meaningful structures’ (sin- 

nvoile Gebilde ver stehend zu erfassen). Take, 

for example, the case of a man who speaks. 

Within the framework of physics, this process 

is considered to be completely explained once 

the movements which make up the utterance 

have been traced to their causes, that is to say, 

to certain physiological processes in the or- 

ganism, and, in particular, in the central ner- 

vous system. But, it is said, this does not even 

broach the psychological problem. The latter 

begins with understanding the sense of what 

was said, and proceeds to integrate it into a 

wider context of meaning. 

It is usually this latter idea which serves as 

a principle for the fundamental dichotomy that 

is introduced into the classification of the sci- 

ences. There is taken to be an absolutely im- 

passable gulf between the natural sciences 

which have a subject matter devoid of mean- 

ing and the sciences of mind and culture, which 

have an intrinsically meaningful subject matter, 

the appropriate methodological instrument for 

the scientific study of which is ‘comprehension 

of meaning.’ 

The position in the theory of science which 

we have just sketched has been attacked from 

several different points of view.> As far as 

psychology is concerned, one of the principal 

countertheses is that formulated by behavior- 

ism, a theory born in America shortly before 

the war. (In Russia, Pavlov has developed simi- 

lar ideas.) Its principal methodological postu- 

late is that a scientific psychology should limit 

itself to the study of the bodily behavior with 

which man and the animals respond to changes 

in their physical environment, and should 

proscribe as nonscientific any descriptive or 

explanatory step which makes use of terms 

from introspective or ‘understanding’ psychol- 

ogy, such as ‘feeling,’ ‘lived experience,’ ‘idea,’ 

‘will,’ ‘intention,’ ‘goal,’ ‘disposition,’ ‘repress 

ion.’° We find in behaviorism, consequently, 

an attempt to construct a scientific psychology 

which would show by its success that even in 

psychology we have to do with purely physi- 

cal processes, and that therefore there can be 

no impassable barrier between psychology 

and physics. However, this manner of under- 

taking the critique of a scientific thesis is not 

completely satisfactory. It seems, indeed, that 

FOUNDATIONS 

the soundness of the behavioristic thesis ex- 

pounded above depends on the possibility of 

fulfilling the program of behavioristic psychol- 

ogy. But one cannot expect the question as to 

the scientific status of psychology to be settled 

by empirical research in psychology itself. To 

achieve this is rather an undertaking in epis- 

temology. We turn, therefore, to the consid- 

erations advanced by members of the Vienna 

Circle concerning this problem. 

IV 

Before addressing the question whether the 

subject matters of physics and psychology are 

essentially the same or different in nature, it is 

necessary first to clarify the very concept of the 

subject matter of a science. The theoretical con- 

tent of a science is to be found in statements. It is 

necessary, therefore, to determine whether there 

is a fundamental difference between the state- 

ments of psychology and those of physics. Let 

us therefore ask what it is that determines the 

content—one can equally well say the ‘mean- 

ing’—of a statement. When, for example, do 

we know the meaning of the following state- 

ment: “Today at one o’clock, the temperature 

of such and such a place in the physics labora- 

tory was 23.4° centigrade’? Clearly when, and 

only when, we know under what conditions we 

would call the statement true, and under what 

circumstances we would call it false. (Needless 

to say, it is not necessary to know whether or not 

the statement is true.) Thus, we understand the 

meaning of the above statement since we know 

that it is true when a tube of a certain kind filled 

with mercury (in short, a thermometer with a 

centigrade scale), placed at the indicated time at 

the location in question, exhibits a coincidence 

between the level of the mercury and the mark 

of the scale numbered 23.4. It is also true if in 
the same circumstances one can observe certain 

coincidences on another instrument called an 

‘alcohol thermometer’; and, again, if a galva- 

nometer connected with a thermopile shows a 

certain deviation when the thermopile is placed 
there at the indicated time. Further, there is a 

long series of other possibilities which make the 
statement true, each of which is described by a 
‘physical test sentence,’ as we will call it. The 
statement itself clearly affirms nothing other 
than this: all these physical test sentences obtain. 
(However, one verifies only some of these 
physical test sentences, and then ‘concludes by 
induction’ that the others obtain as well.) The 
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statement, therefore, is nothing but an abbrevi- 

ated formulation of all those test sentences. 

Before continuing the discussion, let us sum 

up this result as follows: 

1. A statement that specifies the temperature 

at a selected point in space-time can be ‘re- 

translated’ without change of meaning into 

another statement—doubtless longer—in 

which the word ‘temperature’ no longer 

appears. That term functions solely as an 

abbreviation, making possible the concise 

and complete description of a state of af- 

fairs the expression of which would other- 

wise be very complicated. 

2. The example equally shows that two state- 

ments which differ in formulation can nev- 

ertheless have the same meaning. A trivial 

example of a statement having the same 

meaning as the above would be: ‘Today at 

one o’clock, at such and such a location in 

the laboratory, the temperature was 19.44° 

Réaumur.’ 

As a matter of fact, the preceding consider- 

ations show—and let us set it down as another 

result—that the meaning of a statement is es- 

tablished by the conditions of its verification. In 

particular, two differently formulated statements 

have the same meaning or the same effective con- 

tent when, and only when, they are both true or 

both false in the same conditions. Furthermore, a 

statement for which one can indicate absolutely 

no conditions which would verify it, which is 
in principle incapable of confrontation with test 

conditions, is wholly devoid of content and with- 

out meaning. In such a case we have to do, not 

with a statement properly speaking, but with a 

‘pseudo-statement,’ that is to say, a sequence of 

words correctly constructed from the point of 

view of grammar, but without content.’ 

In view of these considerations, our problem 

reduces to one concerning the difference between 

the circumstances which verify psychological 

statements and those which verify the statements 

of physics. Let us therefore examine a state- 

ment which involves a psychological concept, 

for example: ‘Paul has a toothache.’ What is the 

specific content of this statement, that is to say, 

what are the circumstances in which it would be 

verified? It will be sufficient to indicate some test 
sentences which describe these circumstances. 

a. Paul weeps and makes gestures of such 

and such kinds. 

b. At the question ‘What is the matter?’ Paul 

utters the words ‘I have a toothache.’ 
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c. Closer examination reveals a decayed 

tooth with exposed pulp. 

d. Paul’s blood pressure, digestive processes, 

the speed of his reactions, show such and 

such changes. 

e. Such and such processes occur in Paul’s 

central nervous system. 

This list could be expanded considerably, but 

it is already sufficient to bring out the funda- 

mental and essential point, namely, that all the 

circumstances which verify this psychological 

statement are expressed by physical test sen- 

tences. [This is true even of test condition b, 

which merely expresses the fact that in speci- 

fied physical circumstances (the propagation of 

vibrations produced in the air by the enuncia- 

tion of the words, ‘What is the matter?’) there 

occurs in the body of the subject a certain phys- 

ical process (speech behavior of such and such 
a kind). ] 

The statement in question, which is about 

someone’s ‘pain,’ is therefore, just like that 

concerning the temperature, simply an abbre- 

viated expression of the fact that all its test 

sentences are verified.® (Here, too, one verifies 

only some of the test sentences and then infers 

by way of induction that the others obtain as 

well.) It can be retranslated without loss of con- 

tent into a statement which no longer contains 

the term ‘pain,’ but only physical concepts. Our 

analysis has consequently established that a 

certain statement belonging to psychology has 

the same content as a statement belonging to 

physics; a result which is in direct contradiction 

to the thesis that there is an impassable gulf be- 

tween the statements of psychology and those 

of physics. 

The above reasoning can be applied to any 

psychological statement, even to those which 

concern, as is said, ‘deeper psychological 

strata’ than that of our example. Thus, the as- 

sertion that Mr. Jones suffers from intense in- 

feriority feelings of such and such kinds can 

be confirmed or falsified only by observing 

Mr. Jones’ behavior in various circumstances. 

To this behavior belong all the bodily processes 

of Mr. Jones, and, in particular, his gestures, 

the flushing and paling of his skin, his utter- 

ances, his blood pressure, the events that occur 

in his central nervous system, etc. In practice, 

when one wishes to test statements concerning 

what are called the deeper layers of the psyche, 

one limits oneself to the observation of exter- 

nal bodily behavior, and, particularly, to speech 

movements evoked by certain physical stimuli 
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(the asking of questions). But it is well known 

that experimental psychology has also devel- 

oped techniques for making use of the subtler 

bodily states referred to above in order to con- 

firm the psychological discoveries made by 

cruder methods. The statement concerning the 

inferiority feelings of Mr. Jones—whether true 

or false—means only this: such and such hap- 

penings take place in Mr. Jones’ body in such 

and such circumstances. 
We shall call a statement which can be trans- 

lated without change of meaning into the lan- 

guage of physics, a ‘physicalistic statement,’ 

whereas we shall reserve the expression ‘state- 

ment of physics’ to those which are already 

formulated in the terminology of physical sci- 

ence. (Since every statement is in respect of 

content equivalent to itself, every statement of 

physics is also a physicalistic statement.) The 

result of the preceding considerations can now 

be summed up as follows: All psychological 

statements which are meaningful, that is to say, 

which are in principle verifiable, are translat- 

able into statements which do not involve psy- 

chological concepts, but only the concepts of 

physics. The statements of psychology are con- 

sequently physicalistic statements. Psychology 

is an integral part of physics. Vf a distinction is 

drawn between psychology and the other areas 

of physics, it is only from the point of view of 

the practical aspects of research and the direc- 

tion of interest, rather than a matter of principle. 

This logical analysis, the result of which shows 

a certain affinity with the fundamental ideas of 

behaviorism, constitutes the physicalistic con- 

ception of psychology. 

V 

It is customary to raise the following funda- 

mental objection against the above conception. 

The physical test sentences of which you speak 

are absolutely incapable of formulating the in- 

trinsic nature of a mental process; they merely 

describe the physical symptoms from which 

one infers, by purely psychological methods— 

notably that of understanding—the presence of 

a certain mental process. 

But it is not difficult to see that the use of the 

method of understanding or of other psycholog- 

ical procedures is bound up with the existence 

of certain observable physical data concerning 

the subject undergoing examination. There is 

no psychological understanding that is not tied 

up physically in one way or another with the 
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person to be understood. Let us add that, for 

example, in the case of the statement about the 

inferiority complex, even the ‘introspective’ 

psychologist, the psychologist who ‘under- 

stands,’ can confirm his conjecture only if the 

body of Mr. Jones, when placed in certain cir- 

cumstances (most frequently, subjected to ques- 

tioning), reacts in a specified manner (usually, 

by giving certain answers). Consequently, even 

if the statement in question had to be arrived at, 

discovered, by ‘empathetic understanding,’ the 

only information it gives us is nothing more nor 

less than the following: under certain circum- 

stances, certain specific events take place in the 

body of Mr. Jones. It is this which constitutes 

the meaning of the psychological statement. 

The further objection will perhaps be raised 

that men can feign. Thus, though a criminal at 

the bar may show physical symptoms of mental 

disorder, one would nevertheless be justified in 

wondering whether his mental confusion was 

‘real’ or only simulated. One must note that in the 

case of the simulator, only some of the conditions 

are fulfilled which verify the statement ‘This man 

is mentally unbalanced,’ those, namely, which 

are most accessible to direct observation. A more 

penetrating examination—which should in prin- 

ciple take into account events occurring in the 

central nervous system—would give a decisive 

answer; and this answer would in turn clearly 

rest on a physicalistic basis. If, at this point, one 

wished to push the objection to the point of ad- 

mitting that a man could show ail the ‘symptoms’ 

of a mental disease without being ‘really’ ill, we 

reply that it would be absurd to characterize such 

a man as ‘really normal’; for it is obvious that 

by the very nature of the hypothesis we should 

possess no criterion in terms of which to distin- 

guish this man from another who, while exhib- 

iting the same bodily behavior down to the last 

detail, would ‘in addition’ be ‘really ill.’ (To put 

the point more precisely, one can say that this hy- 

pothesis contains a logical contradiction, since it 

amounts to saying, ‘It is possible that a statement 

should be false even when the necessary and suf- 

ficient conditions of its truth are fulfilled.) 

Once again we see clearly that the meaning 

of a psychological statement consists solely in 
the function of abbreviating the description of 
certain modes of physical response characteris- 
tic of the bodies of men or animals. An anal- 
ogy suggested by O. Neurath may be of further 
assistance in clarifying the logical function of 
psychological statements.? The complicated 
statements that would describe the move- 
ments of the hands of a watch in relation to one 
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another, and relatively to the stars, are ordinar- 

ily summed up in an assertion of the following 

form: ‘This watch runs well (runs badly, etc.).’ 

The term ‘runs’ is introduced here as an auxil- 

iary defined expression which makes it possible 

to formulate briefly a relatively complicated 

system of statements. It would thus be absurd 

to say, for example, that the movement of the 

hands is only a ‘physical symptom’ which re- 

veals the presence of a running which is intrin- 

sically incapable of being grasped by physical 

means, or to ask, if the watch should stop, what 

has become of the running of the watch. 

It is in exactly the same way that abbreviat- 

ing symbols are introduced into the language of 

physics, the concept of temperature discussed 

above being an example. The system of physi- 

cal test sentences exhausts the meaning of 

the statement concerning the temperature at a 

place, and one should not say that these sen- 

tences merely have to do with ‘symptoms’ of 

the existence of a certain temperature. 

Our argument has shown that it is neces- 

sary to attribute to the characteristic concepts 

of psychology the same logical function as 

that performed by the concepts of ‘running’ 

and of ‘temperature.’ They do nothing more 

than make possible the succinct formulation of 

propositions concerning the states or processes 

of animal or human bodies. 

The introduction of new psychological con- 

cepts can contribute greatly to the progress of 

scientific knowledge. But it is accompanied by 

a danger, that, namely, of making an exces- 

sive and, consequently, improper use of new 

concepts, which may result in questions and 

answers devoid of sense. This is frequently 

the case in metaphysics, notably with respect 

to the notions which we formulated in section 

II. Terms which are abbreviating symbols are 

imagined to designate a special class of ‘psy- 

chological objects,’ and thus one is led to ask 

questions about the ‘essence’ of these objects, 

and how they differ from ‘physical objects.’ 

The time-worn problem concerning the rela- 

tion between mental and physical events is 

also based on this confusion concerning the 

logical function of psychological concepts. Our 

argument, therefore, enables us to see that the 

psycho-physical problem is a pseudo-problem, 

the formulation of which is based on an inad- 

missible use of scientific concepts; it is of the 

same logical nature as the question, suggested 

by the example above, concerning the relation 

of the running of the watch to the movement of 

the hands.'° 

57 

VI 

In order to bring out the exact status of the fun- 

damental idea of the physicalistic conception of 

psychology (or logical behaviorism), we shall 

contrast it with certain theses of psychologi- 

cal behaviorism and of classical materialism, 

which give the appearance of being closely re- 

lated to it.!! 

1. Logical behaviorism claims neither that 

minds, feelings, inferiority complexes, 

voluntary actions, etc., do not exist, nor 

that their existence is in the least doubt- 

ful. It insists that the very question as to 

whether these psychological constructs 

really exist is already a pseudo-problem, 

since these notions in their ‘legitimate use’ 

appear only as abbreviations in physical- 

istic statements. Above all, one should 

not interpret the position sketched in this 

paper as amounting to the view that we 

can know only the ‘physical side’ of psy- 

chological processes, and that the ques- 

tion whether there are mental phenomena 

behind the physical processes falls beyond 

the scope of science and must be left 

either to faith or to the conviction of each 

individual. On the contrary, the logical 

analyses originating in the Vienna Circle, 

one of whose consequences is the physi- 

calistic conception of psychology, teach 

us that every meaningful question is, in 

principle, capable of a scientific answer. 

Furthermore, these analyses show that 

what, in the case of the mind-body prob- 

lem, is considered as an object of belief, 

is absolutely incapable of being expressed 

by a factual proposition. In other words, 

there can be no question here of an “article 

of faith.’ Nothing can be an object of faith 

which cannot, in principle, be an object of 

knowledge. 

2. The thesis here developed, though re- 

lated in certain ways to the fundamental 

idea of behaviorism, does not demand, 

as does the latter, that psychological re- 

search restrict itself methodologically 

to the study of the responses organisms 

make to certain stimuli. It by no means 

offers a theory belonging to the domain 

of psychology, but rather a logical theory 

about the statements of scientific psychol- 

ogy. Its position is that the latter are with- 

out exception physicalistic statements, 

by whatever means they may have been 
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obtained. Consequently, it seeks to show 

that if in psychology only physicalistic 

statements are made, this is not a limita- 

tion because it is logically impossible to 

do otherwise. 
3. In order for logical behaviorism to be 

valid, it is not necessary that we be able 

to describe the physical state of a human 

body which is referred to by a certain psy- 

chological statement—for example, one 

dealing with someone’s feeling of pain— 

down to the most minute details of the 

phenomena of the central nervous system. 

No more does it presuppose a knowledge 

of all the physical laws governing human 

or animal bodily processes; nor a for- 

tiori is the existence of rigorously deter- 

ministic laws relating to these processes 

a necessary condition of the truth of the 

behavioristic thesis. At no point does the 

above argument rest on such a concrete 
presupposition. 

VII 

In concluding, I should like to indicate briefly 

the clarification brought to the problem of the 
division of the sciences into totally different 

areas, by the method of the logical analy- 

sis of scientific statements, applied above to 

the special case of the place of psychology 

among the sciences. The considerations we 

have advanced can be extended to the domain 

of sociology, taken in the broad sense as the 

science of historical, cultural, and economic 

processes. In this way one arrives at the result 

that every sociological assertion which is 

meaningful, that is to say, in principle veri- 

fiable, ‘has as its subject matter nothing else 

than the states, processes and behavior of 

groups or of individuals (human or animal), 

and their responses to one another and to their 

environment,’'? and consequently that every 
sociological statement is a physicalistic state- 

ment. This view is characterized by Neurath 

as the thesis of ‘social behaviorism,’ which he 

adds to that of ‘individual behaviorism’ which 

we have expounded above. Furthermore, it 

can be shown!’ that every statement of what 

are called the ‘sciences of mind and culture’ 

is a sociological statement in the above sense, 

provided it has genuine content. Thus one ar- 

rives at the ‘thesis of the unity of science’: 

The division of science into different areas 

rests exclusively on differences in research 
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procedures and direction of interest; one must 

not regard it as a matter of principle. On the 

contrary, all the branches of science are in 

principle of one and the same nature; they are 

branches of the unitary science, physics. 

VIII 

The method of logical analysis which we have 

attempted to explicate by clarifying, as an ex- 

ample, the statements of psychology, leads, as 

we have been able to show only too briefly for 

the sciences of mind and culture, to a ‘physi- 

calism’ based on logic (Neurath): Every state- 

ment of the above-mentioned disciplines, and, 

in general, of empirical science as a whole, 

which is not merely a meaningless sequence of 

words, is translatable, without change of con- 

tent, into a statement containing only physical- 

istic terms, and consequently is a physicalistic 

statement. 
This thesis frequently encounters strong op- 

position arising from the idea that such analyses 

violently and considerably reduce the richness 

of the life of mind or spirit, as though the aim of 

the discussion were purely and simply to elimi- 

nate vast and important areas of experience. 

Such a conception comes from a false inter- 

pretation of physicalism, the main elements of 

which we have already examined in section vil 

above. As a matter of fact, nothing can be more 

remote from a philosophy which has the meth- 

odological attitude we have characterized than 

the making of decisions, on its own authority, 

concerning the truth or falsity of particular sci- 
entific statements, or the desire to eliminate any 

matters of fact whatsoever. The subject matter 

of this philosophy is limited to the form of scien- 

tific statements, and the deductive relationships 

obtaining between them. It is led by its analyses 

to the thesis of physicalism, and establishes on 

purely logical grounds that a certain class of 

venerable philosophical ‘problems’ consists of 

pseudo-problems. It is certainly to the advan- 

tage of the progress of scientific knowledge that 

these imitation jewels in the coffer of scientific 

problems be known for what they are, and that 

the intellectual powers which have till now 
been devoted to a class of meaningless ques- 
tions which are by their very nature insoluble, 
become available for the formulation and study 
of new and fruitful problems. That the method 
of logical analysis stimulates research along 
these lines is shown by the numerous publi- 
cations of the Vienna Circle and those who 
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sympathize with its general point of view (H. 

Reichenbach, W. Dubislav, and others). 

In the attitude of those who are so bitterly 

opposed to physicalism, an essential role is 

played by certain psychological factors relat- 

ing to individuals and groups. Thus the contrast 

between the constructs (Gebilde) developed 

by the psychologist, and those developed by 

the physicist, or, again, the question as to the 

nature of the specific subject matter of psy- 

chology and the cultural sciences (which pres- 

ent the appearance of a search for the essence 

and unique laws of ‘objective spirit’) is usu- 

ally accompanied by a strong emotional color- 

ing which has come into being during the long 

historical development of a ‘philosophical con- 

ception of the world,’ which was considerably 

less scientific than normative and intuitive. 

These emotional factors are still deeply rooted 

in the picture by which our epoch represents 
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the world to itself. They are protected by cer- 

tain affective dispositions which surround 

them like a rampart, and for all these reasons 

appear to us to have genuine content—some- 
thing which a more penetrating analysis shows 

to be impossible. 

A psychological and sociological study of the 

causes for the appearance of these ‘concomi- 

tant factors’ of the metaphysical type would 

take us beyond the limits of this study,'? but 
without tracing it back to its origins, it is pos- 

sible to say that if the logical analyses sketched 

above are correct, the fact that they necessitate 

at least a partial break with traditional philo- 

sophical ideas which are deeply dyed with emo- 

tion can certainly not justify an opposition to 

physicalism—at least if one acknowledges that 

philosophy is to be something more than the 

expression of an individual vision of the world, 

that it aims at being a science. 

NOTES 

1. I now consider the type of physicalism outlined in 
this paper as too restrictive; the thesis that all state- 

ments of empirical science are translatable, with- 

out loss of theoretical content, into the language of 

physics, should be replaced by the weaker assertion 
that all statements of empirical science are reduc- 
ible to sentences in the language of physics, in the 
sense that for every empirical hypothesis, including, 

of course, those of psychology, it is possible to for- 
mulate certain test conditions in terms of physical 
concepts which refer to more or less directly observ- 
able physical attributes. But those test conditions are 
not asserted to exhaust the theoretical content of the 
given hypothesis in all cases. For a more detailed 

development of this thesis, cf. R. Carnap, “Logical 

Foundations of the Unity of Science,” reprinted in 
A. Marras, ed., Intentionally. Mind, and Language 

(Urbana: University of Illinois Press, 1972). 

2. Ludwig Wittgenstein, Tractatus Logico-Philosophicus 

(London: Kegan Paul, 1922). 

3. A recent presentation of symbolic logic, based on 

the fundamental work of Whitehead and Russell, 

Principia Mathernatica, is to be found in R. Carnap, 
Abriss der Logistik (Vienna: Springer, 1929); 

vol. 2 of the series Schriften zur Wissenschaftlichen 

Weltauffassung. It includes an extensive bibliography, 
as well as references to other logistic systems. 

4. The following are some of the principal publica- 
tions of the Vienna Circle on the nature of psy- 
chology as a science: R. Carnap, Scheinprobleme 
in der Philosophie. Das Fremdpsychische und des 
Realismusstreit (Leipzig: Meiner, 1928); Rudolph 
Carnap, Der Logische Aufbau der Welt (Leipzig: 

Meiner, 1928), (English trans. Logical Structure 

of the World (Berkeley: University of California 

Press, 1967]); R. Carnap, Die Physikalische 

Sprache Als Universalsprache Der Wissenschaft 

Erkenntnis 2 (1931-32): pp. 432-65 [English trans.: 

“The Unity of Science” (London: Kegan Paul, 

1934)]; “Psychologie in physikalischer Sprache,” 

Erkenntnis 3 (1932-33), pp. 107-42; [English 
trans.: “Psychology in Physical Language,” in 

A. J. Ayer, ed., Logical Positivism (New York: 

Free Press, 1959)]; “Ueber Protokollsaetze,” 

Erkenntnis 3 (1932-33): pp. 215-28; O. Neurath, 

“Protokollsaetze,” Erkenntnis 3 (1932-33): pp. 

204-14 [English trans. “Protocol Sentences,” in 

Logical Positivism]; Einheitswissenschaft und 

Psychologie (Vienna: Springer, 1933); vol. 1 of the 
series Einheitswissenschaft). See also the publica- 

tions mentioned in the notes below. 

5. P. Oppenheim, for example, in his book Die 

Natuerliche Ordnung der Wissenschaften (Jena: 

Fischer, 1926), opposes the view that there are fun- 

damental differences between any of the different 
areas of science. On the analysis of ‘understanding,’ 

cf. M. Schlick, “Erleben, Erkennen, Metaphysik,” 

Kantstudien 31 (1926): p. 146. 

6. For further details, see the statement of one of the 

founders of behaviorism: J. B. Watson, Behaviorism 

(New York: Norton, 1930); also A. A. Roback, 

Behaviorism and Psychology (Cambridge, MA: 

University Bookstore, 1923); and A. P. Weiss, 

A Theoretical Basis of Human Behavior, 2nd ed., 

rev. (Columbus, OH: Adams, 1929); see also the 

work by Koehler cited in note 11 below. 

7. Space is lacking for further discussion of the logical 
form of test sentences (recently called ‘protocol sen- 

tences’ by Neurath and Carnap). On this question, 
see Wittgenstein, Tractatus Logico-Philosophicus, 

as well as the articles by Neurath and Carnap, which 
have appeared in Erkenntnis (see note 4). 

8. Two critical comments, 1977: (a) This reference to 

verification involves a conceptual confusion. The 
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. “Soziologie 

thesis that the preceding considerations were in- 
tended to establish was clearly that the statement 

‘Paul has a toothache’ is, in effect, an abbreviated 
expression of all its test sentences; not that it ex- 

presses the claim (let alone the ‘fact’) that all those 
test sentences have actually been tested and verified. 

(b) Strictly speaking, none of the test sentences just 
mentioned is implied by the statement ‘Paul has a 
toothache’: the latter may be true and yet any or 

all of those test sentences may be false. Hence, the 

preceding considerations fail to show that the given 

psychological statement can be ‘translated’ into 

sentences that, in purely physical terms, describe 
macro-behaviora! manifestations of pain. This fail- 
ure of the arguments outlined in the text does not 

preclude the possibility, however, that sentences 

ascribing pain or other psychological characteristics 

to an individual might be ‘translatable,’ in a suitable 

sense, into physical sentences ascribing associated 

physical micro-states or micro-eyents to the nervous 

system or to the entire body of the individual in 

question. 

im Physikalismus,’ Erkenntnis 2 

(1931-32): pp. 393-431, particularly p. 411 
(English trans. “Sociology and Physicalism,” in A.J. 
Ayer, ed., Logical Positivism). 

10. 

ile 

U2, 

14. 
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R. Carnap, Der Logische Aufbau der Welt, pp. 231— 
36; id. Scheinprobleme in der Philosophie. See also 

note 4 above. 

A careful discussion of the ideas of so-called ‘inter- 

nal’ behaviorism is to be found in Psychologische 

Probleme by W. Koehler (Berlin: Springer, 1933). 

See particularly the first two chapters. 

R. Carnap, “Die Physikalische Sprache als 

Universalsprache,” p. 451. See also O. Neurath, 

Empirische Soziologie (Vienna: Springer, 1931); the 
fourth monograph in the series Schriften zur wissen- 
schaftlichen Weltauffassung. 

. See R. Carnap, Der Logische Aufbau der Welt, pp. 

22-34 and 185-211, as well as the works cited in the 

preceding note. 

O. Neurath has made interesting contributions 

along these lines in Empirische Soziologie and in 
“Soziologie im Physikalismus” (see above, note 9), 
as has R. Carnap in his article “Ueberwindung der 

Metaphysik durch logische Analyse der Sprache,” 

Erkenntnis 2 (1931-32): pp. 219-41 (English trans. 
“The Elimination of Metaphysics through Logical 

Analysis of Language,” in A. J. Ayer, ed., Logical 
Positivism). 



Brains and Behaviour’ 

Hilary Putnam 

Once upon a time there was a tough-minded phi- 

losopher who said, ‘What is all this talk about 

‘minds,’ ‘ideas,’ and ‘sensations’? Really—and 

I mean really in the real world—there is noth- 

ing to these so-called ‘mental’ events and enti- 

ties but certain processes in our all-too-material 

heads.’ 

And once upon a time there was a philoso- 

pher who retorted, ‘What a masterpiece of 

confusion! Even if, say, pain were perfectly 

correlated with any particular event in my brain 

(which I doubt) that event would obviously 

have certain properties—say, a certain numeri- 

cal intensity measured in volts—which it would 

be senseless to ascribe to the feeling of pain. 

Thus, it is two things that are correlated, not 

one—and to call two things one thing is worse 

than being mistaken; it is utter contradiction.’ 

For a long time dualism and materialism ap- 

peared to exhaust the alternatives. Compromises 

were attempted (‘double aspect’ theories), but 

they never won many converts and practically 

no one found them intelligible. Then, in the 

mid-1930s, a seeming third possibility was dis- 

covered. This third possibility has been called 

logical behaviourism. To state the nature of this 

third possibility briefly, it is necessary to recall 

the treatment of the natural numbers (i.e., zero, 

one, two, three .. . ) in modern logic. Numbers 

are identified with sets, in various ways, de- 

pending on which authority one follows. For 

instance, Whitehead and Russell identified zero 

with the set of all empty sets, one with the set 

of all one-membered sets, two with the set of 

all two-membered sets, three with the set of 

all three-membered sets, and so on. (This has 

the appearance of circularity, but they were 

able to dispel this appearance by defining ‘one- 

membered set,’ ‘two-membered set,’ ‘three- 

membered set,’ &c., without using ‘one,’ ‘two,’ 

‘three,’ &c.) In short, numbers are treated as 

logical constructions out of sets. The number 

theorist is doing set theory without knowing it, 

according to this interpretation. 

What was novel about this was the idea of 

getting rid of certain philosophically unwanted 

or embarrassing entities (numbers) without 

failing to do justice to the appropriate body 

of discourse (number theory) by treating the 

entities in question as logical constructions. 

Russell was quick to hold up this ‘success’ as 

a model to all future philosophers. And cer- 

tain of those future philosophers—the Vienna 

positivists, in their ‘physicalist’ phase (about 

1930)—took Russell’s advice so seriously as to 

produce the doctrine that we are calling logical 

behaviourism—the doctrine that, just as num- 

bers are (allegedly) logical constructions out of 

sets, SO mental events are logical constructions 

out of actual and possible behaviour events. 

In the set theoretic case, the ‘reduction’ of 

number theory to the appropriate part of set 

theory was carried out in detail and with indis- 

putable technical success. One may dispute the 

philosophical significance of the reduction, but 

one knows exactly what one is talking about 

when one disputes it. In the mind-body case, 

the reduction was never carried out in even one 

possible way, so that it is not possible to be 

clear on just how mental entities or events are 

to be (identified with) logical constructions out 

of behaviour events. But, broadly speaking, it is 

clear what the view implies: it implies that all 

talk about mental events is translatable into talk 

about actual or potential overt behaviour. 

It is easy to see in what way this view differs 

from both dualism and classical materialism. 

The logical behaviourist agrees with the dual- 

ist that what goes on in our brains has no con- 

nection whatsoever with what we mean when 

we say that someone is in pain. He can even 

take over the dualist’s entire stock of arguments 

against the materialist position. Yet, at the same 

time, he can be as ‘tough-minded’ as the mate- 

rialist in denying that ordinary talk of ‘pains,’ 

‘thoughts,’ and ‘feelings’ involves reference to 

‘Mind’ as a Cartesian substance. 

Thus it is not surprising that logical behay- 

iourism attracted enormous attention—both pro 

and con—during the next thirty years. Without 

doubt, this alternative proved to be a fruitful 

one to inject into the debate. Here, however, my 

From R. Butler, ed., Analytical Philosophy: Second Series (Blackwell, 1968), pp. 1-19. Reprinted 

with permission of the publisher. 

61 



62 

intention is not to talk about the fruitfulness of 

the investigations to which logical behaviour- 

ism has led, but to see if there was any upshot to 

those investigations. Can we, after thirty years, 

say anything about the rightness or wrongness 

of logical behaviourism? Or must we say that a 

third alternative has been added to the old two; 

that we cannot decide between three any more 

easily than we could decide between two; and 

that our discussion is thus half as difficult again 

as it was before? 
One conclusion emerged very quickly from 

the discussion pro and con logical behaviour- 

ism: that the extreme thesis of logical behav- 

iourism, as we just stated it (that all talk about 

‘mental events’ is translatable into talk about 

overt behaviour) is false. But, in a sense, this is 

not very interesting. An extreme thesis may be 

false, although there is ‘something to’ the way 

of thinking that it represents. And the more in- 

teresting question is this: what, if anything, can 

be ‘saved’ of the way of thinking that logical 

behaviourism represents? 

In the last thirty years, the original extreme 

thesis of logical behaviourism has gradually 

been weakened to something like this: 

1. That there exist entailments between mind- 

statements and behaviour-statements; en- 

tailments that are not, perhaps, analytic in 

the way in which ‘All bachelors are un- 

married’ is analytic, but that nevertheless 

follow (in some sense) from the meanings 

of mind words. I shall call these analytic 

entailments. 

2. That these entailments may not provide 

an actual translation of ‘mind talk’ into 

‘behaviour talk’ (this ‘talk’ talk was intro- 

duced by Gilbert Ryle in his Concept of 

Mind), but that this is true for such super- 

ficial reasons as the greater ambiguity of 

mind talk, as compared with the relatively 

greater specificity of overt behaviour talk. 

I believe that, although no philosopher would 

today subscribe to the older version of logi- 

cal behaviourism, a great many philosophers? 

would accept these two points, while admitting 

the unsatisfactory imprecision of the present 

statement of both of them. If these philosophers 

are right, then there is much work to be done 

(e.g., the notion of ‘analyticity’ has to be made 

clear), but the direction of work is laid out for 

us for some time to come. 

I wish that I could share this happy point of 

view—if only for the comforting conclusion 

that first-rate philosophical research, continued 
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for some time, will eventually lead to a solu- 

tion to the mind-body problem which is inde- 

pendent of troublesome empirical facts about 
brains, central causation of behaviour, evidence 

for and against nonphysical causation of at least 

some behaviour, and the soundness or unsound- 

ness of psychical research and parapsychology. 

But the fact is that I come to bury logical be- 

haviourism, not to praise it. I feel that the time 

has come for us to admit that logical behaviour- 

ism is a mistake, and that even the weakened 

forms of the logical behaviourist doctrine are 

incorrect. I cannot hope to establish this in so 

short a paper as this one’; but I hope to expose 

for your inspection at least the main lines of my 

thinking. 

Logical Behaviourism 

The logical behaviourist usually begins by 

pointing out what is perfectly true, that such 

words as ‘pain’ (‘pain’ will henceforth be our 

stock example of a mind word) are not taught 

by reference to standard examples in the way 

in which such words as ‘red’ are. One can point 

to a standard red thing, but one cannot point to 

a standard pain (that is, except by pointing to 

some piece of behaviour) and say: ‘Compare 

the feeling you are having with this one (say, 

Jones’s feeling at time ¢,). If the two feelings 

have the identical quality, then your feeling is 

legitimately called a feeling of pain.’ The dif- 

ficulty, of course, is that I cannot have Jones’s 

feeling at time t,—unless I am Jones, and the 

time is ¢,. 

From this simple observation, certain things 

follow. For example, the account according to 

which the intension of the word ‘pain’ is a cer- 

tain quality which ‘I know from my own case’ 

must be wrong. But this is not to refute dualism, 

since the dualist need not maintain that I know 

the intension of the English word ‘pain’ from 
my own case, but only that I experience the ref- 
erent of the word. 

What then is the intension of ‘pain’? I am 

inclined to say that ‘pain’ is a cluster-concept. 

That is, the application of the word ‘pain’ is 

controlled by a whole cluster of criteria, all 

of which can be regarded as synthetic.4 As a 

consequence, there is no satisfactory way of an- 

swering the question ‘What does ‘pain’ mean?’ 
except by giving an exact synonym (e.g., 
‘Schmerz’ ); but there are a million and one dif- 
ferent ways of saying what pain is. One can, for 
example, say that pain is that feeling which is 
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normally evinced by saying ‘ouch,’ or by winc- 

ing, Or in a variety of other ways (or often not 
evinced at all). 

All this is compatible with logical behav- 

iourism. The logical behaviourist would reply: 

‘Exactly. ‘Pain’ is a cluster-concept—that is to 

say, it stands for a cluster of phenomena.’ But 

that is not what I mean. Let us look at another 

kind of cluster-concept (cluster-concepts, of 

course, are not a homogeneous class): names of 

diseases. 

We observe that, when a virus origin was dis- 

covered for polio, doctors said that certain cases 

in which all the symptoms of polio had been 

present, but in which the virus had been absent, 

had turned out not to be cases of polio at all. 

Similarly, if a virus should be discovered which 

normally (almost invariably) is the cause of 

what we presently call ‘multiple sclerosis,’ the 

hypothesis that this virus is the cause of mul- 

tiple sclerosis would not be falsified if, in some 

few exceptional circumstances, it was possible 

to have all the symptoms of multiple sclerosis 

for some other combination of reasons, or if 

this virus caused symptoms not presently rec- 

ognized as symptoms of multiple sclerosis in 

some cases. These facts would certainly lead 

the lexicographer to reject the view that ‘multi- 

ple sclerosis’ means ‘the simultaneous presence 

of such and such symptoms.’ Rather he would 

say that ‘multiple sclerosis’ means ‘that disease 

which is normally responsible for some or all of 

the following symptoms. .. .’ 

Of course, he does not have to say this. Some 

philosophers would prefer to say that ‘polio’ 

used to mean ‘the simultaneous presence of 

such-and-such symptoms.’ And they would 

say that the decision to accept the presence or 

absence of a virus as a criterion for the pres- 

ence or absence of polio represented a change 

of meaning. But this runs strongly counter to 

our common sense. For example, doctors used 

to say ‘I believe polio is caused by a virus.’ On 

the ‘change of meaning’ account, those doctors 

were wrong, not right. Polio, as the word was 

then used, was not always caused by a virus; it 

is only what we call polio that is always caused 

by a virus. And if a doctor ever said (many 

did) ‘I believe this may not be a case of polio,’ 

knowing that all of the text-book symptoms 

were present, that doctor must have been con- 

tradicting himself (even if we, to-day, would 

say that he was right) or, perhaps, ‘making a 

disguised linguistic proposal.’ Also, this ac- 

count runs counter to good linguistic method- 

ology. The definition we proposed a paragraph 
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back—‘multiple sclerosis’ means ‘the disease 

that is normally responsible for the following 

symptoms. . . ..—has an exact analogue in the 

case of polio. This kind of definition leaves open 

the question whether there is a single cause or 

several. It is consonant with such a definition to 

speak of ‘discovering a single origin for polio 

(or two or three or four),’ to speak of ‘discover- 

ing X did not have polio’ (although he exhib- 

ited all the symptoms of polio), and to speak of 

‘discovering X did have polio’ (although he ex- 

hibited none of the ‘textbook symptoms’). And, 

finally, such a definition does not require us to 

say that any ‘change of meaning’ took place. 

Thus, this is surely the definition that a good 

lexicographer would adopt. But this entails re- 

Jecting the ‘change of meaning’ account as a 

philosopher’s invention.° 
Accepting that this is the correct account of 

the names of diseases, what follows? There may 

be analytic entailments connecting diseases and 

symptoms (although I shall argue against this). 

For example, it looks plausible to say that: 

‘Normally people who have multiple sclerosis 
have some or all of the following symptoms .. .’ 

is a necessary (‘analytic’) truth. But it does not 

follow that ‘disease talk’ is translatable into 

‘symptom talk.’ Rather the contrary follows (as 

is already indicated by the presence of the word 

‘normally’): statements about multiple sclero- 

sis are not translatable into statements about the 

symptoms of multiple sclerosis, not because 

disease talk is ‘systematically ambiguous’ and 

symptom talk is ‘specific,’ but because causes 

are not logical constructions out of their effects. 

In analogy with the foregoing, both the dualist 

and the materialist would want to argue that, al- 

though the meaning of ‘pain’ may be explained 

by reference to overt behaviour, what we mean 

by ‘pain’ is not the presence of a cluster of re- 

sponses, but rather the presence of an event or 

condition that normally causes those responses. 

(Of course the pain is not the whole cause of 

the pain behaviour, but only a suitably invari- 

ant part of that cause® but, similarly, the virus- 

caused tissue damage is not the whole cause of 

the individual symptoms of polio in some indi- 

vidual case, but a suitably invariant part of the 

cause.) And they would want to argue further, 

that even if it were a necessary truth that 

‘Normally, when one says ‘ouch’ one has a 
pain’ 

or a necessary truth that 

‘Normally, when one has a pain one says ‘ouch” 
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this would be an interesting observation about 

what ‘pain’ means, but it would shed no meta- 

physical light on what pain is (or isn’t). And 

it certainly would not follow that ‘pain talk’ 

is translatable into ‘response talk,’ or that the 

failure of translatability is only a matter of 

the ‘systematic ambiguity’ of pain talk as op- 

posed to the ‘specificity’ of response talk: quite 

the contrary. Just as before, causes (pains) are 

not logical constructions out of their effects 

(behaviour). 

The traditional! dualist would, however, 

want to go farther, and deny the necessity of 

the two propositions just listed. Moreover, the 

traditional dualist is right: there is nothing self- 

contradictory, as we shall see below, in talking 

of hypothetical worlds in which there are pains 

but no pain behaviour. 
The analogy with names of diseases is still 

preserved at this point. Suppose I identify mul- 

tiple sclerosis as the disease that normally pro- 

duces certain symptoms. If it later turns out that 

a certain virus is the cause of multiple sclero- 
sis, using this newly discovered criterion I may 

then go on to find out that multiple sclerosis has 

quite different symptoms when, say, the aver- 

age temperature is lower. I can then perfectly 

well talk of a hypothetical world (with lower 

temperature levels) in which multiple sclerosis 

does not normally produce the usual symptoms. 

It is true that if the words ‘multiple sclerosis’ are 

used in any world in such a way that the above 

lexical definition is a good one, then many vic- 

tims of the disease must have had some or all 

of the following symptoms ... And in the same 

way it is true that if the explanation suggested 

of the word ‘pain’ is a good one (i.e., ‘pain is 

the feeling that is normally being evinced when 

someone says ‘ouch,’ or winces, or screams, 

&c.’), then persons in pain must have at some 

time winced or screamed or said ‘ouch’—but 

this does not imply that ‘if someone ever had 

a pain, then someone must at some time have 

winced or screamed or said ‘ouch.’ To conclude 

this would be to confuse preconditions for talk- 

ing about pain as we talk about pain with pre- 

conditions for the existence of pain. 

The analogy we have been developing is not 

an identity: linguistically speaking, mind words 

and names of diseases are different in a great 

many respects. In particular, first person uses 

are very different: a man may have a severe case 

of polio and not know it, even if he knows the 

word ‘polio,’ but one cannot have a severe pain 

and not know it. At first blush, this may look 

like a point in favour of logical behaviourism. 
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The logical behaviourist may say: it is because 

the premisses ‘John says he has a pain,’ ‘John 

knows English,’ and ‘John is speaking in all sin- 

cerity,’’ entail ‘John has a pain,’ that pain re- 

ports have this sort of special status. But even if 

this is right, it does not follow that logical behav- 

iourism is correct unless sincerity is a ‘logical 

construction out of overt behaviour’! A far more 

reasonable account is this: one can have a ‘pink 

elephant hallucination,’ but one cannot have a 

‘pain hallucination,’ or an ‘absence of pain hal- 

lucination,’ simply because any situation that a 

person cannot discriminate from a situation in 

which he himself has a pain counts as a situation 

in which he has a pain, whereas a situation that 

a person cannot distinguish from one in which 

a pink elephant is present does not necessarily 

count as the presence of a pink elephant. 

To sum up: I believe that pains are not clusters 

of responses, but that they are (normally, in our 

experience to date) the causes of certain clusters 

of responses. Moreover, although this is an em- 

pirical fact, it underlies the possibility of talking 

about pains in the particular way in which we 

do. However, it does not rule out in any way 

the possibility of worlds in which (owing to a 

difference in the environmental and hereditary 

conditions) pains are not responsible for the 

usual responses, or even are not responsible for 
any responses at all. 

Let us now engage in a little science fiction. 

Let us try to describe some worlds in which 

pains are related to responses (and also to 

causes) in quite a different way than they are 

in our world. 

If we confine our attention to non-verbal re- 

sponses by full grown persons, for a start, then 

matters are easy. Imagine a community of ‘su- 

per-spartans’ or “super-stoics’—a community 

in which the adults have the ability to success- 

fully suppress all involuntary pain behaviour. 

They may, on occasion, admit that they feel 

pain, but always in pleasant well-modulated 

voices—even if they are undergoing the ago- 

nies of the damned. They do not wince, scream, 

flinch, sob, grit their teeth, clench their fists, ex- 

hibit beads of sweat, or otherwise act like people 
in pain or people suppressing the unconditioned 
responses associated with pain. However, they 
do feel pain, and they dislike it (just as we do). 
They even admit that it takes a great effort of 
will to behave as they do. It is only that they 
have what they regard as important ideological 
reasons for behaving as they do, and they have, 
through years of training, learned to live up to 
their own exacting standards. 
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It may be contended that children and not 

fully mature members of this community will 

exhibit, to varying degrees, normal uncondi- 

tioned pain behaviour, and that this is all that 

is necessary for the ascription of pain. On this 

view, the sine qua non for the significant ascrip- 

tion of pain to a species is that its immature 

members should exhibit unconditioned pain 

responses. 

One might well stop to ask whether this state- 

ment has even a clear meaning. Supposing that 

there are Martians: do we have any criterion 

for something being an ‘unconditioned pain re- 

sponse’ for a Martian? Other things being equal, 

one avoids things with which one has had painful 

experiences: this would suggest that avoidance- 

behaviour might be looked for as a universal 

unconditioned pain response. However, even 

if this were true, it would hardly be specific 

enough, since avoidance can also be an uncon- 

ditioned response to many things that we do not 

associate with pain—to things that disgust us, or 

frighten us, or even merely bore us. 

Let us put these difficulties aside, and see 

if we can devise an imaginary world in which 

there are not, even by lenient standards, any 

unconditioned pain responses. Specifically, let 

us take our “super-spartans,’ and let us suppose 

that after millions of years they begin to have 

children who are born fully acculturated. They 

are born speaking the adult language, knowing 

the multiplication table, having opinions on po- 

litical issues, and inter alia sharing the domi- 

nant spartan beliefs about the importance of not 

evincing pain (except by way of a verbal report, 

and even that in a tone of voice that suggests 

indifference). Then there would not be any ‘un- 

conditioned pain responses’ in this community 

(although there might be unconditioned de- 

sires to make certain responses—desires which 

were, however, always suppressed by an effort 

of will). Yet there is a clear absurdity to the po- 

sition that one cannot ascribe to these people a 

capacity for feeling pain. 
To make this absurdity evident, let us imag- 

ine that we succeed in converting an adult 

‘super-spartan’ to our ideology. Let us suppose 

that he begins to evince pain in the normal way. 

Yet he reports that the pains he is feeling are 

not more intense than are the ones he experi- 

enced prior to conversion—indeed, he may say 

that giving expression to them makes them less 

intense. In this case, the logical behaviourist 

would have to say that, through the medium of 

this one member, we had demonstrated the ex- 

istence of unconditioned pain responses in the 
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whole species, and hence that ascription of pain 

to the species is ‘logically proper.’ But this is 

to say that had this one man never lived, and 

had it been possible to demonstrate only indi- 

rectly (via the use of theories) that these beings 

feel pain, then pain ascriptions would have been 

improper. 

We have so far been constructing worlds in 

which the relation of pain to its non-verbal ef- 

fects is altered. What about the relation of pain 

to causes? This is even more easy for the imagi- 

nation to modify. Can one not imagine a spe- 

cies who feel pain only when a magnetic field 

is present (although the magnetic field causes 

no detectable damage to their bodies or nervous 

systems)? If we now let the members of such a 

species become converts fo ‘superspartanism,’ 

we can depict to ourselves a world in which 

pains, in our sense, are clearly present, but in 

which they have neither the normal causes nor 

the normal effects (apart from verbal reports). 

What about verbal reports? Some behav- 

iourists have taken these as the characteristic 

form of pain behaviour. Of course, there is a 

difficulty here: If “I am in pain’ means ‘I am 

disposed to utter this kind of verbal report’ 

(to put matters crudely), then how do we tell 

that any particular report is ‘this kind of verbal 

report’? The usual answer is in terms of the un- 

conditioned pain responses and their assumed 

supplantation by the verbal reports in question. 

However, we have seen that there are no logi- 

cal reasons for the existence of unconditioned 

pain responses in all species capable of feel- 

ing pain (there may be logical reasons for the 

existence of avoidance desires, but avoidance 

desires are not themselves behaviour any more 

than pains are). 

Once again, let us be charitable to the extent 

of waving the first difficulty that comes to mind, 

and let us undertake the task of trying to imag- 

ine a world in which there are not even pain 

reports. | will call this world the ‘X-world.’ In 

the X-world we have to deal with ‘super-super- 

spartans.’ These have been super-spartans 

for so long, that they have begun to suppress 

even talk of pain. Of course, each individual 

X-worlder may have his private way of think- 

ing about pain. He may even have the word 

‘pain’ (as before, I assume that these beings 

are born fully acculturated). He may think to 

himself: ‘This pain is intolerable. If it goes 

on one minute longer I shall scream. Oh No! I 

mustn’t do that! That would disgrace my whole 

family ...’ But X-worlders do not even admit to 

having pains. They pretend not to know either 
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the word or the phenomenon to which it refers. 

In short, if pains are ‘logical constructs out of 
behaviour,’ then our X-worlders behave so as 

not to have pains!—Only, of course, they do 

have pains, and they know perfectly well that 

they have pains. 
If this last fantasy is not, in some disguised 

way, self-contradictory, then logical behaviour- 

ism is simply a mistake. Not only is the second 

thesis of logical behaviourism—the existence 

of a near-translation of pain talk into behaviour 

talk—false, but so is even the first thesis—the 

existence of ‘analytic entailments.’ Pains are 

responsible for certain kinds of behaviour—but 

only in the context of our beliefs, desires, ideo- 

logical attitudes, and so forth. From the state- 

ment ‘X has a pain’ by itself no behavioural 

statement follows—not even a_ behavioural 

statement with a ‘normally’ or a ‘probably’ in it. 

In our concluding section we shall consider 

the logical behaviourist’s stock of counter- 

moves to this sort of argument. If the logical 

behaviourist’s positive views are inadequate 

owing to an oversimplified view of the nature of 

cluster words—amounting, in some instances, 

to an open denial that it is possible to have a 

word governed by a cluster of indicators, all 

of which are synthetic—his negative views are 

inadequate owing to an oversimplified view of 

empirical reasoning. It is unfortunately charac- 

teristic of modern philosophy that its problems 

should overlap three different areas—to speak 

roughly, the areas of linguistics, logic, and 

‘theory of theories’ (scientific methodology)— 

and that many of its practitioners should try to 

get by with an inadequate knowledge of at least 

two out of the three. 

Some Behaviourist Arguments 

We have been talking of ‘X-worlders’ and ‘su- 

per-spartans.’ No one denies that, in some sense 

of the term, such fantasies are ‘intelligible.’ 

But ‘intelligibility’ can be a superficial thing. 

A fantasy may be ‘intelligible,’ at least at the 

level of ‘surface grammar,’ although we may 

come to see, on thinking about it for a while, 

that some absurdity is involved. Consider, for 

example, the supposition that last night, just on 

the stroke of midnight, all distances were in- 

stantaneously doubled. Of course, we did not 

notice the change, for we ourselves also dou- 

bled in size! This story may seem intelligible to 

us at first blush, at least as an amusing possibil- 

ity. On reflection, however, we come to see that 
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a logical contradiction is involved. For ‘length’ 

means nothing more nor less than a relation to 

a standard, and it is a contradiction to maintain 

that the length of everything doubled, while the 

relations to the standards remained unchanged. 

What I have just said (speaking as a logical 

behaviourist might speak) is false, but not to- 

tally so. It is false (or at least the last part is 

false), because ‘length’ does not mean ‘rela- 

tion to a standard.’ If it did (assuming a ‘stan- 

dard’ has to be a macroscopic material object, 

or anyway a material object), it would make no 

sense to speak of distances in a world in which 

there were only gravitational and electromag- 

netic fields, but no material objects. Also, it 

would make no sense to speak of the standard 

(whatever it might be) as having changed its 

length. Consequences so counter-intuitive have 

led many physicists (and even a few philoso- 

phers of physics) to view ‘length’ not as some- 

thing operationally defined, but as a theoretical 

magnitude (like electrical charge), which can 

be measured in a virtual infinity of ways, but 

which is not explicitly and exactly definable 

in terms of any of the ways of measuring it. 

Some of these physicists—the ‘unified field’ 

theorists—would even say that, far from it 

being the case that ‘length’ (and hence ‘space’) 

depends on the existence of suitably related ma- 

terial bodies, material bodies are best viewed as 

local variations in the curvature of space—that 

is to say, local variations in the intensity of a 

certain magnitude (the tensor g,,), one aspect of 

which we experience as ‘length.’ 

Again, it is far from true that the hypothesis 

‘last night, on the stroke of midnight, every- 

thing doubled in length’ has no testable conse- 

quences. For example, if last night everything 

did double in length, and the velocity of light 

did not also double, then this morning we would 

have experienced an apparent halving of the 

speed of light. Moreover, if g (the gravitational 

constant) did not double, then we would have 

experienced and apparent halving in the inten- 
sity of the gravitational field. And if h (Planck’s 

constant) did not change, then. .. . In short, our 

world would have been bewilderingly different. 
And if we could survive at all, under so drasti- 
cally altered conditions, no doubt some clever 

physicist would figure out what had happened. 
I have gone into such detail just to make the 

point that in philosophy things are rarely so 
simple as they seem. The ‘doubling universe’ is 
a favourite classroom example of a ‘pseudohy- 
pothesis’—yet it is the worst possible example 
if a ‘clear case’ is desired. In the first place, 
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what is desired is a hypothesis with no test- 

able consequences—yet this hypothesis, as it is 

always stated, does have testable consequences 

(perhaps some more complex hypothesis does 

not; but then we have to see this more complex 

hypothesis stated before we can be expected 

to discuss it). In the second place, the usual 

argument for the absurdity of this hypothesis 

rests on a simplistic theory of the meaning of 

‘length’ —and a full discussion of that situation 

is hardly possible without bringing in consid- 

erations from unified field theory and quantum 

mechanics (the latter comes in in connection 

with the notion of a ‘material standard’). But, 

the example aside, one can hardly challenge 

the point that a superficially coherent story may 

contain a hidden absurdity. 

Or can one? Of course, a superficially co- 

herent story may contain a hidden logical con- 

tradiction, but the whole point of the logical 

behaviourist’s sneering reference to ‘surface 

grammar’ is that linguistic coherence, mean- 

ingfulness of the individual terms, and logical 

consistency, do not by themselves guarantee 

freedom from another kind of absurdity—there 

are “depth absurdities’ which can only be de- 

tected by more powerful techniques. It is fair to 

say that to-day, after thirty years of this sort of 

talk, we lack both a single convincing example 

of such a depth absurdity, and a technique of 

detection (or alleged technique of detection) 

which does not reduce to ‘untestable, therefore 

nonsense.’ 

To come to the case at hand: the logical be- 

haviourist is likely to say that our hypothesis 

about ‘X-worlders’ is untestable in principle 

(if there were ‘X-worlders,’ by hypothesis we 

couldn’t distinguish them from people who 

really didn’t know what pain is); and therefore 

meaningless (apart from a certain “surface sig- 

nificance’ which is of no real interest). If the 

logical behaviourist has learned a little from 

‘ordinary language philosophy,’ he is likely 

to shy away from saying ‘untestable, therefore 

meaningless,’ but he is still likely to say or at 

least think: ‘untestable, therefore in some sense 

absurd.’ I shall try to meet this ‘argument’ 

not by challenging the premiss, be it overt or 

covert, that ‘untestable synthetic statement’ is 

some kind of contradiction in terms (although I 

believe that premiss to be mistaken), but simply 

by showing that, on any but the most naive view 

of testability, our hypothesis is testable. 

Of course, I could not do this if it were true 

that ‘by hypothesis, we couldn’t distinguish 

X-worlders from people who really didn’t 
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know what pain is.’ But that isn’t true—at any 

rate, it isn’t true ‘by hypothesis.’ What is true 

by hypothesis is that we couldn’t distinguish 

X-worlders from people who really didn’t know 

what pain is on the basis of overt behaviour 

alone. But that still leaves many other ways 

in which we might determine what is going on 

‘inside’ the X-worlders—in both the figurative 

and literal sense of ‘inside.’ For example, we 

might examine their brains. 

It is a fact that when pain impulses are ‘re- 

ceived’ in the brain, suitable electrical detect- 

ing instruments record a characteristic ‘spike’ 

pattern. Let us express this briefly (and too 

simply) by saying that ‘brain spikes’ are one- 

to-one correlated with experiences of pain. If 

our X-worlders belong to the human species, 

then we can verify that they do feel pains, not- 

withstanding their claim that they don’t have 

any idea what pain is, by applying our electri- 

cal instruments and detecting the tell-tale “brain 

spikes.’ 

This reply to the logical behaviourist is far 

too simple to be convincing. ‘It is true,’ the log- 

ical behaviourist will object, ‘that experiences 

of pain are one-to-one correlated with ‘brain 

spikes’ in the case of normal human beings. But 

you don’t know that the X-worlders are normal 

human beings, in this sense—in fact, you 

have every reason to suppose that they are not 

normal human beings.’ This reply shows that 

no mere correlation, however carefully veri- 

fied in the case of normal human beings, can be 

used to verify ascriptions of pain to X-worlders. 

Fortunately, we do not have to suppose that our 

knowledge will always be restricted to mere 

correlations, like the pain—‘brain spike’ correla- 

tion. At a more advanced level, considerations 

of simplicity and coherence can begin to play a 

role in a way in which they cannot when only 

crude observational regularities are available. 

Let us suppose that we begin to detect 

waves of a new kind, emanating from human 

brains—call them ‘V-waves.’ Let us suppose 

we develop a way of ‘decoding’ V-waves so 

as to reveal people’s unspoken thoughts. And, 

finally, let us suppose that our ‘decoding’ tech- 

nique also works in the case of the V-waves 

emanating from the brains of X-worlders. How 

does this correlation differ from the pain—‘brain 

spike’ correlation? 

Simply in this way: it is reasonable to say that 

‘spikes’—momentary peaks in the electrical in- 

tensity in certain parts of the brain—could have 

almost any cause. But waves which go over into 

coherent English (or any other language); under 
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a relatively simple decoding scheme, could not 

have just any cause. The ‘null hypothesis’—that 

this is just the operation of ‘chance’—can be 

dismissed at once. And if, in the case of human 

beings, we verify that the decoded waves cor- 

respond to what we are in fact thinking, then 

the hypothesis that this same correlation holds 
in the case of X-worlders will be assigned an 

immensely high probability, simply because 

no other likely explanation readily suggests 

itself. But ‘no other likely explanation readily 

suggests itself? isn’t verification, the logical 

behaviourist may say. On the contrary. How, 

for example, have we verified that cadmium 

lines in the spectrographic analysis of sunlight 

indicate the presence of cadmium in the sun? 

Mimicking the logical behaviourist, we might 

say: ‘We have verified that under normal cir- 

cumstances, cadmium lines only occur when 

heated cadmium is present. But we don’t know 

that circumstances on the sun are normal in this 

sense.’ If we took this seriously, we would have 

to heat cadmium on the sun before we could 

say that the regularity upon which we base our 

spectrographic analysis of sunlight had been 

verified. In fact, we have verified the regular- 

ity under ‘normal’ circumstances, and we can 

show (deductively) that if many other laws, that 

have also been verified under ‘normal’ circum- 

stances and only under ‘normal’ circumstances 

(i.e., never on the surface of the sun), hold on 

the sun, then this regularity holds also under 

‘abnormal’ circumstances. And if someone 

says, ‘But perhaps none of the usual laws of 

physics hold on the sun,’ we reply that this is 

like supposing that a random process always 

produces coherent English. The fact is that the 

‘signals’ (sunlight, radio waves, &c.) which we 

receive from the sun cohere with a vast body 

of theory. Perhaps there is some other explana- 
tion than that the sun obeys the usual laws of 

physics; but no other likely explanation sug- 

gests itself. This sort of reasoning is scientific 
verification; and if it is not reducible to simple 

Baconian induction—well, then, philosophers 
must learn to widen their notions of verification 
to embrace it. 

The logical behaviourist might try to ac- 

count for the decodability of the X-worlders’ 

‘V-waves’ into coherent English (or the appro- 

priate natural language) without invoking the 

absurd ‘null hypothesis.’ He might suggest, for 

example, that the “X-worlders’ are having fun 

at our expense—they are able, say, to produce 

misleading V-waves at will. If the X-worlders 

have brains quite unlike ours, this may even 

FOUNDATIONS 

have some plausibility. But once again, in an 

advanced state of knowledge, considerations of 

coherence and simplicity may quite conceiv- 

ably ‘verify’ that this is false. For example, the 

X-worlders may have brains quite like ours, 

rather than unlike ours. And we may have 

built up enough theory to say how the brain 

of a human being should ‘look’ if that human 

being were pretending not to be in pain when 

he was, in fact, in pain. Now consider what the 

‘misleading V-waves’ story requires: it requires 

that the X-worlders produce V-waves in quite 

a different way than we do, without specify- 

ing what that different way is. Moreover, it re- 

quires that this be the case, although the reverse 

hypothesis—that X-worlders’ brains function 

exactly as human brains do—in fact, that they 

are human brains—fits all the data. Clearly, this 

story is in serious methodological difficulties, 

and any other ‘counter-explanation’ that the 

logical behaviourist tries to invoke will be in 

similar difficulties. In short, the logical behav- 

iourist’s argument reduces to this: “You cannot 

verify ‘psycho-physical’ correlations in the case 

of X-worlders (or at least, you can’t verify ones 

having to do, directly or indirectly, with pain), 

because, by hypothesis, X-worlders won’t tell 

you (or indicate behaviourally) when they are in 

pain. ‘Indirect verification’ —verification using 

theories which have been ‘tested’ only in the 

case of human beings—is not verification at all, 

because X-worlders may obey different laws 

than human beings. And it is not incumbent 

upon me (the logical behaviourist says) to sug- 

gest what those laws might be: it is incumbent 

upon you to rule out all other explanations.’ And 

this is a silly argument. The scientist does not 

have to rule out all the ridiculous theories that 

someone might suggest; he only has to show 

that he has ruled out any reasonable alternative 

theories that one might put forward on the basis 

of present knowledge. 

Granting, then, that we might discover a 

technique for ‘reading’ the unspoken thoughts 

of X-worlders: we would then be in the same 

position with respect to the X-worlders as we 

were with respect to the original ‘super-spar- 

tans.’ The super-spartans were quite willing to 

tell us (and each other) about their pains; and 

we could see that their pain talk was linguis- 

tically coherent and situationally appropriate 
(e.g., a super-spartan will tell you that he feels 
intense pain when you touch him with a red hot 
poker). On this basis, we were quite willing to 
grant that the super-spartans did, indeed, feel 
pain—all the more readily, since the deviancy 
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in their behaviour had a perfectly convincing 

ideological explanation. (Note again the rdle 

played here by considerations of coherence 

and simplicity). But the X-worlders also ‘tell’ 

us (and, perhaps, each other), exactly the same 

things, albeit unwillingly (by the medium of the 

involuntarily produced ‘V-waves’). Thus we 

have to say—at least, we have to say as long as 

the ‘V-wave’ theory has not broken down—that 

the X-worlders are what they, in fact, are—just 
“super-super-spartans.’ 

Let us now consider a quite different argu- 

ment that a logical behaviourist might use. 

“You are assuming,’ he might say, ‘the follow- 
ing principle: 

If someone’s brain is in the same state as that of 
a human being in pain (not just at the moment 

of the pain, but before and after for a sufficient 
interval), then he is in pain.’ 

‘Moreover, this principle is one which it would 

never be reasonable to give up (on your concep- 

tion of ‘methodology’). Thus, you have turned 

it into a tautology. But observe what turning 

this principle into a tautology involves: it in- 

volves changing the meaning of ‘pain.’ What 

‘pain’ means for you is: the presence of pain, 

in the colloquial sense of the term, or the pres- 

ence of a brain state identical with the brain 

state of someone who feels pain. Of course, in 

that sense we can verify that your ‘X-worlders’ 

experience ‘pain’—but that is not the sense of 

‘pain’ at issue.’ 

The reply to this argument is that the premiss 

is simply false. It is just not true that, on my con- 

ception of verification, it would never be rea- 

sonable to give up the principle stated. To show 

this, I have to beg your pardons for engaging in 

a little more science fiction. Let us suppose that 

scientists discover yet another kind of waves— 

call them ‘W-waves.’ Let us suppose that 

W-waves do not emanate from human brains, 

but that they are detected emanating from the 

brains of X-worlders. And let us suppose that, 

once again, there exists a simple scheme for 

decoding W-waves into coherent English (or 

whatever language X-worlders speak), and that 

the ‘decoded’ waves ‘read’ like this: ‘Ho, ho! 

Are we fooling those Earthians! They think that 

the V-waves they detect represent our thoughts! 

If they only knew that instead of pretending 

not to have pains when we really have pains, 

we are really pretending to pretend not to have 

pains when we really do have pains when we 

really don’t have pains!’ Under these circum- 

stances, we would ‘doubt’ (to put it mildly) that 
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the same psycho-physical correlations held for 

normal humans and for X-worlders. Further 

investigations might lead us to quite a number 

of different hypotheses. For example, we might 

decide that X-worlders don’t think with their 

brains at all—that the ‘organ’ of thought is not 

just the brain, in the case of X-worlders, but 

some larger structure—perhaps even a structure 
which is not ‘physical’ in the sense of consisting 

of elementary particles. The point is that what 

is necessarily true is not the principle stated two 

paragraphs back, but rather the principle: 

If someone (some organism) is in the same state 

as a human being in pain in all relevant respects, 
then he (that organism) is in pain. 

—And this principle is a tautology by any- 

body’s lights! The only a priori methodological 

restriction I am imposing here is this one: 

If some organism is in the same state as a 
human being in pain in all respects known to 
be relevant, and there is no reason to suppose 
that there exist unknown relevant respects, then 

don’t postulate any. 

—But this principle is not a ‘tautology’; in fact, 

it is not a statement at all, but a methodological 

directive. And deciding to conform to this di- 

rective is not (as hardly needs to be said) chang- 

ing the meaning of the word ‘pain,’ or of any 

word. 

There are two things that the logical be- 

haviourist can do: he can claim that ascribing 

pains to X-worlders, or even super-spartans, 

involves a ‘change of meaning,’* or he can 

claim that ascribing pains to super-spartans, 

or at least to X-worlders, is ‘untestable.’ 

The first thing is a piece of unreasonable lin- 

guistics; the second, a piece of unreasonable 

scientific method. The two are, not surpris- 

ingly, mutually supporting: the unreasonable 

scientific method makes the unreasonable lin- 

guistics appear more reasonable. Similarly, 

the normal ways of thinking and talking are 

mutually supporting: reasonable linguistic 

field techniques are, needless to say, in agree- 

ment with reasonable conceptions of scientific 

method. Madmen sometimes have consistent 

delusional systems; so madness and sanity 

can both have a ‘circular’ aspect. I may not 

have succeeded, in this paper, in breaking 

the ‘delusional system’ of a committed logi- 

cal behaviourist; but I hope to have convinced 

the uncommitted that that system need not be 

taken seriously. If we have to choose between 

‘circles,’ the circle of reason is to be preferred 

to any of the many circles of unreason. 
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NOTES 

1. This paper was read as a part of the programme 

of the American Association for the Advancement 

of Science, Section L (History and Philosophy of 

Science), December 27, 1961. 

2. E.g., these two points are fairly explicitly stated in 
Strawson’s Individuals. Strawson has told me that 
he no longer subscribes to point (1), however. 

3. An attempted fourth alternative—i.e., an alterna- 
tive to dualism, materialism, and behaviourism—is 

sketched in “The Mental Life of Some Machines,” 

which appeared in the Proceedings of the Wayne 

Symposium on the Philosophy of Mind. This fourth 

alternative is materialistic in the wide sense of being 

compatible with the view that organisms, including 

human beings, are physical systems consisting of 

elementary particles and obeying the laws of phys- 

ics, but does not require that such ‘states’as pain and 

preference be defined in a way which makes refer- 

ence to either overt behaviour or physical-chemical 

constitution. The idea, briefly, is that predicates 

which apply to a system by virtue of its functional 

organization have just this characteristic: a given 
functional organization (e.g., a given inductive 

logic, a given rational preference function) may re- 
alize itself in almost any kind of overt behaviour, 
depending upon the circumstances, and is capable 

of being ‘built into’ structures of many different 

logically possible physical (or even metaphysical) 

constitutions. Thus the statement that a creature 

prefers A to B does not tell us whether the creature 

has a carbon chemistry, or a silicon chemistry, or is 

even a disembodied mind, nor does it tell us how 
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the creature would behave under any circumstances 

specifiable without reference to the creature’s other 

preferences and beliefs, but it does not thereby 
become something ‘mysterious.’ 

. I mean not only that each criterion can be regarded 
as synthetic, but also that the cluster is collectively 

synthetic, in the sense that we are free in certain 

cases to say (for reason of inductive simplicity and 
theoretical economy) that the term applies although 
the whole cluster is missing. This is completely 

compatible with saying that the cluster serves to 

fix the meaning of the word. The point is that when 
we specify something by a cluster of indicators we 

assume that people will use their brains. That crite- 
ria may be over-ridden when good sense demands 
is the sort of thing we may regard as a ‘convention 
associated with discourse’ (Grice) rather than as 

something to be stipulated in connection with the 
individual words. 

. Cf. “Dreaming and ‘Depth Grammar,’”’Analytical 

Philosophy, First Series. 
. Of course, ‘the cause’ is a highly ambiguous phrase. 
Even if it is correct in certain contexts to say that 

certain events in the brain are ‘the cause’ of my pain 
behaviour, it does not follow (as has sometimes 

been suggested) that my pain must be ‘identical’ 
with these neural events. 

. This is suggested in Wittgenstein’s Philosophical 
Investigations. 

. This popular philosophical move is discussed in 
“Dreaming and ‘Depth Grammar,’’’Analytical 
Philosophy, First Series. 



C. The Identity Theory 
and Functionalism 

Sensations and Brain Processes 

J-C-Smart 

Suppose that I report that I have at this moment 

a roundish, blurry-edged after-image which is 

yellowish towards its edge and is orange to- 

wards its centre. What is it that I am report- 

ing?' One answer to this question might be that 

I am not reporting anything, that when I say 

that it looks to me as though there is a round- 

ish yellowy orange patch of light on the wall 

I am expressing some sort of temptation, the 

Igor cuie cat cum emial i mnoiainT 

is is perhaps Wittgenstein’s view in the 

Philosophical Investigations (see paragraphs 

367, 370). Similarly, when I ‘report’ a pain, I 

am not really reporting anything (or, if you like, 
I am reporting in a queer sense of ‘reporting’), 

but am doing a sophisticated sort of wince. (See 

paragraph 244: “The verbal expression of pain 

replaces crying and does HOCUSSHDE TT Nor 
toes it describe anything else?)"I prefer most 
of the time to discuss an_after-image rather 

than a pain, because the word ‘pain’ brings in 

something which is irrelevant to my purpose: 

the notion of ‘distress.’ I think that ‘he is in 
pain’ entails ‘he is in distress,’ that is, that he 

is in a certain agitation-condition.? Similarly, to 

say ‘I am in pain’ may be to do more than ‘re- 

place pain behavior’: it may be partly to report 

something, though this something is quite non- 

mysterious, being an agitation-condition, and 

so susceptible of behavioristic analysis. The 

suggestion I wish if possible to avoid is a differ- 

ent one, namely that ‘I am in pain’ is a genuine 

report, and that what it reports 1s an irreducibly 

psychical something. And similarly the sugges- 

ion | wish to resist is also that to say ‘I have 

a yellowish orange after-image’ is to report 

something irreducibly psychical. 

Why do I wish to resist this suggestion? 

Mainly because of Occam’s razor._It_seems 

to me that science is increasingly giving us 
—_:—ee:®.®}.:::::? | ____————————————— 

a viewpoint whereby organisms are able to 

be seen as physico-chemical mechanisms:* 

self will one day be explicable in mechanistic 

Terr ere rvckascemih ube asostarkeesel: 
“ence is concerned, nothing in the world but 

increasingly complex arrangements of physi- 

cal constituents. All except for one place: in 

consciousness. That is, for a Tull description 
“of what is going on in a man you would have 
to mention not only the physical processes 

in his tissue, glands, nervous system, and so 

forth, but also his states of consciousness: his 

Visual, auditory, and_tactual_sensations. his 
aches and pains. That these should be corre- 

lated with brain processes does not help, for to 

say that they are correlated is to say that they 

are something ‘over and above.’ You cannot 

Correlate Something with itself. You correlate 
footprints with burglars, but not Bill Sikes the 

burglar with Bill Sikes the burglar. So sensa- 

tions, states of consciousness, do seem to be 

the one sort of thing left outside the physicalist 

picture, and for various reasons I just cannot 

believe that this can be so. That everything 

‘Should be explicable in terms of physics (to- 
“gether of course with descriptions of the ways 
in which the parts are put together—roughly, 

biology is to physics as radio-engineering is 

to electro-magnetism) except the occurrence 

of sensations seems to me to be frankly unbe- 

lievable. Such sensations would be ‘nomologi- 

cal danglers,’ to use Feigl’s expression.° It is 

not often realized how odd would be the laws 

whereby these nomological danglers would 

dangle. It is sometimes asked, “Why can’t 

From Philosophical Review 68 (1959): pp. 141-56. Copyright © 1959 Cornell University Press. 
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there be psychophysical laws which are of a 

novel sort, just as the laws of electricity and 

magnetism were novelties from the standpoint 

of Newtonian mechanics?’Certainly we are 

pretty sure in the future to come across new 

ultimate laws of a novel type, but I expect them 

to relate simple constituents: for example, 

whatever ultimate particles are then in vogue. 

I cannot believe that ultimate laws of nature 

could relate simple constituents to configura- 

tions consisting of perhaps billions of neu- 

rons (and goodness knows how many billion 

billions of ultimate particles) all put together 

for all the world as though their main purpose 

in life was to be a negative feedback mecha- 

nism of a complicated sort. Such ultimate laws 

would be like nothing so far known in science. 

They have a queer ‘smell’ to them. I am just 

unable to believe in the nomological danglers 

themselves, or in the laws whereby they would 

dangle. If any philosophical arguments seemed 

to compel us to believe in such things, I would 

suspect a catch in the argument. In any case it 

no philosophical arguments which compel us 

mame 
The above is largely a confession of faith, but 

it explains why I find Wittgenstein’s position 

(as I construe it) so congenial. For on this view 

there are, in a sense, no sensations. A man is a 

vast arrangement of physical particles, but there 

are not, over and above this, sensations or states 
of consciousness. There are just behavioral 

facts about this vast mechanism, such as that it 

expresses a temptation (behavior disposition) to 

“say ‘there is a yellowish-red patch on the wall’ 
or that it goes through a sophisticated sort of 

wince, that is, says ‘I am in pain.’ Admittedly 

Wittgenstein says that though the sensation ‘is 

not a something,’ it is nevertheless ‘not a noth- 

ing either’ (paragraph 304), but this need only 

mean that the word ‘ache’ has a use. An ache 

is a thing, but only in the innocuous sense in 

which the plain man, in the first paragraph of 

Frege’s Foundations of Arithmetic, answers 

the question ‘what is the number one?’ by ‘a 

thing.’ It should be noted that when I assert that 

to say ‘I have a yellowish-orange after-image’ 

is to express a temptation to assert the physical- 

object statement ‘there is a yellowish-orange 

patch on the wall,’ I mean that saying ‘I have 

a yellowish-orange after-image’ is (partly) the 

exercise of the disposition® which is the tempta- 

tion. It is not to report that I have the tempta- 

tion, any more than is ‘I love you’ normally a 

report that I love someone. Saying ‘I love you’ 
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is just part of the behavior which is the exercise 

of the disposition of loving someone. 

Though, for the reasons given above, I am 

very receptive to the above ‘expressive’ ac- 

count of sensation statements, I do not feel 
that it will quite do the trick. Maybe this is be- 

cause I have not thought it out sufficiently, but 

it does seem to me as though, when a person 

says ‘I have an after-image,’ he is making a 

genuine report, and that when he says ‘I have 
a pain,’ he is doing more than ‘replace pain- 

~tchavion “aud thal “this incre mepaeR tes 
ee . 

say that he is in distress. Iam not so sure, how- 

ever, that to admit this is to admit that there 

are nonphysical correlates of brain processes. 

Why should not sensations just be brain pro- 

cesses of a certain sort? There are, of course, 

well-known (as well as lesser-known) philo- 

sophical objections to the view that reports of 

sensations are reports of brain-processes, but I 

shall try to argue that these arguments are by 

no means as cogent as is commonly thought to 

be the case. 

Let me first try to state more accurately the 

thesis that sensations are brain processes. It is 

not the thesis that, for example, ‘after-image’ 

or ‘ache’ means the same as ‘brain process of 

sort X’ (where ‘X’ is replaced by a descrip- 

tion of a certain sort of brain process). It is 

that, in so far as ‘after-image’ or ‘ache’_is a 

report of a process, it is a report of a process 

that happens to be a brain process. It follows 

that the thesis does not claim that sensation 

statements can be translated into statements 

about brain processes.’ Nor does it claim that 

the logic of a sensation statement is the same as 

that of a brain-process statement. All it claims 

is that in so far as a sensation statement is a 

report of something, that something is in fact 

a brain process. Sensations are nothing over 

and above brain processes. Nations are noth- 

ing ‘over and above’ citizens, but this does not 

prevent the logic of nation statements being 

very different from the logic of citizen state- 

ments, nor does it insure the translatability of 

nation statements into citizen statements. (I do 

not, however, wish to assert that the relation 

of sensation statements to brain-process state- 
ments is very like that of nation statements to 
citizen statements. Nations do not just happen 
to be nothing over and above citizens, for ex- 
ample. I bring in the ‘nations’ example merely 
to make a negative point: that the fact that the 
logic of A-statements is different from that of 
B-statements does not insure that A’s are any- 
thing over and above B’s.) 



SENSATIONS AND BRAIN PROCESSES 

Remarks on Identity 

When I say that a sensation is a brain process 

or that lightning is an electric discharge, I am 

using ‘is’ in the sense of strict identity. (Just 

as in the—in this case necessary—proposition 

‘7 is identical with the smallest prime number 

greater than 5.’) When I say that a sensation is 

a brain process or that lightning is an electric 

discharge I do not mean just that the sensation 

is somehow spatially or temporally continuous 

with the brain process or that the lightning is 

just spatially or temporally continuous with the 

discharge. When on the other hand I say that 

the successful general is the same person as the 

small boy who stole the apples I mean only that 

the successful general I see before me is a time 

slice’ of the same four-dimensional object of 

which the small boy stealing apples is an ear- 

lier time slice. However, the four-dimensional 

object which has the general-I-see-before-me 

for its late time slice is identical in the strict 

sense with the four-dimensional object which 

has the small-boy-stealing-apples for an early 

time slice..J distinguish these two senses of ‘is 

identical with’ because I wish to make it clear 

‘that the brain-process doctrine asserts identity 

iNinesticl SCUSéame Catal. Tait noes: 
shall now discuss various possible objec- 

tions to the view that the processes reported in 

sensation statements are in fact processes in the 

brain. Most of us have met some of these ob- 

jections in our first year as philosophy students. 

All the more reason to take a good look at them. 

Others of the objections will be more recondite 

and subtle. 

Objection 1 

Any illiterate peasant can talk perfectly well 

about his after-images, or how things look or 

feel to him, or about his aches and pains, and 

yet he may know nothing whatever about neuro- 

physiology. A man may, like Aristotle, believe 

that the brain is an organ for cooling the body 

without any impairment of his ability to make 

true statements about his sensations. Hence the 

things we are talking about when we describe 

our sensations cannot be processes in the brain. 

Reply 

You might as well say that a nation of 

slugabeds, who never saw the morning star or 

knew of its existence, or who had never thought 
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of the expression ‘the Morning Star,’ but who 

used the expression ‘the Evening Star’ perfectly 

well, could not use this expression to refer to 

the same entity as we refer to (and describe as) 

‘the Morning Star.’ 
You may object that the Morning Star is in 

a sense not the very same thing as the Evening 

Star, but only something spatiotemporally con- 

tinuous with it. That is, you may say that the 

Morning Star is not the Evening Star in the strict 

sense of ‘identity’ that I distinguished earlier. 

I can perhaps forestall this objection by con- 

sidering the slug-abeds to be New Zealanders 

and the early risers to be Englishmen. Then 

the thing the New Zealanders describe as ‘the 

Morning Star’ could be the very same thing (in 

the strict sense) as the Englishmen describe as 

‘the Evening Star.’ And yet they could be igno- 

rant of this fact. 

There is, however, a more plausible example. 

Consider lightning.'!° Modern physical science 
tells us that lightning is a certain kind of elec- 

trical discharge due to ionization of clouds of 

water-vapor in the atmosphere. This, it is now 

believed, is what the true nature of lightning 

is. Note that there are not two things: a flash 

of lightning and an electrical discharge. There 

is one thing, a flash of lightning, which is de- 

scribed scientifically as an electrical discharge 

to the earth from a cloud of ionized water-mol- 

ecules. The case is not at all like that of explain- 

ing a footprint by reference to a burglar. We 

say that what lightning really is, what its true 

nature as revealed by science is, is an electric 

discharge. (It is not the true nature of a footprint 

to be a burglar.) 

To forestall irrelevant objections, I should 

like to make it clear that by ‘lightning’ I mean 

the publicly observable physical object, light- 

ning, not a visual sense-datum of lightning. I 

say that the publicly observable physical object 

lightning is in fact the electric discharge, not 

just a correlate of it. The sense-datum, or at 

least the having of the sense-datum, the ‘look’ 

of lightning, may well in my view be a correlate 

of the electric discharge. For in my view it is 

a brain state caused by the lightning. But we 

should no more confuse sensations of lightning 

with lightning than we confuse sensations of a 

table with the table. 
In short, the reply to Objection 1 is that there 

can be contingent statements of the form ‘A is 

identical with B,’ and a person may well know 

that something is an A without knowing that it 

is a B. An illiterate peasant might well be able 

to talk about his sensations without knowing 
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about his brain processes, just as he can talk 

about lightning though he knows nothing of 

electricity. 

Objection 2 

It is only a contingent fact (if it is a fact) that 

when we have a certain kind of sensation there 

is a certain kind of process in our brain. Indeed 

it is possible, though perhaps in the highest 

degree unlikely, that our present physiologi- 

cal theories will be as out of date as the ancient 

theory connecting mental processes with goings 

on in the heart. It follows that when we report a 

sensation we are not reporting a brain-process. 

Reply 

The objection certainly proves that when we 

say ‘I have an after-image’ we cannot mean 

something of the form ‘I have such and such a 

brain process.’ But this does not show that what 

we report (having an after-image) is not in fact 

a brain process. ‘I see lightning’ does not mean 

‘I see an electric discharge.’ Indeed, it is logi- 

cally possible (though highly unlikely) that the 

electrical discharge account of lightning might 

one day be given up. Again, ‘I see the Evening 

Star’ does not mean the same as ‘I see the 

Morning Star,’ and yet ‘the Evening Star and 

the Morning Star are one and the same thing’ 

is a contingent proposition. Possibly Objection 

2 derives some of its apparent strength from a 

‘Fido’—Fido theory of meaning. If the mean- 

ing of an expression were what the expression 

named, then of course it would follow from the 

fact that ‘sensation’ and ‘brain-process’ have 

different meanings that they cannot name one 

~and the same thing. 

Objection 3" 

Even if Objections 1 and 2 do not prove that 

sensations are something over and above brain- 

processes, they do prove that the qualities of 

sensations are something over and above the 

qualities of brain-processes. That is, it may be 
possible to get out of asserting the existence of 

irreducibly psychic processes, but not out of as- 

serting the existence of irreducibly psychic prop- 

erties. For suppose we identify the Morning Star 
with the Evening Star. Then there must be some 

properties which logically imply that of being 

the Morning Star, and quite distinct properties 
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which entail that of being the Evening Star. 

Again, there must be some properties (for exam- 

ple, that of being a yellow flash) which are logi- 

cally distinct from those in the physicalist story. 
Indeed, it might be thought that the objection 

succeeds at one jump. For consider the property 

of ‘being a yellow flash.’ It might seem that this 

property lies inevitably outside the physicalist 

framework within which I am trying to work 

(either by ‘yellow’ being an objective emergent 

property of physical objects, or else by being 

a power to produce yellow sense-data, where 

‘yellow,’ in this second instantiation of the 

word, refers to a purely phenomenal or intro- 

spectible quality). I must therefore digress for a 

moment and indicate how I deal with secondary 

qualities. I shall concentrate on color. 

First of all, let me introduce the concept of a 

normal percipient. One person is more a normal 

percipient than another if he can make color 

discriminations that the other cannot. For ex- 

ample, if A can pick a lettuce leaf out of a heap 

of cabbage leaves, whereas B cannot though he 

can pick a lettuce leaf out of a heap of beet- 

root leaves, then A is more normal than B. (I 

am assuming that A and B are not given time to 

distinguish the leaves by their slight difference 

in shape, and so forth.) From the concept of 

‘more normal than’ it is easy to see how we can 

introduce the concept of ‘normal.’ Of course, 

Eskimos may make the finest discriminations at 

the blue end of the spectrum, Hottentots at the 

red end. In this case the concept of a normal 

percipient is a slightly idealized one, rather like 

that of ‘the mean sun’ in astronomical chronol- 

ogy. There is no need to go into such subtleties 

now. I say that ‘This is red’ means something 

roughly like ‘A normal percipient would not 

easily pick this out of a clump of geranium 

petals though he would pick it out of a clump 

of lettuce leaves.’ Of course it does not exactly 

mean this: a person might know the meaning 

of ‘red’ without knowing anything about gera- 

niums, or even about normal percipients. But 

the point is that a person can be trained to say 

‘This is red’ of objects which would not easily 

be picked out of geranium petals by a normal 

percipient, and so on. (Note that even a color- 

blind person can reasonably assert that some- 

thing is red, though of course he needs to use 
another human being, not just himself, as his 

‘color meter.’) This account of secondary quali- 
ties explains their unimportance in physics. For 
obviously the discriminations and lack of dis- 
criminations made by a very complex neuro- 
physiological mechanism are hardly likely to 
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correspond to simple and nonarbitrary distinc- 
tions in nature. 

I therefore elucidate colors as powers, in 

Locke’s sense, to evoke certain sorts of dis- 

criminatory responses in human beings. They 

are also, of course, powers to cause sensa- 
tions in human beings (an account still nearer 

Locke’s). But these sensations, I am arguing, 

are identifiable with brain processes. 

Now how do I get over the objection that a 
sensation can be identified with a brain process 

only if it has some phenomenal property, not 

possessed by brain processes, whereby one-half 

of the identification may be, so to speak, pinned 

down? 

My suggestion is as follows. When a person 

says, ‘I see a yellowish-orange after-image,’ he 

is saying something like this: ‘There is some- 

thing going on which is like what is going on 

when | have my eyes open, am awake, and there 

is an orange illuminated in good light in front of 

me, that is, when I really see an orange.’ (And 

there is no reason why a person should not say 

the same thing when he is having a veridical 

sense-datum, so long as we construe ‘like’ in the 

last sentence in such a sense that something can 

be like itself.) Notice that the italicized words, 

namely ‘there is something going on which 

is like what is going on when,’ are all quasi- 

logical or topic-neutral words. This explains 

why the ancient Greek peasant’s reports about 

his sensations can be neutral between dualistic 

metaphysics or my materialistic metaphysics. It 

explains how sensations can be brain-processes 
and yet how those who report them need know 

nothing about brain-processes. For he reports 

them only very abstractly as ‘something going 

on which is like what is going on when.. .” 

Similarly, a person may say ‘someone is in the 

room,’ thus reporting truly that the doctor is in 

the room, even though he has never heard of 

doctors. (There are not two people in the room: 

‘someone’and the doctor.) This account of 

sensation statements also explains the singular 

elusiveness of ‘raw feels’-—why no one seems 

to be able to pin any properties on them.'? Raw 
feels, in my view, are colorless for the very same 

reason that something is colorless. This does not 

mean that sensations do not have properties, 

for if they are brain-processes they certainly 

have properties. It only means that in speaking 

of them as being like or unlike one another we 

need not know or mention these properties. 

This, then, is how I would reply to Objection 

3. The strength of my reply depends on the pos- 

sibility of our being able to report that one thing 
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is like another without being able to state the re- 

spect in which it is like. Iam not sure whether this 

is so or not, and that is why I regard Objection 3 

as the strongest with which I have to deal. 

Objection 4 

The after-image is not in physical space. The 

brain-process is. So the after-image is not a 

brain-process. 

Reply 

This is an ignoratio elenchi. | am not arguing that 

the after-image is a brain-process, but that the ex- 

perience of having an alter-image is a brain-pro- 

introspective report. Similarly, if it is objected 

that the after-image is yellowy-orange but that a 
surgeon looking into your brain would see noth- 

ing yellowy-orange, my reply is that it is the ex- 

perience of seeing yellowy-orange that is being 

described, and this experience is not a yellowy- 

orange something. So to say that a brain-process 

cannot be yellowy-orange is not to say that a 

brain-process cannot in fact be the experience of 

having a yellowy-orange after-image. There is, 

in a sense, no such thing as an after image or a 

sense-datum, though there is such a thing as the 

experience of having an image, and this expe- 

rience is described indirectly in material object 

language, not in phenomenal language, for there 

is no such thing.'? We describe the experience 

by saying, in effect, that it is like the experi- 

ence we have when, for example, we really see 

a yellowy-orange patch on the wall. Trees and 

wallpaper can be green, but not the experience 

of seeing or imagining a tree or wallpaper. (Or 

if they are described as green or yellow this can 

only be in a derived sense.) 

Objection 5 

It would make sense to say of a molecular move- 

ment in the brain that it is swift or slow, straight 

or circular, but it makes no sense to say this of 

the experience of seeing something yellow. 

Reply 

So far we have not given sense to talk of ex- 

periences as swift or slow, straight or circular. 

But I am not claiming that ‘experience’ and 
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‘brain-process’ mean the same or even that 

they have the same logic. ‘Somebody’ and ‘the 

doctor’ do not have the same logic, but this does 

not lead us to suppose that talking about some- 

body telephoning is talking about someone over 

and above, say, the doctor. The ordinary man 

when he reports an experience is reporting that 

something is going on, but he leaves it open as 

to what sort of thing is going on, whether in a 

material solid medium, or perhaps in some sort 

of gaseous medium, or even perhaps in some sort 

of non-spatial medium (if this makes sense). All 

that I am saying is that ‘experience’ and ‘brain- 

process’ may in fact refer to the same thing, and 

if so we may easily adopt a convention (which is 

not a change in our present rules for the use of ex- 

perience words but an addition to them) whereby 

it would make sense to talk of an experience in 

terms appropriate to physical processes. 
GS ee eee 

Objection 6 

Sensations are private, brain processes are 

public. If I sincerely say, ‘I see a yellowish-or- 

“ange after-image’ and I am not making a verbal 

mistake, then I cannot be wrong. But I can 

be wrong about a brain-process. The scientist 

looking into my brain might be having an illu- 

sion. Moreover, it makes sense to say that two 

or more people are observing the same brain- 
process but not that two or more people are re- 

porting the same inner experience. 

Reply 

This shows that the language of introspective 

reports has a different logic from the language 

of material processes. It is obvious that until 

the brain-process theory is much improved 

and widely accepted there will be no criteria 

for saying ‘Smith has an experience of such- 

and-such a sort’ except Smith’s introspective 

reports. So we have adopted a rule of language 

that (normally) what Smith says goes. 

Objection 7 

I can imagine myself turned to stone and yet 

having images, aches, pains, and so on. 

Reply 

I can imagine that the electrical theory of 

lightning is false, that lightning is some sort 
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of purely optical phenomenon. I can imagine 

that lightning is not an electrical discharge. 

I can imagine that the Evening Star is not the 

Morning Star. But it is. All the objection shows 

is that ‘experience’ and ‘brain-process’ do not 

have the same meaning. It does not show that an 

experience is not in fact a brain process. 
This objection is perhaps much the same as 

one which can be summed up by the slogan: 

‘What can be composed of nothing cannot be 

composed of anything.’ '* The argument goes as 

follows: on the brain-process thesis the identity 

between the brain-process and the experience is 

a contingent one. So it is logically possible that 

there should be no brain-process, and no pro- 

cess of any other sort, either (no heart process, 

no kidney process, no liver process). There 

would be the experience but no ‘corresponding~ 

physiological process with which we might be phy 
able to identify it empirically. 

I suspect that the objector is thinking of the 

experience as a ghostly entity. So it is composed 

of something, not of nothing, after all. On his 

view it is composed of ghost stuff, and on mine 

it is composed of brain stuff. Perhaps the coun- 

ter-reply will be!> that the experience is simple 

and uncompounded, and so it is not composed 

of anything after all. This seems to be a quibble, 

for, if it were taken seriously, the remark ‘What 

can be composed of nothing cannot be com- 

posed of anything’ could be recast as an a priori 

argument against Democritus and atomism and 

for Descartes and infinite divisibility. And it 

seems odd that a question of this sort could be 

settled a priori. We must therefore construe the 

word ‘composed’ in a very weak sense, which 

would allow us to say that even an indivisible 

atom is composed of something (namely, itself). 

The dualist cannot really say that an experience 

experiences are something over and above ma- 

ghost stuff. (Or perhaps ripples in an underlying 

ghost stuff.) I say that the dualist’s hypothesis is 

a perfectly intelligible one_But I say that expe- 

riences are not to be identified with ghost stuff 

but with brain stuff. This is another hypothesis, 
Se . 

and in my view a Very plausible one. The pres- 
ent argument cannot knock it down a priori. 

Objection 8 

The» ‘beetle jin: the box? objection (see 
Wittgenstein, Philosophical Investigations, 
paragraph 293). How could descriptions of 
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experiences, if these are genuine reports, get 

a foothold in language? For any rule of lan- 

guage must have public criteria for its correct 
application. 

Reply 

The change from describing how things are to 

describing how we feel is just a change from 

uninhibitedly saying ‘this is so’ to saying ‘this 

looks so.’ That is, when the naive person might 

be tempted to say, ‘There is a patch of light on 

the wall which moves whenever I move my 

eyes’ or ‘A pin is being stuck into me,’ we have 

learned how to resist this temptation and say 

‘It looks as though there is a patch of light on 

the wallpaper’ or ‘It feels as though someone 

were sticking a pin into me.’ The introspective 

account tells us about the individual’s state of 

consciousness in the same way as does ‘I see a 

patch of light’ or ‘I feel a pin being stuck into 

me’: it differs from the corresponding percep- 

tion statement in so far as (a) in the percep- 

tion statement the individual ‘goes beyond the 

evidence of his senses’ in describing his envi- 

ronment and (b) in the introspective report he 

withholds descriptive epithets he is inclined to 

ascribe to the environment, perhaps because he 

suspects that they may not be appropriate to the 

actual state of affairs. Psychologically speaking, 

the change from talking about the environment 

to talking about one’s state of consciousness 1s 

Simply a matter of inhibiting descriptive reac- 

tions not justified by appearances alone, and of 

disinhibiting descriptive reactions which are 

normally inhibited because the individual has 

learned that they are unlikely to provide a reli- 

SHC ants MS Te aT Ta 
“prevailing circumstances.’© To say that some- 
“thing tooks sreen to me’ is to say that my ex- 
perience is like the experience I get when I see 

something that really is green. In my reply to 

Objection 3, I pointed out the extreme openness 

or generality of statements which report experi- 

ences. This explains why there is no language 

of private qualities. (Just as ‘someone,’ unlike 

‘the doctor,’ is a colorless word.)!” 

If it is asked what is the difference between 

those brain processes which, in my view, are 

experiences and those SEIT Te 
“are not, 1 can only reply that this is at present 
~unknown. But it does not seem to me altogether 

fanciful to conjecture that the difference may in 

part be that between perception and reception 

(in Dr. D. M. MacKay’s terminology) and that 
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the type of brain process which is an experience 

might be identifiable with MacKay’s active 

‘matching response.’ !® 
I have now considered a number of objec- 

tions to the brain-process thesis. I wish now to 

conclude by some remarks on the logical status 

of the thesis itself. U. T. Place seems to hold 

that it is a straight-out scientific hypothesis.!° If 

so, he is partly right and partly wrong. If the 

issue is between (say) a brain-process thesis 

and a heart thesis, or a liver thesis, or a kidney 

thesis, then the issue is a purely empirical one, 

and the verdict is overwhelmingly in favor of 

the brain. The right sorts of things don’t go on 

in the heart, liver, or kidney, nor do these organs 

possess the right sort of complexity of struc- 

ture. On the other hand, if the issue is between 

a brain-or-heart-or-liver-or-kidney thesis (that 

is, some form of materialism) on the one hand 

and epiphenomenalism on the other hand, then 

the issue is not an empirical one. For there is 

no conceivable experiment which could decide 

between materialism and epiphenomenalism. 

This (atten jasue iaaibblike the ayerapeatuaight 
out empirical issue in science, but like the issue 

between the nineteenth-century English natu- 

ralist Philip Gosse*? and the orthodox geolo- 
gists and paleontologists of his day. According 

to Gosse, the earth was created about 4000 B.c. 

exactly as described in Genesis, with twisted 

rock strata, ‘evidence’ of erosion, and so forth, 

and all sorts of fossils, all in their appropriate 

strata, just as if the usual evolutionist story had 

been true. Clearly this theory is in a sense ir- 

refutable: no evidence can possibly tell against 

it. Let us ignore the theological setting in which 

Philip Gosse’s hypothesis had been placed, thus 

ruling out objections of a theological kind, such 

as ‘what a queer God who would go to such 

elaborate lengths to deceive us.’ Let us suppose 

that it is held that the universe just began in 

4004 B.c. with the initial conditions just every- 

where as they were in 4004 B.c., and in particu- 

lar that our own planet began with sediment in 

the rivers, eroded cliffs, fossils in the rocks, and 

so on. No scientist would ever entertain this as a 

serious hypothesis, consistent though it is with 

all possible evidence. The hypothesis offends 

against the principles of parsimony and sim- 

plicity. There would be far too many brute and 

inexplicable facts. Why are pterodactyl bones 

just as they are? No explanation in terms of the 

evolution of pterodactyls from earlier forms of 

life would any longer be possible. We would 

have millions of facts about the world as it was 

in 4004 B.c. that just have to be accepted. 
pe ee 
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The issue between the brain-process theory 

and epiphenomenalism seems to be of the above 

sort. (Assuming that a behavioristic reduction 

of introspective reports is not possible.) If it be 

agreed that there are no cogent philosophical 

arguments which force us into accepting dual- 

ism, and if the brain process theory and dualism 

are equally consistent with the facts, then the 

principles of parsimony and simplicity seem to 
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me to decide overwhelmingly in favor of the 

brain-process theory. As I pointed out earlier, 

dualism involves a large number of irreducible 

psychophysical laws (whereby the ‘nomologi- 

cal danglers’ dangle) of a queer sort, that just 

have to be taken on trust, and just as difficult 

ow as the irreducible facts about the pa- 

leontology of the earth with which we are faced 

on Philip Gosse’s theory. 

NOTES 

1. This paper takes its departure from arguments to be 
found in U. T. Place’s “Is Consciousness a Brain 
Process?” (British Journal of Psychology, XLVI, 

1956, pp. 44-50). I have had the benefit of discuss- 
ing Place’s thesis in a good many universities in 

the United States and Australia, and I hope that the 
present paper answers objections to his thesis which 

Place has not considered, and presents his thesis in 

a more nearly unobjectionable form. This paper is 
meant also to supplement “The ‘Mental’ and the 

‘Physical,’” by H. Feigl (in Minnesota Studies in 
the Philosophy of Science, I, pp. 370-497), which 
argues for much the same thesis as Place’s. 

2. Some philosophers of my acquaintance, who 

have the advantage over me in having known 
Wittgenstein, would say that this interpretation of 

him is too behavioristic. However, it seems to me 
a very natural interpretation of his printed words, 
and whether or not it is Wittgenstein’s real view it is 

certainly an interesting and important one. I wish to 
consider it here as a possible rival both to the ‘brain- 

process’ thesis and to straight-out old-fashioned 
dualism. 

3. See Ryle, Concept of Mind. (New York: Hutchinson, 
1949), p. 93. 

4. Onthis point see Paul Oppenheim and Hilary Putnam, 
“Unity of Science as a Working Hypothesis,” in 

Minnesota Studies in the Philosophy of Science Ul, 

pp. 3-36; also my note “Plausible Reasoning in 
Philosophy,” Mind LXVI (1957): pp. 75-78. 

5. Feigl, op. cit., p. 428. 

6. Wittgenstein did not like the word ‘disposition.’ 
I am using it to put in a nutshell (and perhaps in- 
accurately) the view which I am attributing to 
Wittgenstein. I should like to repeat that I do not 
wish to claim that my interpretation of Wittgenstein 

is correct. Some of those who knew him do not in- 
terpret him in this way. It is merely a view which I 
find myself extracting from his printed words and 

which I think is important and worth discussing for 
its own sake. 

7. See Place, op. cit., p. 45, near top, and Feigl, op. cit., 
p. 390, near top. 

8. See J. H. Woodger, “Theory Construction” in 

International Encyclopedia of Unified Science, I, 

number 5, (Chicago, 1939), p. 38. I here permit 
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16. 
is 
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20. 

myself to speak loosely. For warnings against pos- 

sible ways of going wrong with this sort of talk, see 

my note “Spatialising Time,” Mind LXIV (1955): 

pp. 239-41. 
Cf. Feigl, op. cit., p. 439. 
See Place, op. cit., p. 47; also Feigl, op. cit. p. 438. 
I think this objection was first put to me by Professor 

Max Black. I think it is the most subtle of any of 

those I have considered, and the one which I am 
least confident of having satisfactorily met. 
See B. A. Farrell, “Experience,” Mind LIX (1950), 

especially p. 174. 
Dr. J. R. Smythies claims that a sense-datum lan- 

guage could be taught independently of the mate- 
rial object language (“A Note on the Fallacy of the 
‘Phenomenological Fallacy,” British Journal of 

Psychology XLVUI [1957]: pp. 141-44). Lam not so 
sure of this: there must be some public criteria for a 

person having got a rule wrong before we can teach 
him the rule. I suppose someone might accidentally 
learn color words by Dr. Smythies’ procedure. I am 
not, of course, denying that we can learn a sense- 
datum language in the sense that we can learn to 

report our experience. Nor would Place deny it. 

I owe this objection to Mr. C. B. Martin. I gather 

that he no longer wishes to maintain this objection, 
at any rate in its present form. 

. Martin did not make this reply, but one of his stu- 
dents did. 

I owe this point to Place, in correspondence. 
The ‘beetle in the box’ objection is, if it is sound, 

an objection to any view, and in particular the 
Cartesian one, that introspective reports are genu- 
ine reports. So it is no objection to a weaker thesis 

that I would be concerned to uphold, namely, that if 
introspective reports of ‘experiences’ are genuinely 

reports, then the things they are reports of are in fact 
brain processes. 

See his article “Towards an Information-Flow 
Model of Human Behaviour,” British Journal of 
Psychology XLVII (1956): pp. 30-43. 
Op. cit. 

See the entertaining account of Gosse’s book, 
Omphalos, by Martin Gardner in Fads and Fallacies 
in the Name of Science, 2nd ed. (New York: Dover 
Publications, 1957). 



The Nature of Mental States 

Hilary Putnam 

The typical concerns of the Philosopher of- 

Mind might be represented by three questions: 

(1) How do we know that other people have 

pains? (2) Are pains brain states? (3) What is 

the analysis of the concept pain? I do not wish 

to discuss questions (1) and (3) in this paper. 

I shall say something about question (2).! 

|. Identity Questions 

‘Is pain a brain state?’ (Or, ‘Is the property of 

having a pain at time fa brain state?’)? It is im- 

possible to discuss this question sensibly with- 

out saying something about the peculiar rules 

which have grown up in the course of the de- 

velopment of ‘analytical philosophy’—rules 

which, far from leading to an end to all concep- 

tual confusions, themselves represent consider- 

able conceptual confusion. These rules—which 

are, of course, implicit rather than explicit in 

the practice of most analytical philosophers— 

are (1) that a statement of the form ‘being A 

is being B’ (e.g., “being in pain is being in a 

certain brain state’) can be correct only if it fol- 

lows, in some sense, from the meaning of the 

terms A and B; and (2) that a statement of the 

form ‘being A is being B’ can be philosophi- 

cally informative only if it is in some sense re- 

ductive (e.g. ‘being in pain is having a certain 

unpleasant sensation’ is not philosophically 

informative; ‘being in pain is having a certain 

behavior disposition’ is, if true, philosophically 

informative). These rules are excellent rules if 

we still believe that the program of reductive 

analysis (in the style of the 1930s) can be car- 

ried out; if we don’t, then they turn analytical 

philosophy into a mug’s game, at least so far as 

‘is’ questions are concerned. 
In this paper I shall use the term ‘property’ 

as a blanket term for such things as being in 

pain, being in a particular brain state, having 

a particular behavior disposition, and also for 

magnitudes such as temperature, etc.—i.e., 

for things which can naturally be represented 

by one-or-more-place predicates or functors. 

I shall use the term ‘concept’ for things which 

can be identified with synonymy-classes of ex- 

pressions. Thus the concept temperature can 

be identified (I maintain) with the synonymy- 

class of the word ‘temperature.’ (This is like 

saying that the number 2 can be identified with 

the class of all pairs. This is quite a different 

statement from the peculiar statement that 2 

is the class of all pairs. | do_not maintain that 
concepts are synonymy-classes, whatever that 

might mean, but that they can be identified with 

synonymy classes, for the purpose of formaliza- 

tion of the relevant discourse.) 

The question ‘What is the concept tempera- 

ture?’ is a very ‘funny’ one. One might take it 

to mean “What is temperature? Please take my 

question as a conceptual one.’ In that case an 

answer might be (pretend for a moment ‘heat’ 

and ‘temperature’ are synonyms) ‘temperature 

is heat,’ or even ‘the concept of temperature is 

the same concept as the concept of heat.’ Or 

one might take it to mean ‘What are concepts, 

really? For example, what is ‘the concept of 

temperature’ ?’ In that case heaven knows what 

an ‘answer’ would be. (Perhaps it would be the 

statement that concepts can be identified with 

synonymy-classes.) 
Of course, the question “What is the property 

temperature?’ is also ‘funny.’ And one way of 

interpreting it is to take it as a question about 

the concept of temperature. But this is not the 

way a physicist would take it. 

The effect of saying that the property P, 

can be identical with the property P, only 

if the terms P,, P, are in some suitable sense 

‘synonyms’ is, to all intents and purposes, to 

collapse the two notions of ‘property’ and ‘con- 

cept’ into a single notion. The view that con- 

cepts (intensions) are the same as properties 

has been explicitly advocated by Carnap (e.g., 

in Meaning and Necessity). This seems an un- 

fortunate view, since ‘temperature is mean mo- 

lecular kinetic energy’ appears to be a perfectly 

good example of a true statement of identity of 

Originally published as “Psychological Predicates” in Art, Mind, and Religion, W. H. Capitan 

and D. D. Merrill, eds.,(University of Pittsburgh Press, 1973), pp. 37-48. Reprinted with permis- 

sion of University of Pittsburgh Press. 
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properties, whereas ‘the concept of temperature 

is the same concept as the concept of mean mo- 

lecular kinetic energy’ is simply false. 

Many philosophers believe that the statement 

‘pain is a brain state’ violates some rules or 

norms of English. But the arguments offered are 

hardly convincing. For example, if the fact that 

I can know that I am in pain without knowing 

that I am in brain state S shows that pain cannot 

be brain state S, then, by exactly the same argu- 

ment, the fact that I can know that the stove is 

hot without knowing that the mean molecular 

kinetic energy is high (or even that molecules 

exist) shows that it is false that temperature is 

mean molecular kinetic energy, physics to the 

contrary. In fact, all that immediately follows 

from the fact that can know that I am in pai 
without knowing that I am in brain state S is that 

~ pain, or the state of being in pain, or some pain, 

or some pain state, might still be brain state S. 

_ same concept as the concept of mean molecular 
kinetic_energy. But temperature_is mean mo- 

lecular kinetic ener 
Ba casera HSA that both ‘pain 

is a brain state’ and ‘pain states are brain states’ 

are unintelligible. The answer is to explain to 

these philosophers, as well as we can, given 

the vagueness of all scientific methodology, 

what sorts of considerations lead one to make 

an empirical reduction (i.e. to say such things 

as ‘water is H,O,’‘light is electromagnetic 

radiation, ‘temperature is mean molecular ki- 

netic energy’). If, without giving reasons, he 

still maintains in the face of such examples that 

one cannot imagine parallel circumstances for 

the use of ‘pains are brain states’ (or, perhaps, 

‘pain states are brain states’) one has grounds to 

regard him as perverse. 

Some philosophers maintain that “P, is P,’ 

is something that can be true, when the ‘is’ in- 

volved is the ‘is’ of empirical reduction, only 

when the properties P, and P, are (a) associated 

with a spatio-temporal region; and (b) the region 

is one and the same in both cases. Thus ‘tem- 

perature is mean molecular kinetic energy’ is an 

admissible empirical reduction, since the tem- 

perature and the molecular energy are associated 

with the same space-time region, but ‘having a 

pain in my arm is being in a brain state’ is not, 

since the spatial regions involved are different. 

This argument does not appear very strong. 

Surely no one is going to be deterred from saying 

that mirror images are light reflected from an 
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object and then from the surface of a mirror by 

the fact that an image can be ‘located’ three feet 

behind the mirror! (Moreover, one can always 

find some common property of the reductions 

one is willing to allow—e.g., temperature is 

mean molecular kinetic energy—which is not a 

property of some one identification one wishes 

to disallow. This is not very impressive unless 

one has an argument to show that the very pur- 

poses of such identification depend upon the 

common property in question.) 

Again, other philosophers have contended 

that all the predictions that can be derived from 

the conjunction of neurophysiological laws with 

such statements as ‘pain states are such-and-such 

brain states’ can equally well be derived from 

the conjunction of the same neurophysiological 

laws with ‘being in pain is correlated with such- 

and-such brain states,’ and hence (sic!) there can 

be no methodological grounds for saying that 

pains (or pain states) are brain states, as o ed 

fo saying that they are correlated (invariantly) 

“with brain states. This argument, too, would 

“show that light is only correlated with electro- 

magnetic radiation. The mistake is in ignoring 

the fact that, although the theories in question 

may indeed lead to the same predictions, they 

open and exclude different questions. ‘Light is 

invariantly correlated with electromagnetic ra- 

diation’ would leave open the questions “What 

is the light then, if it isn’t the same as the electro- 

magnetic radiation?’ and “What makes the light 

accompany the electromagnetic radiation?’— 

questions which are excluded by saying that the 

light is the electromagnetic radiation. Similarly, 

the purpose of saying that pains are brain states 

is precisely to exclude from empirical meaning- 

fulness the questions ‘What is the pain, then, if 

it isn’t the same as the brain state?’ and ‘What 

makes the pain accompany the brain state?’ If 

there are grounds to suggest that these questions 

represent, so to speak, the wrong way to look at 

the matter, then those grounds are grounds for 

a theoretical identification of pains with brain 
states. 

If all arguments to the contrary are unconvinc- 

ing, shall we then conclude that it is meaningful 

(and perhaps true) to say either that pains are 

brain states or that pain states are brain states? 

1. Itis perfectly meaningful (violates no ‘rule 

of English,’ involves no ‘extension of 

usage’) to say ‘pains are brain states.’ 

2. It is not meaningful (involves a ‘changing 

of meaning’ or ‘an extension of usage,’ 

etc.) to say ‘pains are brain states.’ 
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My own position is not expressed by either 

(1) or (2). It seems to me that the notions 

‘change of meaning’ and ‘extension of usage’ 

are simply so ill-defined that one cannot in fact 

say either (1) or (2). I see no reason to believe 

that either the linguist, or the man-on-the-street, 

or the philosopher possesses today a notion of 

‘change of meaning’ applicable to such cases 

as the one we have been discussing. The job for 

which the notion of change of meaning was de- 

veloped in the history of the language was just 

a much cruder job than this one. 

But, if we don’t assert either (1) or (2)—in 

other words, if we regard the ‘change of mean- 

ing’ issue as a pseudo-issue in this case—then 

how are we to discuss the question with which 

we started? ‘Is pain a brain state?’ 

The answer is to allow statements of the form 

‘pain is A,’ where ‘pain’ and ‘A’ are in no sense 

synonyms, and to see whether any such state- 

ment can be found which might be acceptable 

on empirical and methodological grounds. This 

is what we shall now proceed to do. 

Il. Is Pain a Brain State? 

We shall discuss ‘Is pain a brain state?’ then. 

And we have agreed to waive the ‘change of 

meaning’ issue. 

Since I am discussing not what the concept of 

pain comes to, but what pain is, in a sense of ‘is’ 

which requires empirical theory-construction 

(or, at least, empirical speculation), I shall not 

apologize for advancing an empirical hypoth- 

esis. Indeed, my strategy will be to argue that 

pain is not a brain state, not on a priori grounds, 

but on the grounds that another hypothesis is 

more plausible. The detailed development and 

verification of my hypothesis would be just as 

Utopian a task as the detailed development and 

verification of the brain-state hypothesis. But 

the putting-forward, not of detailed and scien- 
tifically ‘finished’ hypotheses, but of schemata 

for hypotheses, has long been a function of phi- 

losophy. I shall, in short, argue that pain is not a 

brain state, in the sense of a physical-chemical 

state of the brain (or even the whole nervous 

system), but another kind of state entirely. I 

~propose the hypothesis that pain, or the state of 

being in pain, is a functional state_of a whole 

organism. 

“To explain this it is necessary to introduce 
some technical notions. In previous papers I 

have explained the notion of a Turing Machine 

and discussed the use of this notion as a model 
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for an organism. The notion of a Probabilistic 

Automaton is defined similarly to a Turing 
tare mex EAE RTGS CRM ORINDEI Co 

‘states’ are allowed to be with various probabili- 

_ties rather than being ‘deterministic.’ (Of course, 

a Turing Machine is simply a special kind of 

Probabilistic Automaton, one with transition 

probabilities 0, 1.) I shall assume the notion of 

a Probabilistic Automaton has been general- 

ized to allow for ‘sensory inputs’ and ‘motor 

outputs’—that is, the Machine Table specifies, 

for every possible combination of a ‘state’ and a 

complete set of “sensory inputs,’ an ‘instruction’ 

which determines the probability of the next 

‘state,’ and also the probabilities of the ‘motor 

outputs.’ (This replaces the idea of the Machine 

as printing on a tape.) I shall also assume that 

the physical realization of the sense organs re- 

sponsible for the various inputs, and of the motor 

organs, is specified, but that the ‘states’ and the 

‘inputs’ themselves are, as usual, specified only 

‘implicitly’—1.e., by the set of transition prob- 

abilities given by the Machine Table. 

Since an empirically given system can si- 

multaneously be a ‘physical realization’ of 

many different Probabilistic Automata, I intro- 

duce the notion of a Description of a system. A 

Description of S where S is a system, is any true 

statement to the effect that § possesses distinct 

states S|, S,..., 8S, which are related to one an- 

other and to the motor outputs and sensory inputs 

by the transition probabilities given in such- 

and-such a Machine Table. The Machine Table 

mentioned in the Description will then be called 

the Functional Organization of S relative to that 

Description, and the S. such that S is in state S. 

at a given time will be called the Total State of 

S (at that time) relative to that Description. It 

should be noted that knowing the Total State of a 

system relative to a Description involves know- 

ing a good deal about how the system is likely 

to ‘behave,’ given various combinations of sen- 

sory inputs, but does not involve knowing the 

physical realization of the S, as, e.g., physical- 

chemical states of the brain. The S., to repeat, are 

specified only implicitly by the Description— 

i.e., specified only by the set of transition prob- 

abilities given in the Machine Table. 

The hypothesis that ‘being in pain is a func- 

tional state of the organism’ may now be spelled 

ae ee — 

1. All organisms capable of feeling pain aré 

Probabilistic Automata. 

2. Every organism capable of feeling pain 

possesses at least one Description of a 
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certain kind (i.e., being capable of feeling 

pain is possessing an appropriate kind of 

Functional Organization). 

3. No organism capable of feeling pain pos- 

sesses a decomposition into parts which 

separately possess Descriptions of the kind 

referred to in (2). 

4. For every Description of the kind referred 

to in (2), there exists a subset of the sen- 

sory inputs such that an organism with 

that Description is in pain when and only 

when some of its sensory inputs are in that 

subset. 

This hypothesis is admittedly vague, though 

surely no vaguer than the brain-state hypothesis 

in its present form. For example, one would 

like to know more about the kind of Functional 

Organization that an organism must have to 

be capable of feeling pain, and more about the 

marks that distinguish the subset of the sen- 

sory inputs referred to in (4). With respect to 

the first question, one can probably say that the 

Functional Organization must include some- 

thing that resembles a ‘preference function,’ 

or at least a preference partial ordering, and 

something that resembles an ‘inductive logic’ 

(i.e., the Machine must be able to ‘learn from 

experience’). (The meaning of these condi- 

tions, for Automata models, is discussed in my 

paper ‘The Mental Life of Some Machines.’) 

In addition, it seems natural to require that the 

Machine possess ‘pain sensors,’ 1.e., sensory 

organs which normally signal damage to the 

Machine’s body, or dangerous temperatures, 

pressures, etc., which transmit a special subset 

of the inputs, the subset referred to in (4). 

Finally, and with respect to the second ques- 

tion, we would want to require at least that the 

inputs in the distinguished subset have a high 

disvalue on the Machine’s preference function 

or ordering (further conditions are discussed 

in “The Mental Life of Some Machines’). The 

purpose of condition (3) is to rule out such ‘or- 

ganisms’ (if they can count as such) as swarms 

of bees as single pain-feelers. The condition (1) 

is, obviously, redundant, and is only introduced 

for expository reasons. (It is, in fact, empty, 

since everything is a Probabilistic Automaton 

under some Description.) 

I contend, in passing, that this hypothesis, in 

spite of its admitted vagueness, is far Jess vague 

than the ‘physical-chemical state’ hypothesis 

» 1s today, and far more susceptible to investiga- 

tion of both a mathematical and an empirical 

kind. Indeed, to investigate this hypothesis is 
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just to attempt to produce ‘mechanical’ models 

of organisms—and isn’t this, in a sense, just 

what psychology is about? The difficult step, of 

course, will be to pass from models of specific 

organisms to a normal form for the psychologi- 

cal description of organisms—for this is what 

is required to make (2) and (4) precise. But this 

too seems to be an inevitable part of the pro- 

gram of psychology. 

I shall now compare the hypothesis just ad- 

vanced with (a) the hypothesis that pain is a 

brain state, and (b) the hypothesis that pain is a 

behavior disposition. 

Ill. Functional State versus 

Brain State 

It may, perhaps, be asked if I am not somewhat 

unfair in taking the brain-state theorist to be 

talking about physical-chemical states of the 

brain. But (a) these are the only sorts of states 

ever mentioned by brain-state theorists. (b) The 

brain-state theorist usually mentions (with a 

certain pride, slightly reminiscent of the Village 

Atheist) the incompatibility of his hypothesis 

with all forms of dualism and mentalism. This is 

natural if physical-chemical states of the brain 

are what is at issue. However, functional states 

of whole systems are something quite different. 

In particular, the functional-state hypothesis is 

not incompatible with dualism! Although it goes 

“without Sayiig that the hypothesis is ‘mechanis- 
tic’ in its inspiration, it is a slightly remarkable 

fact that a system consisting of a body and a 

‘soul,’ if such things there be, can perfectly well 

be a Probabilistic Automaton. (c) One argument 

advanced by Smart is that the brain-state theory 

assumes only ‘physical’ properties, and Smart 

finds ‘non-physical’ properties unintelligible. 

The Total States and the ‘inputs’ defined above 

are, of course, neither mental nor physical per 

se, and I cannot imagine a functionalist advanc- 

ing this argument. (d) If the brain-state theorist 

does mean (or at least allow) states other than 

physical-chemical states, then his hypothesis 

is completely empty, at least until he specifies 

what sort of ‘states’ he does mean. 

Taking the brain-state hypothesis in this 

way, then, what reasons are there to prefer the 
functional-state hypothesis over the brain-state 
hypothesis? Consider what the brain-state theo- 
rist has to do to make good his claims. He has 
to specify a physical-chemical state such that 
any organism (not just a mammal) is in pain if 
and only if (a) it possesses a brain of a suitable 
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physical-chemical structure; and (b) its brain is 

in that physical-chemical state. This means that 

the physical-chemical state in question must be 

a possible state of a mammalian brain, a reptil- 

ian brain, a mollusc’s brain (octopuses are mol- 

lusca, and certainly feel pain), etc. At the same 

time, it must not be a possible (physically pos- 

sible) state of the brain of any physically pos- 

sible creature that cannot feel pain. Even if such 
a st an be found, it must be nomologically 

certain that 17Wi of the brain 

ny extra-terrestrial life that be found 
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ones, such as hunger, thirst, aggression, etc.— 

to have more or less similar ‘transition prob- 

abilities’ (within wide and ill-defined limits, to 

be sure) with each other and with behavior in 

the case of different species, because this is an 

artifact of the way in which we identify these 

states. Thus, we would not count an animal as 

thirsty if its ‘unsatiated’ behavior did not seem 

to be directed toward drinking and was not fol- 

lowed by ‘satiation for liquid.’ Thus any animal 

that we count as capable of these various states 

will at least seem to have a certain rough kind 
that will be ca Of feeling pain before we 

: €n entertain the supposition that it may 

~~ It is not altogether impossible that such a 

of functional organization. And, as already re- 

marked, if the program of finding psychologi- 

cal laws that are not species-specific—i.e., of 

finding a normal form for psychological theo- 
state will be found. Even though octopus and 

mammal are examples of parallel (rather than 

sequential) evolution, for example, virtually 

identical structures (physically speaking) have 

evolved in the eye of the octopus and in the eye 

of the mammal, notwithstanding the fact that 

this organ has evolved from different kinds of 

cells in the two cases. Thus it is at least possible 

that parallel evolution, all over the universe, 

might always lead to one and the same physical 

‘correlate’ of pain. But this is certainly an ambi- 

tious hypothesis. 

Finally, the hypothesis becomes still more 

ambitious when we realize that the brain-state 

theorist is not just saying that pain is a brain 

state; he is, of course, concerned to maintain 

that every psychological state is a brain state. 

Thus if we can find even one psychological 

predicate which can clearly be applied to both 

a mammal and an octopus (say ‘hungry’), but 

whose physical-chemical ‘correlate’ is dif- 

ferent in the two cases, the brain-state theory 

has collapsed. It seems to me overwhelmingly 

probable that we can do this. Granted, in such 

a case the brain-state theorist can save himself 

by ad hoc assumptions (e.g., defining the dis- 

junction of two states to be a single ‘physical- 

chemical state’), but this does not have to be 

taken seriously. 

Turning now to the considerations for the 

functional-state theory, let us begin with the 

fact that we identify organisms as in pain, or 

hungry, or angry, or in heat, etc., on the basis of 

their behavior. But it is a truism that similari- 

ties in the behavior of two systems are at least 

a reason to suspect similarities in the functional 

organization of the two systems, and a much 

weaker reason to suspect similarities in the 

actual physical details. Moreover, we expect the 

various psychological states—at least the basic 

ries of different species—ever succeeds, then 

it will bring in its wake a delineation of the 

kind of functional organization that is neces- 

sary and sufficient for a given psychologi- 

cal state, as well as a precise definition of the 

notion ‘psychological state.’ In contrast, the 

brain-state theorist has to hope for the eventual 

development of neurophysiological laws that 

are species-independent, which seems much 

less reasonable than the hope that psychologi- 

cal laws (of a sufficiently general kind) may be 

species-independent, or, still weaker, that a spe- 

cies-independent form can be found in which 

psychological laws can be written. 

IV. Functional State versus 
Behavior Disposition 

The theory that being in pain is neither a brain 

state nor a functional state but a behavior dispo- 

sition has one apparent advantage: it appears to 

agree with the way in which we verify that or- 

ganisms are in pain. We do not in practice know 

anything about the brain state of an animal when 

we Say that it is in pain; and we possess little if 

any knowledge of its functional organization, 

except in a crude intuitive way. In fact, how- 

ever, this ‘advantage’ is no advantage at all: for, 

although statements about how we verify that 

x is A may have a good deal to do with what 

the concept of being A comes to, they have pre- 

cious little to do with what the property A is. To 

argue on the ground just mentioned that pain is 

neither a brain state nor a functional state is like 

arguing that heat is not mean molecular kinetic 

energy from the fact that ordinary people do 

not (they think) ascertain the mean molecular 

kinetic energy of something when they verify 

that it is hot or cold. It is not necessary that they 
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should; what is necessary is that the marks that 

they take as indications of heat should in fact 

be explained by the mean molecular kinetic 

energy. And, similarly, it is necessary to our 

hypothesis that the marks that are taken as be- 

havioral indications of pain should be explained 

by the fact that the organism is in a functional 

state of the appropriate kind, but not that speak- 

ers should know that this is so. 

The difficulties with ‘behavior disposition’ 

accounts are so well known that I shall do little 

more than recall them here. The difficulty—it 

appears to be more than ‘difficulty,’ in fact— 

of specifying the required behavior disposition 

except as ‘the disposition of X to behave as if 

X were in pain,’ is the chief one, of course. In 

contrast, we can specify the functional state 

with which we propose to identify pain, at 

least roughly, without using the notion of pain. 

Namely, the functional state we have in mind is 

the state of receiving sensory inputs which play 

a certain role in the Functional Organization of 

the organism. This role is characterized, at least 

partially, by the fact that the sense organs re- 

sponsible for the inputs in question are organs 

whose function is to detect damage to the body, 

or dangerous extremes of temperature, pressure, 
etc., and by the fact that the ‘inputs’ themselves, 

whatever their physical realization, represent a 

condition that the organism assigns a high dis- 

value to. As I stressed in “The Mental Life of 

Some Machines,’ this does not mean that the 

Machine will always avoid being in the condi- 

tion in question (‘pain’); it only means that the 

condition will be avoided unless not avoiding 

it is necessary to the attainment of some more 

highly valued goal. Since the behavior of the 

Machine (in this case, an organism) will depend 

not merely on the sensory inputs, but also on the 

Total State (i.e., on other values, beliefs, etc.), it 

seems hopeless to make any general statement 
about how an organism in such a condition must 

behave; but this does not mean that we must 

abandon hope of characterizing the condition. 

Indeed, we have just characterized it.‘ 
Not only does the behavior-disposition 

theory seem hopelessly vague; if the ‘behavior’ 

referred to is peripheral behavior, and the rel- 

evant stimuli are peripheral stimuli (e.g., we do 

not say anything about what the organism will 

do if its brain is operated upon), then the theory 

seems clearly false. For example, two animals 

with all motor nerves cut will have the same 

actual and potential ‘behavior’ (viz., none to 

speak of); but if one has cut pain fibers and the 

other has uncut pain fibers, then one will feel 
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pain and the other won’t. Again, if one person 

has cut pain fibers, and another suppresses all 

pain responses deliberately due to some strong 

compulsion, then the actual and potential pe- 

ripheral behavior may be the same, but one will 

feel pain and the other won’t. (Some philoso- 

phers maintain that this last case is conceptually 

impossible, but the only evidence for this ap- 

pears to be that they can’t, or don’t want to, con- 

ceive of it.)° If, instead of pain, we take some 

sensation the ‘bodily expression’ of which is 

easier to suppress—say, a slight coolness in 

one’s left little finger—the case becomes even 

clearer. 

Finally, even if there were some behavior 

disposition invariantly correlated with pain 

(species-independently!), and specifiable with- 

out using the term ‘pain,’ it would still be more 

plausible to identify being in pain with some 

state whose presence explains this behavior dis- 

position—the brain state or functional state— 

than with the behavior disposition itself. Such 

considerations of plausibility may be somewhat 

subjective; but if other things were equal (of 

course, they aren’t) why shouldn’t we allow 

considerations of plausibility to play the decid- 

ing role? 

V. Methodological 
Considerations 

So far we have considered only what might be 

called the ‘empirical’ reasons for saying that 

being in pain is a functional state, rather than 

a brain state or a behavior disposition; viz., that 

it seems more likely that the functional state we 

described is invariantly ‘correlated’ with pain, 

species-independently, than that there is either 

a physical-chemical state of the brain (must an 

organism have a brain to feel pain? perhaps 

some ganglia will do) or a behavior disposition 

so correlated. If this is correct, then it follows 

that the identification we proposed is at least a 

candidate for consideration. What of method- 
ological considerations? 

The methodological considerations are 

roughly similar in all cases of reduction, so no 

surprises need be expected here. First, identi- 
fication of psychological states with functional 
states means that the laws of psychology can 
be derived from statements of the form ‘such- 
and-such organisms have  such-and-such 
Descriptions’ together with the identification 
statements (‘being in pain is such-and-such a 
functional state,’ etc.). Secondly, the presence 
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of the functional state (i.e., of inputs which play 

the role we have described in the Functional 

Organization of the organism) is not merely 

‘correlated with’ but actually explains the pain 

behavior on the part of the organism. Thirdly, 

the identification serves to exclude questions 

which (if a naturalistic view is correct) repre- 

sent an altogether wrong way of looking at the 

matter, e.g., ‘What is pain if it isn’t either the 

brain state or the functional state?’ and ‘What 
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causes the pain to be always accompanied 

by this sort of functional state?’ In short, the 

identification is to be tentatively accepted as a 

theory which leads to both fruitful predictions 

and to fruitful questions, and which serves to 

discourage fruitless and empirically senseless 

questions, where by ‘empirically senseless’ I 

mean ‘senseless’ not merely from the stand- 

point of verification, but from the standpoint of 

what there in fact is. 

NOTES 

1. I have discussed these and related topics in the fol- 

lowing papers: “Minds and machines,” in Dimensions 
of Mind, Sidney Hook, ed.,(New York: New York 

University Press, 1960), pp. 148-79; “Brains and 
behavior,” in Analytical Philosophy, second series, 

Ronald Butler, ed., (Oxford: Oxford University Press, 
1965), pp. 1-20; and “The Mental Life of Some 
Machines,” in /ntentionality, Minds, and Perception, 

Hector-Neri Castafieda, ed., (Detroit: Wayne State 
University Press, 1967), pp. 177-200. 

2. In this paper I wish to avoid the vexed question of 
the relation between pains and pain states. | only 

remark in passing that one common argument 

against identification of these two—viz., that a 

pain can be in one’s arm but a state (of the organ- 

ism) cannot be in one’s arm—is easily seen to be 

fallacious. 
3. There are some well-known remarks by Alonzo 

Church on this topic. Those remarks do not bear (as 

might at first be supposed) on the identification of 
concepts with synonymy-classes as such, but rather 

support the view that (in formal semantics) it is 

necessary to retain Frege’s distinction between the 

normal and the ‘oblique’ use of expressions. That 

is, even if we say that the concept of temperature is 

the synonymy-class of the word ‘temperature,’ we 

must not thereby be led into the error of supposing 

that ‘the concept of temperature’ is synonymous 

with ‘the synonymy-class of the word ‘tempera- 
ture’”—for then ‘the concept of temperature’ and 

‘der Begriff der Temperatur’ would not be synony- 

mous, which they are. Rather, we must say that ‘the 

concept of temperature’ refers to the synonymy- 
class of the word ‘temperature’ (on this particular 

reconstruction); but that class is identified not as 

‘the synonymy class to which such-and-such a word 

belongs,’ but in another way (e.g., as the synonymy- 

class whose members have such-and-such a charac- 

teristic use). 

4. In the ‘Mental life of some machines’ a further, and 

somewhat independent, characteristic of the pain 

inputs is discussed in terms of Automata models— 
namely the spontaneity of the inclination to with- 

draw the injured pait, etc. This raises the question, 

which is discussed in that paper, of giving a func- 
tional analysis of the notion of a spontaneous in- 
clination. Of course, still further characteristics 
come readily to mind—for example, that feelings 

of pain are (or seem to be) located in the parts of 
the body. 

5. Cf. the discussion of ‘super-spartans’ in “Brains and 
behavior.” 



The Causal Theory of the Mind 

David M. Armstrong 

Is Philosophy Just Conceptual 
Analysis? 

What can philosophy contribute to solving the 

problem of the relation to mind to body? Twenty 

years ago, many English-speaking philosophers 

would have answered: ‘Nothing beyond an 

analysis of the various mental concepts.’ If we 

seek knowledge of things, they thought, it is to 

science that we must turn. Philosophy can only 

cast light upon our concepts of those things. 

This retreat from things to concepts was not 

undertaken lightly. Ever since the seventeenth 

century, the great intellectual fact of our culture 

has been the incredible expansion of knowledge 

both in the natural and in the rational sciences 

(mathematics, logic). Everyday life presents 

us with certain simple verities. But, it seems, 

through science and only through science can 

we build upon these verities, and with astonish- 

ing results. 

The success of science created a crisis in 

philosophy. What was there for philosophy to 

do? Hume had already perceived the problem in 

some degree, and so surely did Kant, but it was 

not until the twentieth century, with the Vienna 

Circle and with Wittgenstein, that the difficulty 

began to weigh heavily. Wittgenstein took the 

view that philosophy could do no more than 

strive to undo the intellectual knots it itself had 

tied, so achieving intellectual release, and even 

a certain illumination, but no knowledge. A 

little later, and more optimistically, Ryle saw a 

positive, if reduced, role for philosophy in map- 

ping the ‘logical geography’ of our concepts: 

how they stood to each other and how they were 

to be analyzed. 

On the whole, Ryle’s view proved more pop- 

ular than Wittgenstein’s. After all, it retained a 

special, if much reduced, realm for philosophy 

where she might still be queen. There was better 

hope of continued employment for members of 
the profession! 

Since that time, however, philosophers in 

the ‘analytic’ tradition have swung back from 

Wittgensteinian and even Rylean pessimism to 

a more traditional conception of the proper role 

and tasks of philosophy. Many analytic phi- 

losophers now would accept the view that the 

central task of philosophy is to give an account, 

or at least play a part in giving an account, of 

the most general nature of things and of man. 

(I would include myself among that many.) 

Why has this swing back occurred? Has the 

old urge of the philosopher to determine the 

nature of things by a priori reasoning proved 

too strong? To use Freudian terms, are we 

simply witnessing a return of what philosophers 

had repressed? I think not. One consideration 

that has had great influence was the realization 

that those who thought that they were abandon- 

ing ontological and other substantive questions 

for a mere investigation of concepts were in fact 

smuggling in views on the substantive ques- 

tions. They did not acknowledge that they held 

these views, but the views were there; and far 

worse from their standpoint, the views imposed 

a form upon their answers to the conceptual 

questions. 

For instance, in The Concept of Mind (1949), 

Gilbert Ryle, although he denied that he was a 

Behaviorist, seemed to be upholding an account 

of man and his mind that was extremely close to 

Behaviorism. Furthermore, it seemed in many 

cases that it was this view of the mind-body 

problem that led him to his particular analyses 

of particular mental concepts, rather than the 

other way around. Faced with examples like 

this, it began to appear that, since philosophers 

could not help holding views on substantive 

matters, and the views could not help affect- 

ing their analyses of concepts, the views had 

better be held and discussed explicitly instead 

of appearing in a distorted, because unacknowl- 
edged, form. 

The swing back by analytic philosophers to 

first-order questions was also due to the growth 

of a more sophisticated understanding of the 

nature of scientific investigation. For a philo- 
sophical tradition that is oriented towards sci- 
ence, as, on the whole, Western philosophy 
is, the consideration of the methods of science 

From David M. Armstrong, The Nature of Mind and Other Essays (University of Queensland 
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must be an important topic. It was gradually 

realized that in the past scientific investigation 

had regularly been conceived in far too posi- 

tivistic, sensationalistic and observationalistic a 

spirit. (The influence of Karl Popper has been 

of the greatest importance in this realization.) 

As the central role of speculation, theory and 

reasoning in scientific investigation began to 

be appreciated by more and more philosophers, 

the border-line between science and philosophy 

began to seem at least more fluid, and the hope 

arose again that philosophy might have some- 

thing to contribute to first-order questions. 

The philosopher has certain special skills. 

These include the stating and assessing of the 

worth of arguments, including the bringing to 

light and making explicit suppressed premises 

of arguments, the detection of ambiguities and 

inconsistencies, and, perhaps especially, the 

analysis of concepts. But, I contend, these spe- 

cial skills do not entail that the objective of phi- 

losophy is to do these things. They are rather the 

special means by which philosophy attempts to 

achieve further objectives. Ryle was wrong in 

taking the analysis of concepts to be the end of 

philosophy. Rather, the analysis of concepts is a 

means by which the philosopher makes his con- 

tribution to great general questions, not about 

concepts, but about things. 

In the particular case of the mind—body prob- 

lem, the propositions the philosopher arrives at 

need not be of a special nature. They perhaps 

might have been arrived at by the psycholo- 

gist, the neuro-physiologist, the biochemist or 

others, and, indeed, may be suggested to the 

philosopher by the results achieved or programs 

proposed by those disciplines. But the way that 

the argument is marshalled by a philosopher 

will be a special way. Whether this special way 

has or has not any particular value in the search 

for truth is a matter to be decided in particular 

cases. There is no a priori reason for thinking 

that the special methods of philosophy will be 

able to make a contribution to the mind—body 

problem. But neither is there an a priori reason 

for assuming that the philosopher’s contribu- 

tion will be valueless. 

The Concept of a Mental 
State 

The philosophy of philosophy is perhaps a 

somewhat joyless and unrewarding subject for 

reflection. Let us now turn to the mind—body 
problem itself, hoping that what is to be said 
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about this particular topic will confirm the gen- 

eral remarks about philosophy that have just 

been made. 

If we consider the mind-body problem today, 

then it seems that we ought to take account of 

the following consideration. The present state 

of scientific knowledge makes it probable that 

we can give a purely physico-chemical account 

of man’s body. It seems increasingly likely that 

the body and the brain of man are constituted 

and work according to exactly the same prin- 

ciples as those physical principles that govern 

other, non-organic, matter. The differences be- 

tween a stone and a human body appear to lie 

solely in the extremely complex material set-up 

that is to be found in the living body and which 

is absent in the stone. Furthermore, there is 

rather strong evidence that it is the state of our 

brain that completely determines the state of our 

consciousness and our mental state generally. 

All this is not beyond the realm of contro- 

versy, and it is easy to imagine evidence that 

would upset the picture. In particular, I think 

that it is just possible that evidence from psy- 

chical research might be forthcoming that a 

physicochemical view of man’s brain could not 

accommodate. But suppose that the physico- 

chemical view of the working of the brain is 

correct, as I take it to be. It will be very natural 

to conclude that mental states are not simply de- 

termined by corresponding states of the brain, 

but that they are actually identical with these 

brain-states, brain-states that involve nothing 

but physical properties. 

The argument just outlined is quite a simple 

one, and it hardly demands philosophical skill 

to develop it or to appreciate its force! But al- 

though many contemporary thinkers would 

accept its conclusion, there are others, includ- 

ing many philosophers, who would not. To a 

great many thinkers it has seemed obvious a 

priori that mental states could not be physical 

states of the brain. Nobody would identify a 
number with a piece of rock: it is sufficiently 

obvious that the two entities fall under differ- 
ent categories. In the same way, it has been 

thought, a perception or a feeling of sorrow 

must be a different category of thing from an 

electro-chemical discharge in the central ner- 

vous system. 
Here, it seems to me, is a question to which 

philosophers can expect to make a useful con- 

tribution. It is a question about mental concepts. 

Is our concept of a mental state such that it is 

an intelligible hypothesis that mental states are 

physical states of the brain? If the philosopher 
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can show that it is an intelligible proposition 

(that is, a non-self-contradictory proposition) 

that mental states are physical states of the 

brain, then the scientific argument just given 

above can be taken at its face value as a strong 

reason for accepting the truth of the proposition. 

My view is that the identification of mental 

states with physical states of the brain is a per- 

fectly intelligible one, and that this becomes 

clear once we achieve a correct view of the 

analysis of the mental concepts. I admit that 

my analysis of the mental concepts was itself 

adopted because it permitted this identification, 

but such a procedure is commonplace in the 

construction of theories, and perfectly legiti- 

mate. In any case, whatever the motive for pro- 

posing the analysis, it is there to speak for itself, 

to be measured against competitors, and to be 

assessed as plausible or implausible indepen- 

dently of the identification it makes possible. 

The problem of the identification may be 

put in a Kantian way: ‘How is it possible that 

mental states should be physical states of the 

brain?’ The solution will take the form of pro- 

posing an independently plausible analysis of 

the concept of a mental state that will permit 

this identification. In this way, the philosopher 

makes the way smooth for a first-order doctrine, 

which, true or false, is a doctrine of the first im- 

portance: a purely physicalist view of man. 

The analysis proposed may be called the 

Causal analysis of the mental concepts. 

According to this view, the concept of a mental 

state essentially involves, and is exhausted by, 

the concept of a state that is apt to be the cause 

of certain effects or apt to be the effect of cer- 

tain causes. 

An example of a causal concept is the con- 

cept of poison. The concept of poison is the 

concept of something that when introduced into 

an organism causes that organism to sicken and/ 

or die.’ This is but a rough analysis of the con- 

cept the structure of which is in fact somewhat 

more complex and subtle than this. If A pours 

molten lead down B’s throat, then he may cause 

B to die as a result, but he can hardly be said to 

have poisoned him. For a thing to be called a 

poison, it is necessary that it act in a certain sort 

of way: roughly, in a biological as opposed to 

a purely physical way. Again, a poison can be 

introduced into the system of an organism and 

that organism fail to die or even to sicken. This 

might occur if an antidote were administered 

promptly. Yet again, the poison may be pres- 

ent in insufficient quantities to do any damage. 

Other qualifications could be made. 
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But the essential point about the concept of 

poison is that it is the concept of that, whatever 

it is, which produces certain effects. This leaves 

open the possibility of the scientific identifica- 

tion of poisons, of discovering that a certain 

sort of substance, such as cyanide, is a poison, 

and discovering further what it is about the sub- 

stance that makes it poisonous. 
Poisons are accounted poisons in virtue of 

their active powers, but many sorts of thing are 

accounted the sorts of thing they are by virtue 

of their passive powers. Thus brittle objects are 

accounted brittle because of the disposition they 

have to break and shatter when sharply struck. 

This leaves open the possibility of discovering 

empirically what sorts of thing are brittle and 

what it is about them that makes them brittle. 

Now if the concepts of the various sorts of 

mental state are concepts of that which is, in 

various sorts of ways, apt for causing certain 

effects and apt for being the effect of certain 

causes, then it would be a quite unpuzzling 

thing if mental states should turn out to be phys- 

ical states of the brain. 

The concept of a mental state is the concept 

of something that is, characteristically, the 

cause of certain effects and the effect of cer- 
tain causes. What sort of effects and what sort 

of causes? The effects caused by the mental 

state will be certain patterns of behavior of the 

person in that state. For instance, the desire for 

food is a state of a person or animal that charac- 

teristically brings about food-seeking and food- 

consuming behavior by that person or animal. 

The causes of mental states will be objects and 

events in the person’s environment. For in- 

stance, a sensation of green is the characteristic 

effect in a person of the action upon his eyes of 
a nearby green surface. 

The general pattern of analysis is at its most 
obvious and plausible in the case of purposes. 

If a man’s purpose is to go to the kitchen to get 

something to eat, it is completely natural to 

conceive of this purpose as a cause within him 

that brings about, or tends to bring about, that 
particular line of conduct. It is, furthermore, 
notorious that we are unable to characterize 

purposes except in terms of that which they 
tend to bring about. How can we distinguish the 
purpose to go to the kitchen to get something to 
eat from another purpose to go to the bedroom 
to lie down? Only by the different outcomes 
that the two purposes tend to bring about. This 
fact was an encouragement to Behaviorism. It 
is still more plausibly explained by saying that 
the concept of purpose is a causal concept. The 



THE CAUSAL THEORY OF THE MIND 

further hypothesis that the two purposes are, in 

their own nature, different physical patterns in, 

or physical states of, the central nervous system 

is then a natural (although, of course, not 

logically inevitable) supplement to the causal 
analysis. 

Simple models have great value in trying to 

grasp complex conceptions, but they are lad- 

ders that may need to be kicked away after we 

have mounted up by their means. It is vital to 

realize that the mental concepts have a far more 

complex logical structure than simple causal 

notions such as the concept of poison. The fact 

should occasion no surprise. In the case of poi- 

sons, the effect of which they are the cause is 

a gross and obvious phenomenon and the level 

of causal explanation involved in simply call- 

ing a substance ‘a poison’ is crude and simple. 

But in the case of mental states, their effects are 

all those complexities of behavior that mark off 

men and higher animals from the rest of the ob- 

jects in the world. Furthermore, differences in 

such behavior are elaborately correlated with 

differences in the mental causes operating. So 

it is only to be expected that the causal patterns 

invoked by the mental concepts should be ex- 

tremely complex and sophisticated. 

In the case of the notion of a purpose, for 

instance, it is plausible to assert that it is the 

notion of a cause within which drives, or tends 

to drive, the man or animal through a series of 

actions to a certain end-state. But this is not the 

whole story. A purpose is only a purpose if it 

works to bring about behavioral effects in a 

certain sort of way. We may sum up this sort 

of way by saying that purposes are information- 

sensitive causes. By this is meant that purposes 

direct behavior by utilizing perceptions and be- 

liefs, perceptions and beliefs about the agent’s 

current situation and the way it develops, and 

beliefs about the way the world works. For in- 

stance, it is part of what it is to be a purpose to 

achieve X that this cause will cease to operate, 

will be ‘switched off,’ if the agent perceives 

or otherwise comes to believe that X has been 

achieved. 
At this point, we observe that an account is 

being given of that special species of cause that 

is a purpose in terms of further mental items: 

perceptions and beliefs. This means that if we 

are to give a purely causal analysis even of 

the concept of a purpose we also will have to 

give a purely causal analysis of perceptions and 

beliefs. We may think of man’s behavior as 

brought about by the joint operation of two sets 

of causes: first, his purposes and, second, his 
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perceptions of and/or beliefs about the world. 

But since perceptions and beliefs are quite dif- 

ferent sorts of thing from purposes, a Causal 

analysis must assign quite different causal roles 

to these different things in the bringing about 

of behavior. 

I believe that this can be done by giving an 

account of perceptions and beliefs as mappings 

of the world. They are structures within us that 

model the world beyond the structure. This 

model is created in us by the world. Purposes 

may then be thought of as driving causes that 

utilize such mappings. 

This is a mere thumb-nail, which requires 

much further development as well as qualifica- 

tion. One point that becomes clear when that 

development is given is that just as the concept 

of purpose cannot be elucidated without appeal- 

ing to the concepts of perception and belief, so 

the latter cannot be elucidated without appeal- 

ing to the concept of purpose. (This comes out, 
for instance, when we raise Hume’s problem: 

what marks off beliefs from the mere entertain- 

ing of the same proposition? It seems that we 

can only mark off beliefs as those mappings in 

the light of which we are prepared to act, that is, 

which are potential servants of our purposes.) 

The logical dependence of purpose on percep- 

tion and belief, and of perception and belief 

upon purpose, is not circularity in definition. 

What it shows is that the corresponding con- 

cepts must be introduced together or not at all. 

In itself, there is nothing very surprising in this. 

Correlative or mutually implicated concepts 

are common enough: for instance, the concepts 
of husband and wife or the concepts of soldier 

and army. No husbands without wives or wives 

without husbands. No soldiers without an army, 

no army without soldiers. But if the concepts 

of purpose, perception and belief are (i) cor- 

relative concepts and (11) different species of 

purely causal concepts, then it is clear that they 

are far more complex in structure than a simple 

causal concept like poison. What falls under the 

mental concepts will be a complex and inter- 

locking set of causal factors, which together are 

responsible for the ‘minded’ behavior of men 

and the higher animals. 

The working out of the Causal theory of 

the mental concepts thus turns out to be an 

extremely complex business. Indeed when it 

is merely baldly stated, the Causal theory is, 

to use the phrase of Imre Lakatos, a research 

program in conceptual analysis rather than a 

developed theory. I have tried to show that it 

is a hopeful program by attempting, at least in 
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outline, a Causal analysis of all the main con- 

cepts in A Materialist Theory of Mind (1968); 

and I have supplemented the rather thin account 

given there of the concepts of belief, knowledge 

and inferring in Belief, Truth and Knowledge 

(1973). 
Two examples of mental concepts where an 

especially complex and sophisticated type of 

Causal analysis is required are the notions of 

introspective awareness (one sense of the word 

‘consciousness’) and the having of mental im- 

agery. Introspective awareness is analyzable as 

a mental state that is a ‘perception’ of mental 

states. It is a mapping of the causal factors 

themselves. The having of mental imagery is a 

sort of mental state that cannot be elucidated in 

directly causal terms, but only by resemblance 

to the corresponding perceptions, which are ex- 

plicated in terms of their causal role. 

Two advantages of the Causal theory may 

now be mentioned. First, it has often been re- 

marked by philosophers and others that the 

realm of mind is a shadowy one, and that the 

nature of mental states is singularly elusive and 

hard to grasp. This has given aid and comfort to 

Dualist or Cartesian theories of mind, according 

to which minds are quite different sorts of thing 

from material objects. But if the Causal analysis 

is correct, the facts admit of another explana- 

tion. What Dualist philosophers have grasped in 

a confused way is that our direct acquaintance 

with mind, which occurs in introspective aware- 

ness, is an acquaintance with something that 

we are aware of only as something that is caus- 

ally linked, directly or indirectly, with behav- 

ior. In the case of our purposes and desires, for 

instance, we are often (though not invariably) 

introspectively aware of them. What we are 

aware of is the presence of factors within us that 

drive in a certain direction. We are not aware of 

the intrinsic nature of the factors. This empti- 

ness Or gap in our awareness is then interpreted 

by Dualists as immateriality. In fact, however, 

if the Causal analysis is correct, there is no war- 

rant for this interpretation and, if the Physicalist 

identification of the nature of the causes is cor- 

rect, the interpretation is actually false. 

Second, the Causal analysis yields a still more 

spectacular verification. It shows promise of ex- 

plaining a philosophically notorious feature of 

all or almost all mental states: their intentional- 

ity. This was the feature of mental states to which 

Brentano in particular drew attention, the fact 

that they may point towards certain objects or 

states of affairs, but that these objects and states 

of affairs need not exist. When a man strives, his 
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striving has an objective, but that objective may 

never be achieved. When he believes, there is 

something he believes, but what he believes may 

not be the case. This capacity of mental states 
to ‘point’ to what does not exist can seem very 

special. Brentano held that intentionality set the 

mind completely apart from matter. 

Suppose, however, that we consider a concept 

like the concept of poison. Does it not provide 

us with a miniature and unsophisticated model 

for the intentionality of mental states? Poisons 

are substances apt to make organisms sicken 

and die when the poison is administered. So it 

may be said that this is what poisons ‘point’ to. 

Nevertheless, poisons may fail of their effect. 

A poison does not fail to be a poison because 

an antidote neutralizes the customary effect of 

the poison. 

May not the intentionality of mental states, 

therefore, be in principle a no more mysteri- 

ous affair, although indefinitely more complex, 

than the death that lurks in the poison? As an 

intermediate case between poisons and mental 

states, consider the mechanisms involved in a 

homing rocket. Given a certain setting of its 

mechanism, the rocket may ‘point’ towards a 

certain target in a way that is a simulacrum of 

the way in which purposes point towards their 

objectives. The mechanism will only bring the 

rocket to the target in ‘standard’ circumstances: 

many factors can be conceived that would 

‘defeat’ the mechanism. For the mechanism 

to operate successfully, some device will be 

required by which the developing situation is 

‘mapped’ in the mechanism (i.e. what course 

the rocket is currently on, etc.). This mapping 

is an elementary analogue of perception, and 

so the course that is ‘mapped’ in the mecha- 

nism may be thought of as a simulacrum of the 

perceptual intentional object. Through one cir- 

cumstance or another (e.g. malfunction of the 

gyroscope) this mapping may be ‘incorrect.’ 

It is no objection to this analogy that homing 

rockets are built by men with purposes, who 

deliberately stamp a crude model of their own 

purposes into the rocket. Homing rockets might 

have been natural products, and non-minded 

objects that operate in a similar but far more 

complex way are found in nature. The living 
cell is a case in point. 

So the Causal analyses of the mental con- 
cepts show promise of explaining both the 
transparency and the intentionality of mental 
states. One problem quite frequently raised in 
connection with these analyses, however, is in 
what sense they can be called ‘analyses.’ The 
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welter of complications in which the so-called 

analyses are involved make it sufficiently ob- 

vious that they do not consist of synonymous 

translations of statements in which mental 

terms figure. But, it has been objected, if syn- 

onymous translations of mental statements are 

unavailable, what precisely can be meant by 

speaking of ‘analyses of concepts’? 

I am far from clear what should be said in 
reply to this objection. Clearly, however, it does 

depend upon taking all conceptual analyses as 

claims about the synonymy of sentences, and 

that seems to be too simple a view. Going back 

to the case of poison: it is surely not an empiri- 

cal fact, to be learnt by experience, that poisons 

kill. It is at the center of our notion of what poi- 

sons are that they have the power to bring about 

this effect. If they did not do that, they would 

not be properly called ‘poisons.’ But although 

this seems obvious enough, it is extremely diffi- 

cult to give exact translations of sentences con- 

taining the word ‘poison’ into other sentences 

that do not contain the word or any synonym. 

Even in this simple case, it is not at all clear that 

the task can actually be accomplished. 

For this reason, I think that sentence trans- 

lation (with synonymy) is too strict a demand 

to make upon a purported conceptual analysis. 

What more relaxed demand can we make and 

still have a conceptual analysis? I do not know. 

One thing that we clearly need further light 

upon here is the concept of a concept, and how 

concepts are tied to language. I incline to the 

view that the connection between concepts and 

language is much less close than many philoso- 

phers have assumed. Concepts are linked pri- 

marily with belief and thought, and belief and 

thought, I think, have a great degree of logical 

independence of language, however close the 

empirical connection may be in many cases. If 

this is so, then an analysis of concepts, although 

of course conducted in words, may not be an 

investigation into words. (A compromise pro- 

posal: analysis of concepts might be an inves- 

tigation into some sort of ‘deep structure’—to 

use the currently hallowed phrase—which un- 

derlies the use of certain words and sentences.) 

I wish I were able to take the topic further. 

The Problem of the Secondary 
Qualities 

No discussion of the Causal theory of the 

mental concepts is complete that does not say 

something about the secondary qualities. If 

91 

we consider such mental states as purposes 

and intentions, their ‘transparency’ is a rather 

conspicuous feature. It is notorious that intro- 

spection cannot differentiate such states except 

in terms of their different objects. It is not so 

immediately obvious, however, that percep- 

tion has this transparent character. Perception 

involves the experience of color and of visual 

extension; touch the experience of the whole 

obscure range of tactual properties, including 

tactual extension; hearing, taste and smell the 

experience of sounds, tastes and smells. These 

phenomenal qualities, it may be argued, endow 

different perceptions with different qualities. 

The lack of transparency is even more obvious 

in the case of bodily sensations. Pains, itches, 

tickles and tingles are mental states, even if 

mental states of no very high-grade sort, and 

they each seem to involve their own peculiar 

qualities. Again, associated with different emo- 

tions it is quite plausible to claim to discern 

special emotion qualities. If perception, bodily 

sensation and emotions involve qualities, then 

this seems to falsify a purely Causal analysis 

of these mental states. They are not mere ‘that 

whiches’ known only by their causal role. 

However, it is not at all clear how strong is 

the line of argument sketched in the previous 
paragraph. We distinguish between the inten- 

tion and what is intended, and in just the same 

way we must distinguish between the percep- 

tion and what is perceived. The intention is a 

mental state and so is the perception, but what 

is intended is not in general something mental 

and nor is what is perceived. What is intended 

may not come to pass, it is a merely intentional 

object, and the same may be said of what is 

perceived. Now in the case of the phenomenal 

qualities, it seems plausible to say that they 

are qualities not of the perception but rather 

of what is perceived. ‘Visual extension’ is the 

shape, size, etc. that some object of visual per- 

ception is perceived to have (an object that need 

not exist). Color seems to be a quality of that 

object. And similarly for the other phenomenal 

qualities. Even in the case of the bodily sensa- 

tions, the qualities associated with the sensa- 

tions do not appear to be qualities of mental 

states but instead to be qualities of portions of 

our bodies: more or less fleeting qualities that 

qualify the place where the sensation is located. 

Only in the case of the emotions does it seem 

natural to place the quality on the mental rather 

than the object side: but then it is not so clear 

whether there really are peculiar qualities asso- 

ciated with the emotions. The different patterns 
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of bodily sensations associated with the differ- 

ent emotions may be sufficient to do phenom- 

enological justice to the emotions. 

For these reasons, it is not certain whether 

the phenomenal qualities pose any threat to 

the Causal analysis of the mental concepts. But 

what a subset of these qualities quite certainly 

does pose a threat to, is the doctrine that the 

Causal analysis of the mental concepts is a step 

towards: Materialism or Physicalism. 

The qualities of colour, sound, heat and cold, 

taste and smell together with the qualities that 

appear to be involved in bodily sensations and 

those that may be involved in the case of the 

emotions, are an embarrassment to the modern 

Materialist. He seeks to give an account of the 

world and of man purely in terms of physical 

properties, that is to say in terms of the proper- 

ties that the physicist appeals to in his expla- 

nations of phenomena. The Materialist is not 

committed to the current set of properties to 

which the physicist appeals, but he is commit- 

ted to whatever set of properties the physicist 

in the end will appeal to. It is clear that such 

properties as color, sound, taste and smell—the 

so-called “secondary qualities’—will never be 

properties to which the physicist will appeal. 

It is, however, a plausible thesis that asso- 
ciated with different secondary qualities are 

properties that are respectable from a physi- 

cist’s point of view. Physical surfaces appear 

to have color. They not merely appear to, but 

undoubtedly do, emit light-waves, and the dif- 

ferent mixtures of lengths of wave emitted are 

linked with differences in color. In the same 

way, different sorts of sound are linked with 

different sorts of sound-wave and differences in 

heat with differences in the mean kinetic energy 

of the molecules composing the hot things. The 

Materialist’s problem therefore would be very 

simply solved if the secondary qualities could 

be identified with these physically respect- 

able properties. (The qualities associated with 

bodily sensations would be identified with dif- 

ferent sorts of stimulation of bodily receptors. 

If there are unique qualities associated with the 

emotions, they would presumably be identified 

with some of the physical states of the brain 

linked with particular emotions.) 

But now the Materialist philosopher faces a 

problem. Previously he asked: ‘How is it pos- 

sible that mental states could be physical states 

of the brain?’ This question was answered by 

the Causal theory of the mental concepts. Now 

he must ask: ‘How is it possible that second- 

ary qualities could be purely physical properties 
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of the objects they are qualities of?’ A Causal 

analysis does not seem to be of any avail. To try 

to give an analysis of, say, the quality of being 

red in Causal terms would lead us to produce 

such analyses as ‘those properties of a physi- 

cal surface, whatever they are, that character- 

istically produce red sensations in us.’ But this 

analysis simply shifts the problem unhelpfully 

from property of surface to property of sensa- 

tion. Either the red sensations involve nothing 

but physically respectable properties or they 

involve something more. If they involve some- 

thing more, Materialism fails. But if they are 

simply physical states of the brain, having noth- 

ing but physical properties, then the Materialist 

faces the problem: ‘How is it possible that 

red sensations should be physical states of the 

brain?’ This question is no easier to answer 

than the original question about the redness of 

physical surfaces. (To give a Causal analysis 

of red sensations as the characteristic effects of 

the action of red surfaces is, of course, to move 

round in a circle.) 

The great problem presented by the second- 

ary qualities, such as redness, is that they are 

unanalyzable. They have certain relations of 

resemblance and so on to each other, so they 

cannot be said to be completely simple. But 

they are simple in the sense that they resist any 

analysis. You cannot give any complete ac- 

count of the concept of redness without involv- 

ing the notion of redness itself. This has seemed 

to be, and still seems to many philosophers to 

be, an absolute bar to identifying redness with, 

say, certain patterns of emission of light-waves. 

But I am not so sure. I think it can be main- 

tained that although the secondary qualities 

appear to be simple, they are not in fact simple. 

Perhaps their simplicity is epistemological 

only, not ontological, a matter of our awareness 

of them rather than the way they are. The best 

model I can give for the situation is the sort of 

phenomena made familiar to us by the Gestalt 

psychologists. It is possible to grasp that cer- 

tain things or situations have a certain special 

property, but be unable to analyze that property. 

For instance, it may be possible to perceive that 

certain people are all alike in some way without 

being able to make it clear to oneself what the 

likeness is. We are aware that all these people 
have a certain likeness to each other, but are 
unable to define or specify that likeness. Later 
psychological research may achieve a specifi- 
cation of the likeness, a specification that may 
come as a complete surprise to us. Perhaps, 
therefore, the secondary qualities are in fact 
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complex, and perhaps they are complex char- 
acteristics of a sort demanded by Materialism, 

but we are unable to grasp their complexity in 

perception, 

There are two divergences between the 

model] just suggested and the case of the sec- 

ondary qualities. First, in the case of grasping 

the indefinable likeness of people, we are under 

no temptation to think that the likeness is a like- 

ness in some simple quality. The likeness is in- 

definable, but we are vaguely aware that it is 

complex. Second, once research has determined 

the concrete nature of the likeness, our attention 

can be drawn to, and we can observe individu- 

ally, the features that determine the likeness. 

But although the mode] suggested and the 

case of the secondary qualities undoubtedly 

exhibit these differences, I do not think that 

they show that the secondary qualities cannot 

be identified with respectable physical charac- 

teristics of objects. Why should not a complex 

property appear to be simple? There would 

seem to be no contradiction in adding such a 

condition to the model. It has the consequence 

that perception of the secondary qualities 
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involves an element of illusion, but the conse- 

quence involves no contradiction. It is true also 

that in the case of the secondary qualities the 

illusion cannot be overcome within perception: 

it is impossible to see a colored surface as a sur- 

face emitting certain light-waves. (Though one 

sometimes seems to hear a sound as a vibration 

of the air.) But while this means that the iden- 

tification of color and light-waves is a purely 

theoretical one, it still seems to be a possible 

one. And if the identification is a possible one, 

we have general scientific reasons to think it a 

plausible tone. 

The doctrine of mental states and of the sec- 

ondary qualities briefly presented in this paper 

seems to me to show promise of meeting many 

of the traditional philosophical objections to a 

Materialist or Physicalist account of the world. 

As I have emphasized, the philosopher is not 

professionally competent to argue the positive 

case for Materialism. There he must rely upon 

the evidence presented by the scientist, particu- 

larly the physicist. But at least he may neutral- 

ize the objections to Materialism advanced by 

his fellow philosophers. 

NOTE 

1. ‘Any substance which, when introduced into or ab- 

sorbed by a living organism, destroys life or injures 

health.” (Shorter Oxford Dictionary, 3rd ed., rev., 
1978). 

Mad Pain and Martian Pain 

David Lewis 

There might be a strange man who sometimes 

feels pain, just as we do, but whose pain differs 

greatly from ours in its causes and effects. Our 

pain is typically caused by cuts, burns, pressure, 

and the like; his is caused by moderate exer- 

cise on an empty stomach. Our pain is generally 

distracting; his turns his mind to mathematics, 

facilitating concentration on that but distract- 

ing him from anything else. Intense pain has 

no tendency whatever to cause him to groan or 

writhe, but does cause him to cross his legs and 

snap his fingers. He is not in the least motivated 

to prevent pain or to get rid of it. In short, he 

feels pain but his pain does not at all occupy the 

typical causal role of pain. He would doubtless 

seem to us to be some sort of madman, and that 

From Ned Block, ed., Readings in the Philosophy of Psychology (Harvard University Press,1980). 
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is what I shall call him, though of course the 

sort of madness I have imagined may bear little 

resemblance to the real thing. 

I said there might be such a madman. I don’t 

know how to prove that something is possible, 

but my opinion that this is a possible case seems 

pretty firm. If I want a credible theory of mind, 

I need a theory that does not deny the possibil- 

ity of mad pain. I needn’t mind conceding that 

perhaps the madman is not in pain in quite the 

same sense that the rest of us are, but there had 

better be some straightforward sense in which 

he and we are both in pain. 

Also, there might be a Martian who some- 

times feels pain, just as we do, but whose pain 

differs greatly from ours in its physical realiza- 

tion. His hydraulic mind contains nothing like 

our neurons. Rather, there are varying amounts 

of fluid in many-inflatable cavities, and the in- 

flation of any one of these cavities opens some 

valves and closes others. His mental plumb- 

ing pervades most of his body—in fact, all but 

the heat exchanger inside his head. When you 

pinch his skin you cause no firing of C-fibers— 

he has none—but, rather, you cause the infla- 

tion of many smallish cavities in his feet. When 

these cavities are inflated, he is in pain. And the 

effects of his pain are fitting: his thought and 

activity are disrupted, he groans and writhes, he 

is strongly motivated to stop you from pinching 

him and to see to it that you never do again. In 

short, he feels pain but lacks the bodily states 

that either are pain or else accompany it in us. 

There might be such a Martian; this opinion 

too seems pretty firm. A credible theory of mind 

had better not deny the possibility of Martian 

pain. I needn’t mind conceding that perhaps the 

Martian is not in pain in quite the same sense 

that we Earthlings are, but there had better be 

some straightforward sense in which he and we 

are both in pain. 

A credible theory of mind needs to make a place 

both for mad pain and for Martian pain. Prima 

facie, it seems hard for a materialist theory to 

pass this twofold test. As philosophers, we 

would like to characterize pain a priori. (We 

might settle for less, but let’s start by asking 

for all we want.) As materialists, we want to 

characterize pain as a physical phenomenon. 

We can speak of the place of pain in the causal 

network from stimuli to inner states to behav- 

ior. And we can speak of the physical processes 
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that go on when there is pain and that take their 

place in that causal network. We seem to have 

no other resources but these. But the lesson of 

mad pain is that pain is associated only contin- 

gently with its causal role, while the lesson of 

Martian pain is that pain is connected only con- 

tingently with its physical realization. How can 

we characterize pain a priori in terms of causal 

role and physical realization, and yet respect 

both kinds of contingency? 
A simple identity theory straightforwardly 

solves the problem of mad pain. It goes just as 

straightforwardly wrong about Martian pain. A 

simple behaviorism or functionalism goes the 

other way: right about the Martian, wrong about 

the madman. The theories that fail our twofold 

test so decisively are altogether too simple. 

(Perhaps they are too simple ever to have had 

adherents.) It seems that a theory that can pass 
our test will have to be a mixed theory. It will 

have to be able to tell us that the madman and 

the Martian are both in pain, but for different 

reasons: the madman because he is in the right 

physical state, the Martian because he is in a 

state rightly situated in the causal network. 

Certainly we can cook up a mixed theory. 

Here’s an easy recipe. First, find a theory to 

take care of the common man and the madman, 

disregarding the Martian—presumably an 

identity theory. Second, find a theory to take 

care of the common man and the Martian, dis- 

regarding the madman—presumably some sort 

of behaviorism or functionalism. Then disjoin 

the two: say that to be in pain is to be in pain 

either according to the first theory or according 

to the second. Alternatively, claim ambiguity: 

say that to be in pain in one sense is to be in 

pain according to the first theory, to be in pain 

in another sense is to be in pain according to the 
second theory. 

This strategy seems desperate. One wonders 

why we should have a disjunctive or ambigu- 

ous concept of pain, if common men who suffer 
pain are always in pain according to both dis- 

juncts or both disambiguations. It detracts from 

the credibility of a theory that it posits a useless 

complexity in our concept of pain—useless in 

application to the common man, at least, and 

therefore useless almost always. 

I don’t object to the strategy of claiming am- 
biguity. As you’ ll see, I shall defend a version 
of it, But it’s not plausible to cook up an am- 
biguity ad hoc to account for the compossibil- 
ity of mad pain and Martian pain. It would be 
better to find a widespread sort of ambiguity, 
a sort we would believe in no matter what we 
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thought about pain, and show that it will solve 

our problem. That is my plan. 

A dozen years or so ago, D. M. Armstrong and 

I (independently) proposed a materialist theory 

of mind that joins claims of type-type psycho- 

physical identity with a behaviorist or function- 

alist way of characterizing mental states such 

as pain.' I believe our theory passes the twofold 

test. Positing no ambiguity without independent 

reason, it provides natural senses in which both 

madman and Martian are in pain. It wriggles 

through between Scylla and Charybdis. 

Our view is that the concept of pain, or 

indeed of any other experience or mental state, 

is the concept of a state that occupies a certain 

causal role, a state with certain typical causes 

and effects. It is the concept of a state apt for 

being caused by certain stimuli and apt for 

causing certain behavior. Or, better, of a state 

apt for being caused in certain ways by stimuli 

plus other mental states and apt for combining 

with certain other mental states to jointly cause 

certain behavior. It is the concept of a member 

of a system of states that together more or less 

realize the pattern of causal generalizations 

set forth in common-sense psychology. (That 

system may be characterized as a whole and its 

members characterized afterward by reference 

to their place in it.) 

If the concept of pain is the concept of a state 

that occupies a certain causal role, then what- 

ever state does occupy that role is pain. If the 

state of having neurons hooked up in a certain 

way and firing in a certain pattern is the state 

properly apt for causing and being caused, as 

we materialists think, then that neural state is 

pain. But the concept of pain is not the con- 

cept of that neural state. (‘The concept of .. .” 

is an intensional functor.) The concept of pain, 

unlike the concept of that neural state which in 

fact is pain, would have applied to some dif- 

ferent state if the relevant causal relations had 

been different. Pain might have not been pain. 

The occupant of the role might have not occu- 

pied it. Some other state might have occupied it 

instead. Something that is not pain might have 

been pain. 
This is not to say, of course, that it might 

have been that pain was not pain and nonpain 

was pain; that is, that it might have been that the 

occupant of the role did not occupy it and some 

nonoccupant did. Compare: “The winner might 
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have lost’ (true) versus ‘It might have been that 

the winner lost’ (false). No wording is entirely 

unambiguous, but I trust my meaning is clear. 

In short, the concept of pain as Armstrong and 

I understand it is a nonrigid concept. Likewise 

the word ‘pain’ is a nonrigid designator. It is 

a contingent matter what state the concept and 

the word apply to. It depends on what causes 

what. The same goes for the rest of our concepts 

and ordinary names of mental states. 

Some need hear no more. The notion that 

mental concepts and names are nonrigid, where- 

fore what is pain might not have been, seems to 

them just self-evidently false.* I cannot tell why 

they think so. Bracketing my own theoretical 

commitments, I think I would have no opinion 

one way or the other. It’s not that I don’t care 

about shaping theory to respect naive opinion 

as well as can be, but in this case I have no 

naive opinion to respect. If I am not speaking to 

your condition, so be it. 

If pain is identical to a certain neural state, 

the identity is contingent. Whether it holds is 

one of the things that varies from one possible 

world to another. But take care. I do not say that 

here we have two states, pain and some neural 

state, that are contingently identical, identical at 

this world but different at another. Since I’m se- 

rious about the identity, we have not two states 

but one. This one state, this neural state which 

is pain, is not contingently identical to itself. It 

does not differ from itself at any world. Nothing 

does.’ What’s true is, rather, that the concept 

and name of pain contingently apply to some 

neural state at this world, but do not apply to it 

at another. Similarly, it is a contingent truth that 

Bruce is our cat, but it’s wrong to say that Bruce 

and our cat are contingently identical. Our cat 

Bruce is necessarily self-identical. What is con- 

tingent is that the nonrigid concept of being our 

cat applies to Bruce rather than to some other 

cat, or none. 

IV 

Nonrigidity might begin at home. All actuali- 

ties are possibilities, so the variety of possibili- 

ties includes the variety of actualities. Though 

some possibilities are thoroughly otherworldly, 

others may be found on planets within range of 

our telescopes. One such planet is Mars. 

If a nonrigid concept or name applies to 

different states in different possible cases, it 

should be no surprise if it also applies to differ- 

ent states in different actual cases. Nonrigidity 
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is to logical space as other relativities are to 

ordinary space. If the word ‘pain’ designates 

one state at our actual world and another at a 

possible world where our counterparts have a 

different internal structure, then also it may des- 

ignate one state on Earth and another on Mars. 

Or, better, since Martians may come here and 

we may go to Mars, it may designate one state 

for Earthlings and another for Martians. 

We may say that some state occupies a causal 

role for a population. We may say this whether 

the population is situated entirely at our actual 

world, or partly at our actual world and partly 

at other worlds, or entirely at other worlds. If 

the concept of pain is the concept of a state that 

occupies that role, then we may say that a state 

is pain for a population. Then we may say that 

a certain pattern of firing of neurons is pain for 

the population of actual Earthlings and some 

but not all of our otherworldly counterparts, 

whereas the inflation of certain cavities in the 

feet is pain for the population of actual Martians 

and some of their otherworldly counterparts. 
Human pain is the state that occupies the role of 

pain for humans. Martian pain is the state that 

occupies the same role for Martians. 

A state occupies a causal role for a popula- 

tion, and the concept of occupant of that role 

applies to it, if and only if, with few exceptions, 

whenever a member of that population is in 

that state, his being in that state has the sort of 

causes and effects given by the role. 

The thing to say about Martian pain is that the 

Martian is in pain because he is in a state that 

occupies the causal role of pain for Martians, 

whereas we are in pain because we are in a state 

that occupies the role of pain for us. 

V 

Now, what of the madman? He is in pain, but 

he is not in a state that occupies the causal role 

of pain for him. He is in a state that occupies 

that role for most of us, but he is an exception. 

The causal role of a pattern of firing of neurons 

depends on one’s circuit diagram, and he is 
hooked up wrong. 

His state does not occupy the role of pain for 

a population comprising himself and his fellow 

madmen. But it does occupy that role for a more 

salient population—mankind at large. He is a 

man, albeit an exceptional one, and a member 

of that larger population. 

We have allowed for exceptions. I spoke of 

the definitive syndrome of typical causes and 
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effects. Armstrong spoke of a state apt for 

having certain causes and effects; that does not 

mean that it has them invariably. Again, I spoke 

of a system of states that comes near to real- 

izing common-sense psychology. A state may 

therefore occupy a role for mankind even if it 

does not at all occupy that role for some mad 

minority of mankind. 
The thing to say about mad pain is that the 

madman is in pain because he is in the state that 

occupies the causal role of pain for the popula- 

tion comprising all mankind. He is an excep- 

tional member of that population. The state that 

occupies the role for the population does not 

occupy it for him. 

VI 

We may say that X is in pain simpliciter if and 

only if X is in the state that occupies the causal 

role of pain for the appropriate population. But 

what is the appropriate population? Perhaps (1) 

it should be us; after all, it’s our concept and our 

word. On the other hand, if it’s X we’re talking 

about, perhaps (2) it should be a population that 

X himself belongs to, and (3) it should prefera- 

bly be one in which X is not exceptional. Either 

way, (4) an appropriate population should be a 

natural kind—a species, perhaps. 

If X is you or I—human and unexceptional— 

all four considerations pull together. The ap- 

propriate population consists of mankind as it 

actually is, extending into other worlds only to 

an extent that does not make the actual majority 

exceptional. 

Since the four criteria agree in the case of 

the common man, which is the case we usually 

have in mind, there is no reason why we should 

have made up our minds about their relative 

importance in cases of conflict. It should be no 

surprise if ambiguity and uncertainty arise in 

such cases. Still, some cases do seem reason- 
ably clear. 

If X is our Martian, we are inclined to say that 

he is in pain when the cavities in his feet are 

inflated; and so says the theory, provided that 

criterion (1) is outweighed by the other three, so 
that the appropriate population is taken to be the 
species of Martians to which X belongs. 

If X is our madman, we are inclined to say 
that he is in pain when he is in the state that 
occupies the role of pain for the rest of us; and 
so says the theory, provided that criterion (3) is 
outweighed by the other three, so that the ap- 
propriate population is taken to be mankind. 
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We might also consider the case of a mad 

Martian, related to other Martians as the 

madman is to the rest of us. If X is a mad 

Martian, I would be inclined to say that he is in 

pain when the cavities in his feet are inflated; 

and so says our theory, provided that criteria (2) 

and (4) together outweigh either (1) or (3) by 

itself. 

Other cases are less clear-cut. Since the bal- 

ance is less definitely in favor of one popula- 

tion or another, we may perceive the relativity 

to population by feeling genuinely undecided. 

Suppose the state that plays the role of pain 

for us plays instead the role of thirst for a cer- 

tain small subpopulation of mankind, and vice 

versa. When one of them has the state that is 

pain for us and thirst for him, there may be gen- 

uine and irresolvable indecision about whether 

to call him pained or thirsty—that is, whether 

to think of him as a madman or as a Martian. 

Criterion (1) suggests calling his state pain and 

regarding him as an exception; criteria (2) and 

(3) suggest shifting to a subpopulation and call- 

ing his state thirst. Criterion (4) could go either 

way, since mankind and the exceptional sub- 

population may both be natural kinds. (Perhaps 

it is relevant to ask whether membership in the 

subpopulation is hereditary.) 

The interchange of pain and thirst parallels 

the traditional problem of inverted spectra. I 

have suggested that there is no determinate fact 

of the matter about whether the victim of in- 

terchange undergoes pain or thirst. I think this 

conclusion accords well with the fact that there 

seems to be no persuasive solution one way or 

the other to the old problem of inverted spec- 

tra. I would say that there is a good sense in 

which the alleged victim of inverted spectra 

sees red when he looks at grass: he is in a state 

that occupies the role of seeing red for mankind 

in general. And there is an equally good sense 

in which he sees green: he is in a state that oc- 

cupies the role of seeing green for him, and for 

a small subpopulation of which he is an unex- 

ceptional member and which has some claim to 

be regarded as a natural kind. You are right to 

say either, though not in the same breath. Need 

more be said? 
To sum up. Armstrong and I claim to give 

a schema that, if filled in, would character- 

ize pain and other states a priori. If the causal 

facts are right, then also we characterize pain 

as a physical phenomenon. By allowing for 

exceptional members of a population, we as- 

sociate pain only contingently with its causal 

role. Therefore we do not deny the possibility 
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of mad pain, provided there is not too much of 

it. By allowing for variation from one popula- 

tion to another (actual or merely possible) we 

associate pain only contingently with its physi- 

cal realization. Therefore we do not deny the 

possibility of Martian pain. If different ways of 

filling in the relativity to population may be said 

to yield different senses of the word ‘pain,’ then 

we plead ambiguity. The madman is in pain in 

one sense, or relative to one population. The 

Martian is in pain in another sense, or relative 

to another population. (So is the mad Martian.) 

But we do not posit ambiguity ad hoc. The 

requisite flexibility is explained simply by sup- 

posing that we have not bothered to make up 

our minds about semantic niceties that would 

make no difference to any commonplace case. 

The ambiguity that arises in cases of inverted 

spectra and the like is simply one instance of a 

commonplace kind of ambiguity—a kind that 

may arise whenever we have tacit relativity 

and criteria of selection that sometimes fail to 

choose a definite re/atum. It is the same kind of 

ambiguity that arises if someone speaks of rel- 

evant studies without making clear whether he 

means relevance to current affairs, to spiritual 

well-being, to understanding, or what. 

VII 

We have a place for commonplace pain, mad 

pain, Martian pain, and even mad Martian pain. 

But one case remains problematic. What about 

pain in a being who is mad, alien, and unique? 

Have we made a place for that? It seems not. 

Since he is mad, we may suppose that his al- 

leged state of pain does not occupy the proper 

causal role for him. Since he is alien, we may 

also suppose that it does not occupy the proper 

role for us. And since he is unique, it does not 

occupy the proper role for others of his species. 

What is left? 

(One thing that might be left is the popula- 

tion consisting of him and his un-actualized 

counterparts at other worlds. If he went mad as 

a result of some improbable accident, perhaps 

we can Say that he is in pain because he is in the 

state that occupies the role for most of his alter- 

native possible selves, the state that would have 

occupied the role for him if he had developed in 

a more probable way. To make the problem as 

hard as possible, I must suppose that this solu- 

tion is unavailable. He did not narrowly escape 

being so constituted that his present state would 

have occupied the role of pain.) 
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I think we cannot and need not solve this 

problem. Our only recourse is to deny that the 

case is possible. To stipulate that the being in 

this example is in pain was illegitimate. That 

seems credible enough. Admittedly, I might 

have thought offhand that the case was pos- 

sible. No wonder; it merely combines elements 

of other cases that are possible. But I am willing 

to change my mind. Unlike my opinions about 

the possibility of mad pain and Martian pain, 
my naive opinions about this case are not firm 

enough to carry much weight. 

VIII 

Finally, I would like to try to preempt an objec- 

tion. I can hear it said that I have been strangely 

silent about the very center of my topic. What 

is it like to be the madman, the Martian, the 

mad Martian, the victim of interchange of pain 

and thirst, or the being who is mad, alien, and 

unique? What is the phenomenal character of 

his state? If it feels to him like pain, then it is 

FOUNDATIONS 

pain, whatever its causal role or physical nature. 

If not, it isn’t. It’s that simple! 
Yes. It would indeed be a mistake to consider 

whether a state is pain while ignoring what it is 

like to have it. Fortunately, I have not made that 

mistake. Indeed, it is an impossible mistake to 

make. It is like the impossible mistake of con- 

sidering whether a number is composite while 

ignoring the question of what factors it has. 

Pain is a feeling.* Surely that is uncontrover- 

sial. To have pain and to feel pain are one and 

the same. For a state to be pain and for it to 

feel painful are likewise one and the same. A 

theory of what it is for a state to be pain is ines- 

capably a theory of what it is like to be in that 

state, of how that state feels, of the phenomenal 

character of that state. Far from ignoring ques- 

tions of how states feel in the odd cases we have 

been considering, I have been discussing noth- 

ing else! Only if you believe on independent 

grounds that considerations of causal role and 

physical realization have no bearing on whether 

a state is pain should you say that they have no 

bearing on how that state feels. 
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Troubles with Functionalism 

Ned Block 

One characterization of functionalism that is 

probably vague enough to be accepted by most 

functionalists is: each type of mental state is a 

state consisting of a disposition to act in cer- 

tain ways and to have certain mental states, 

given certain sensory inputs and certain mental 

states. So put, functionalism can be seen as a 

new incarnation of behaviorism. Behaviorism 

identifies mental states with dispositions to act 

in certain ways in certain input situations. But 

as critics have pointed out (Chisholm 1957; 

Putnam 1963), desire for goal G cannot be iden- 

tified with, say, the disposition to do A in input 

circumstances in which A leads to G, since, 

after all, the agent might not know A leads 

to G and thus might not be disposed to do A. 

Functionalism replaces behaviorism’s ‘sensory 

inputs’ with ‘sensory inputs and mental states’; 

and functionalism replaces behaviorism’s ‘dis- 

position to act’ with ‘disposition to act and 

have certain mental states.’ Functionalists want 

to individuate mental states causally, and since 

mental states have mental causes and effects as 

well as sensory causes and behavioral effects, 

functionalists individuate mental states partly in 

terms of causal relations to other mental states. 

One consequence of this difference between 

functionalism and behaviorism is that there are 
organisms that according to behaviorism, have 

mental states but, according to functionalism, 

do not have mental states. 

So, necessary conditions for mentality that 

are postulated by functionalism are in one re- 

spect stronger than those postulated by be- 

haviorism. According to behaviorism, it is 

necessary and sufficient for desiring that G that 

a system be characterized by a certain set (per- 

haps infinite) of input-output relations; that is, 

according to behaviorism, a system desires that 

G just in case a certain set of conditionals of 

the form ‘It will emit O given I’ are true of it. 

According to functionalism, however, a system 

might have these input-output relations, yet not 

desire that G; for according to functionalism, 

whether a system desires that G depends on 

whether it has internal states which have certain 

causal relations to other internal states (and to 

inputs and outputs). Since behaviorism makes 

no such ‘internal state’ requirement, there are 

possible systems of which behaviorism affirms 

and functionalism denies that they have mental 

states.' One way of stating this is that, accord- 

ing to functionalism, behaviorism is guilty of 

liberalism—ascribing mental properties to 

things that do not in fact have them. 

By ‘physicalism,’ I mean the doctrine that 

pain, for example, is identical to a physi- 

cal (or physiological) state.2 As many phi- 

losophers have argued (notably Fodor 1965, 

and Putnam 1966; see also Block and Fodor 

1972), if functionalism is true, physicalism is 

false. The point is at its clearest with regard 

to Turing-machine versions of functionalism. 

Any given abstract Turing machine can be re- 

alized by a wide variety of physical devices; 

indeed, it is plausible that, given any putative 

correspondence between a Turing-machine 

state and a configurational physical (or physi- 

ological) state, there will be a possible realiza- 

tion of the Turing machine that will provide a 

counterexample to that correspondence. (See 

Kalke1969; Gendron 1971; Mucciolo1974, for 

unconvincing arguments to the contrary; see 

also Kim 1972.) Therefore, if pain is a func- 

tional state, it cannot, for example, be a brain 

state, because creatures without brains can 

realize the same Turing machine as creatures 

with brains. 

One way of expressing this point is that, ac- 

cording to functionalism, physicalism is a chau- 

vinist theory: it withholds mental properties 

from systems that in fact have them. In saying 

mental states are brain states, for example, 

physicalists unfairly exclude those poor brain- 

less creatures who nonetheless have minds. 

This chapter has three parts. The first [ex- 

cerpted here—ed.] argues that functionalism is 
guilty of liberalism, the second that one way of 

modifying functionalism to avoid liberalism is 

to tie it more closely to empirical psychology, 

Excerpted from C. W. Savage, ed., Perception and Cognition (University of Minnesota 

Press, 1978), pp. 261-325, with permission of the publisher. Copyright © 1978 University of 

Minnesota Press. 
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and the third that no version of functionalism 

can avoid both liberalism and chauvinism. 

1.1. More about What 

Functionalism Is 

One can also categorize functionalists in terms 

of whether they regard functional identities 

as part of a priori psychology or empirical 

psychology. (Since this distinction crosscuts 

the machine/nonmachine distinction, I shall 

be able to illustrate nonmachine versions of 

functionalism in what follows.) The a priori 

functionalists (e.g., Smart, Armstrong, Lewis, 

Shoemaker) are the heirs of the logical behav- 

iorists. They tend to regard functional analy- 

ses as analyses of the meanings of mental 

terms, whereas the empirical functionalists 

(e.g., Fodor, Putnam, Harman) regard func- 

tional analyses as substantive scientific hy- 

potheses. In what follows, I shall refer to the 

former view as “Functionalism’ and the latter 

as ‘Psychofunctionalism.’ (I shall use ‘func- 

tionalism’ with a lowercase ‘f’ as neutral be- 

tween Functionalism and Psychofunctionalism. 

When distinguishing between Functionalism 

and Psychofunctionalism, I shall always use 

capitals.) 

Functionalism and Psychofunctionalism and 

the difference between them can be made clearer 

in terms of the notion of the Ramsey sentence of 

a psychological theory. Mental-state terms that 

appear in a psychological theory can be defined 

in various ways by means of the Ramsey sen- 

tence of the theory. All functional-state identity 

theories (and functional-property identity theo- 

ries) can be understood as defining a set of func- 

tional states (or functional properties) by means 

of the Ramsey sentence of a psychological 

theory—with one functional state correspond- 

ing to each mental state (or one functional prop- 

erty corresponding to each mental property). 

The functional state corresponding to pain will 

be called the ‘Ramsey functional correlate’ of 

pain, with respect to the psychological theory. In 

terms of the notion of a Ramsey functional cor- 

relate with respect to a theory, the distinction be- 

tween Functionalism and Psychofunctionalism 

can be defined as follows: Functionalism iden- 

tifies mental state S with S’s Ramsey func- 

tional correlate with respect to a common-sense 

psychological theory; Psychofunctionalism 

identifies S with S’s Ramsey functional cor- 

relate with respect to a scientific psychological 
theory. 
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1.2. Homunculi-Headed 

Robots 

In this section I shall describe a class of devices 

that embarrass all versions of functionalism 

in that they indicate functionalism is guilty of 

liberalism—classifying systems that lack men- 

tality as having mentality. 

Consider the simple version of machine 

functionalism already described. It says that 

each system having mental states is described 

by at least one Turing-machine table of a cer- 

tain kind, and each mental state of the system 

is identical to one of the machine-table states 

specified by the machine table. I shall con- 

sider inputs and outputs to be specified by de- 

scriptions of neural impulses in sense organs 

and motor-output neurons. This assumption 

should not be regarded as restricting what will 

be said to Psychofunctionalism rather than 

Functionalism. As already mentioned, every 

version of functionalism assumes some speci- 

fication of inputs and outputs. A Functionalist 

specification would do as well for the purposes 

of what follows. 

Imagine a body externally like a human body, 

say yours, but internally quite different. The 

neurons from sensory organs are connected to a 

bank of lights in a hollow cavity in the head. A 

set of buttons connects to the motor-output neu- 

rons. Inside the cavity resides a group of little 

men. Each has a very simple task: to implement 

a ‘square’ of a reasonably adequate machine 

table that describes you. On one wall is a bul- 

letin board on which is posted a state card, i.e., 
a card that bears a symbol designating one of 

the states specified in the machine table. Here is 

what the little men do: Suppose the posted card 

has a ‘G’ on it. This alerts the little men who 

implement G squares—‘G-men’ they call them- 

selves. Suppose the light representing input I 

goes on. One of the G-men has the following as 
his sole task: when the card reads ‘G’ and the 

I, light goes on, he presses output button OF 

and changes the state card to ‘M’ This G-man 

is called upon to exercise his task only rarely. 

In spite of the low level of intelligence required 
of each little man, the system as a whole man- 
ages to simulate you because the functional or- 
ganization they have been trained to realize is 
yours. A Turing machine can be represented as 
a finite set of quadruples (or quintuples, if the 
output is divided into two parts)—current state, 
current input; next state, next output. Each little 
man has the task corresponding to a single qua- 
druple. Through the efforts of the little men, the 
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system realizes the sare (reasonably adequate) 

machine table as you do and is thus functionally 
equivalent to you. 

I shall describe 4 version of the homunculi- 
headed simulation, which is more clearly no- 

mologically possible. How many homunculi are 

required? Perhaps a billion are enough; after all, 

there are only about a billion neurons in the brain. 

Suppose we convert the government of China 

to functionalism, and we convince its officials 

that it would enormously enhance their inter- 

national prestige to realize a human mind for 
an hour. We provide each of the billion people 

in China (J chose China because it has a bil- 
lion inhabitants) with a specially designed two- 

way radio that connects them in the appropriate 

way to other persons and to the artificial body 

mentioned in the previous example. We replace 

the little men with a radio transmitter and re- 

ceiver connected to the input and output neu- 

rons. Instead of a bulletin board, we arrange to 

have letters displayed on a series of satellites 
placed so that they can be seen from anywhere 
in China. Surely such a system is not physically 

impossible. It could be functionally equivalent 

to you for a short time, say an hour. 

‘But,’ you may object, “how could something 

be functionally equivalent to me for an hour? 
Doesn’t my functional organization determine, 

say, how I would react to doing nothing for a 
week but reading Reader’s Digest?’ Remember 

that a machine table specifies a set of condition- 
als of the form: if the machine is in S. and re- 
ceives input L, it emits output O, and goes into 
S.. Any system that has a set of inputs, outputs, 
and states related in the way described realizes 

that machine table, even if it exists for only an 

instant. For the hour the Chinese system is ‘on,’ 

it does have a set of inputs, outputs, and states 

of which such conditionals are true. Whatever 

the initial state, the system will respond in 
whatever way the machine table directs. This 

is how any computer realizes the machine table 

it realizes. 
Of course, there are signals the system would 

respond to that you would not respond to, 

€.g., massive radio interference or a flood of 

the Yangtze River. Such events might cause a 

malfunction, scotching the simulation, just as a 
bomb in a computer can make it fail to realize 

the machine table it was built to realize. But just 
as the computer without the bomb can realize 
the machine table. the system consisting of the 

people and artificial body can realize the ma- 
chine table so long as there are no catastrophic 

interferences, e.g.. floods, etc. 
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‘But,’ someone may object, ‘there is a differ- 
ence between a bomb in a computer and a bomb 

in the Chinese system, for in the case of the 

latter (unlike the former), inputs as specified in 

the machine table can be the cause of the mal- 
function. Unusual neural activity in the sense 

organs of residents of Chungking Province 

caused by a bomb or by a flood of the Yangtze 

can cause the system to go haywire.’ 

Reply: the person who says what system he 

or she is talking about gets to say what counts as 

inputs and outputs. J count as inputs and outputs 

only neural activity in the artificial body con- 

nected by radio to the people of China. Neural 

signals in the people of Chungking count no 

more as inputs to this system than input tape 

jammed by a saboteur between the relay con- 

tacts in the innards of a computer count as an 

input to the computer. 

Of course, the object consisting of the people 

of China + the artificial body has other Turing 

machine descriptions under which neural sig- 

nals in the inhabitants of Chungking would 

count as inputs. Such a new system (i.e., the 

object under such a new Turing-machine de- 

scription) would not be functionally equivalent 

to you. Likewise, any commercial computer 

can be redescribed in a way that allows tape 

jammed into its innards to count as inputs. In 

describing an object as a Turing machine, one 

draws a line between the inside and the outside. 
(If we count only neural impulses as inputs 

and outputs, we draw that line inside the body 
if we count only peripheral stimulations as 

inputs and only bodily movements as outputs, 

we draw that line at the skin.) In describing the 

Chinese system as a Turing machine, I have 

drawn the line in such a way that it satisfies 

a certain type of functional description—one 
that you also satisfy, and one that, according 

to functionalism, justifies attributions of men- 

tality. Functionalism does not claim that every 
mental system has a machine table of a sort that 

justifies attributions of mentality with respect 

to every specification of inputs and outputs, but 

rather, only with respect to some specification. 

Objection: The Chinese system would work 

too slowly. The kind of events and processes 
with which we normally have contact would 

pass by far too quickly for the system to detect 

them. Thus, we would be unable to converse 
with it, play bridge with it, etc.’ 

Reply: It is hard to see why the system’s time 

scale should matter. What reason is there to be- 

lieve that your mental operations could not be 
very much slowed down, yet remain mental 
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operations? Is it really contradictory or nonsen- 

sical to suppose we could meet a race of intel- 

ligent beings with whom we could communicate 

only by devices such as time-lapse photogra- 

phy? When we observe these creatures, they 

seem almost inanimate. But when we view the 

time-lapse movies, we see them conversing with 

one another. Indeed, we find they are saying that 

the only way they can make any sense of us is by 

viewing movies greatly slowed down. To take 
time scale as all important seems crudely behav- 

ioristic. Further, even if the timescale objection 

is right, I can elude it by retreating to the point 

that a homunculus-head that works in normal 

time is metaphysically possible, even if not no- 

mologically possible. Metaphysical possibility 

is all my argument requires (see Section 1.3).4 

What makes the homunculi-headed system 

(count the two systems as variants of a single 

system) just described a prima facie counter ex- 

ample to (machine) functionalism is that there 

is prima facie doubt whether it has any mental 

states at all—especially whether it has what 
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philosophers have variously called ‘qualita- 

tive states,’ ‘raw feels,’ or ‘immediate phenom- 

enological qualities.” (You ask: What is it that 

philosophers have called qualitative states? I 

answer, only half in jest. As Louis Armstrong 

said when asked what jazz is, ‘If you got to ask, 

you ain’t never gonna get to know.’) In Nagel’s 

terms (1974), there is a prima facie doubt 

whether there is anything which it is like to be 

the homunculi-headed system. 
The force of the prima facie counterexample 

can be made clearer as follows: Machine func- 

tionalism says that each mental state is iden- 

tical to a machine-table state. For example, a 

particular qualitative state, Q, is identical to a 

machine-table state, S . But if there is nothing 

it is like to be the homunculi-headed system, it 

cannot be in Q even when it is in Sy: Thus, if 

there is prima facie doubt about the homunculi- 

headed system’s mentality, there is prima facie 

doubt that Q = Sy i.e., doubt that the kind of 

functionalism under consideration is true.° Call 
this argument the Absent Qualia Argument. 
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NOTES 

1. The converse is also true. 

2. State type, not state token. Throughout the chapter, I 
shall mean by ‘physicalism’ the doctrine that says each 

distinct type of mental state is identical to a distinct 
type of physical state, for example, pain (the univer- 
sal) is a physical state. Token physicalism, on the other 
hand, is the (weaker) doctrine that each particular dat- 

able pain is a state of some physical type or other. 

Functionalism shows that type physicalism is false, 

but it does not show that token physicalism is false. 

By ‘physicalism,’ I mean first order physical- 
ism, the doctrine that, e.g., the property of being 
in pain is a first-order (in the Russell-Whitehead 
sense) physical property. (A first-order property is 
one whose definition does not require quantifica- 
tion over properties; a second-order property is one 
whose definition requires quantification over first- 
order properties.) The claim that being in pain is a 
second-order physical property is actually a (physi- 
calist) form of functionalism. See Putnam 1970. 



PSEUDONORMAL VISION 

‘Physical property’ could be defined for the 
purposes of this chapter as a property expressed 
by a predicate of some true physical theory or, 

more broadly, by a predicate of some true theory 

of physiology, biology, chemistry, or physics. Of 
course, such a definition is unsatisfactory without 

characterizations of these branches of science. 
See Hempel 1970 for further discussion of this 
problem. 

3. This point has been raised with me by persons too 
numerous to mention. 

4. One potential difficulty for Functionalism is pro- 
vided by the possibility that one person may have 

two radically different Functional descriptions of 
the sort that justify attribution of mentality. In such 

a case, Functionalists might have to ascribe two 
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radically different systems of belief, desire, etc., 

to the same person, or suppose that there is no fact 

of the matter about what the person’s propositional 

attitudes are. Undoubtedly, Functionalists differ 

greatly on what they make of this possibility, and 

the differences reflect positions on such issues as 
indeterminacy of translation. 

5. Shoemaker 1975 argues (in reply to Block and 
Fodor 1972) that absent qualia are logically impos- 
sible, that is, that it is logically impossible that two 

systems be in the same functional state yet one’s 

state have and the other’s state lack qualitative 

content. If Shoemaker is right, it is wrong to doubt 
whether the homunculi-headed system has qualia. I 

attempt to show Shoemaker’s argument to be falla- 
cious in Block 1980. 

Pseudonormal Vision 
An Actual Case of Qualia Inversion? 

Martine Nida-RUumelin 

1. Introduction 

Is it possible that a person who behaves just 

like you and me in normal life situations and 

applies colour words to objects just as we do 

and makes the same colour discriminations and 

colour similarity judgements that we make, see 

green where we see red and red where we see 

green? Many philosophers assert that the de- 

scription of such a case is somehow incoherent. 

Often the motivation for this assertion is ‘that 

they suspect that admitting that claim [the pos- 

sibility of such a case] will put one on a slippery 

slope which will eventually land one in skepti- 

cism about other minds.”! 
Among philosophers, however, it does not 

seem to be common knowledge that there is 

scientific evidence for the existence of such 

cases. Theories about the physiological basis of 

colour vision deficiencies together with theories 

about the genetics of colour vision deficien- 

cies lead to the prediction that some people are 

‘pseudonormal’ (according to an estimation of 

Piantanida (1974) this occurs in around 14 of 

10,000 males).2 Pseudonormal people ‘would 
be expected to have normal colour vision except 

that the sensations of red and green would be 

reversed—something that would be difficult, if 

not impossible, to prove.”* 
Any philosophical theory of mind or more 

specifically about colour, colour appearances or 

colour concepts should meet the following plau- 

sible prima facie constraint: No hypotheses ac- 

cepted or seriously considered in colour vision 

science should be regarded according to a philo- 

sophical theory to be either incoherent or unstat- 

able or false. Therefore—regardless of whether 

the hypothesis of the existence of pseudonormal 

people is correct—the mere fact that the hypoth- 

esis is seriously considered in colour vision sci- 

ence, is philosophically relevant. Central claims 

of colour vision science when combined with 

specific empirical assumptions lead to the pre- 

diction that there are red-green-inverted people. 

Therefore any philosophical theory which ex- 

cludes such a case does not meet the above 

formulated constraint. The failure to meet this 

prima facie constraint does not in itself justify 

the rejection of a philosophical proposal, but it 

does represent a serious objection. This kind of 

criticism will be advanced against some widely 

held philosophical proposals in the present 

paper. But let me begin with a short sketch of the 

relevant parts of colour vision science. 

From Philosophical Studies 82 (1996): pp. 145-57. Reprinted with permission of the author and 

of Kluwer Academic Publishers. 
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2. Pseudonormal Vision. 

The Scientific Background 

There are three types of photoreceptors on the 

retina that play a central role in human colour 

vision (B-, G- and R-cones). They are morpho- 

logically distinguishable, they play different 

roles in colour information processing and they 

normally contain three chemically different 

photopigments. For each cone type there is a 

characteristic function (the so-called sensitivity 

curve) which describes how the level of stimu- 

lation caused by monochromatic light in a cone 

of the given type depends on the wavelengths of 

the light at a given intensity level. It is assumed 

that the sensitivity curves are determined by the 

absorption spectra of the pigments contained in 

the receptors. The expected level of stimulation 

of a cone caused by non-monochromatic light 

(which is the normal case) can be calculated on 

the basis of the sensitivity curve characteristic 

for its type. When light reaches a given area on 

the retina, then some neural mechanism will 

calculate the average stimulation of the cones 

in the area of any of the three types. The aver- 

age stimulation of the three cone types is then 

compared and information about the results is 

carried to the brain by two neural channels, the 

r-g-channel (responsible for red- and green- 

sensations) and the y-b-channel (responsible for 

blue- and yellow-sensations). If (b, g, r) repre- 

sents the average stimulation of the B-, G- and 

R-cones in the area at issue then how the chan- 

nel states depend on the average stimulation (b, 

g, r) of the three cone types can be represented 

(according to a simple model of so-called op- 

ponent process theory presented in Boynton 
(1979)) by the following two functions. 

(1) C1 (0, gr) =r-¢g 
(2) C2((b,g,rn)=g+r—b 

It is assumed that the amount of greenness, yel- 

lowness, blueness and redness experienced by 

an observer in a concrete case can be predicted 

on the basis of the values of C1 and C2. In case 

Cl ((b, g, r)) = O, the corresponding object 

will appear neither greenish nor reddish to the 

person. At the zero-point of the second func- 

tion, there will be no blue or yellow component 

in the perceived colour. For positive values of 

Cl, the person does not sense any greenness 

and the amount of redness increases with the 

distance from zero. With negative values of C1, 

the person does not sense any redness, and the 

amount of greenness increases with the distance 
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from zero. Analogously yellow-sensations are 

correlated with values of C2 greater than zero 

and blueness-sensations with values of C2 

smaller than zero. 
According to the prevailing theory about 

red-green blind vision these people differ from 

normal people in the following respect: their 

G-cones and R-cones contain the same phot- 

opigment. Therefore the average stimulation of 

their R- and G-cones will be equal for any light 

stimulus. The value of Cl consequently will 

always be zero and it follows from the theory 

that nothing will appear reddish or greenish to 

the subject. One group of red-green-blind people 

(so-called protanopes) have the photopigment 

normally contained in the G-cones not only in 

their G-cones, but also in their R-cones. For the 

other group of red-green blind people the re- 

verse is true: their G-cones and their R-cones 

both contain the photopigment normally con- 

tained in R-cones. According to a widely ac- 

cepted model of the inheritance of colour vision 

defects, both genes, the one that causes produc- 

tion of the G-cone photopigment in R-cones and 

the one that causes production of the R-cone 

photopigment in G-cones, may be active si- 

multaneously in one single individual. In these 

cases the photopigments of the two cone types 

at issue are simply exchanged. The result should 

be a person which does not have any obvious 

colour vision defect. These people are called 

pseudonormal since they appear to be normal 

but really are not. To any light stimulus their 

R-cones react like normally filled G-cones and 

their G-cones react like normally filled R-cones. 

The reversed filling of cones with photopig- 

ments only affects the causal interconnections 

between external stimuli and cone type activa- 

tion. It does not, however, affect the causal in- 

terconnections between cone type activation and 

the states of the two chromatic channels. This 

second causal dependency is therefore assumed 

not to be altered in pseudonormal people. It fol- 

lows that any light stimulus which causes the 

r-g-channel of a normal person to have the value 
y, will cause the r-g channel of a pseudonormal 
person to have the value —y. If y corresponds 
to a reddish component in the perceived colour, 
then —y corresponds to a greenish component in 
the perceived colour (and vice versa). It there- 
fore follows from received scientific theory 
about human colour vision, that pseudonormal 
people, if they exist, are red-green-inverted in 
the following sense: things that appear reddish 
to normal people to a certain degree, appear 
greenish to pseudonormal people to roughly the 
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same degree (and vice versa) while the percep- 

tion of yellowish or bluish components remains 
unaffected. 

3. Philosophical 
Consequences 
3.1. A Problem for Wittgensteinians 

Let us call an N-case a case where a person P 

is red-green-inverted and yet there is no be- 

havioural difference between P and normally 

sighted people detectable in normal life situ- 

ations that would give any reason to suspect 

that P’s colour perceptions differ from those of 

normal people. Some of those philosophers who 

are influenced by Wittgensteinian ideas think 

that the possibility of an N-case can be excluded 

without empirical research on the basis of phil- 

osophical considerations alone. They would 

subscribe to the following view: Ripe tomatoes 

look red to a given person if it is appropriate 

according to the rules of the relevant language 

game to assert that they look red to the person 

at issue. These rules do not require physiologi- 

cal examination of someone’s visual system. 

Pseudonormal people are expected by colour 

vision science to behave roughly lke normal 

people do in colour discrimination and colour 

judgement and therefore the conditions meant 

by Wittgensteinians for an appropriate ascrip- 

tion of normal colour perception are certainly 

fulfilled. So it seems that the Wittgensteinian 

must deny that pseudonormal people are red- 

green inverted and finds himself in conflict with 

what colour vision science asserts. 

The Wittgensteinian however might defend 

his view claiming that the rules governing the 

use of colour appearance concepts in normal 

language are different from those govern- 

ing scientific usage of these terms. He might 

then adopt one of the two following slightly 

different strategies: a) he might say that phi- 

losophy is concerned with everyday language 

and therefore need not care about how colour 

vision science describes the phenomenology 

of pseudonormal vision or b) he might admit 

that given the results of colour vision science 

sketched above we have reason to change 

the rules of the game and adopt the view that 

pseudonormal people are red-green inverted. In 

order to argue against both defence strategies it 

is necessary to show that colour vision science 

when using colour appearance terms does not 

introduce new concepts but rather uses these 

terms in their normal way. This indeed seems 
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quite obvious, but to argue for this claim is a 

more complicated task which cannot be com- 

pleted in the present paper.? 

3.2. Pseudonormal Vision 

and Functionalism 

It has been objected to functionalism that 

there could be what I will call an F-case. An 

F-case is a case where there is no relevant 

functional difference between a person P and 

normally sighted people although P is red- 

green-inverted.° Before we can begin dis- 

cussing whether pseudonormals represent an 

F-case we need to distinguish different senses 

of ‘functional difference’ and thereby different 

versions of functionalism. 

Conceptual functionalism claims that the 

meaning of mental terms may be analysed in 

functionalist terminology. According to con- 

ceptual functionalism to see something as red 

means to be in a state which plays a specific 

causal role. This causal role, according to 

conceptual functionalism, can be specified by 

reference to a) typical causes of the state and 

b) typical causal influence of the state at issue 

upon other mental states. The proponent of con- 

ceptual functionalism therefore must deny the 

possibility of what I will call an Fl-case: An 

Fl-case would be realized if for a red-green- 

inverted person P something like the follow- 

ing two conditions hold: a) P does not differ 

from normals with respect to colour naming 

and colour discrimination behaviour and b) if 

there is a specific difference in the role red- and 

green-sensations play in connection with emo- 

tions, other modes of perception, space percep- 

tion and the like, then these roles in the case of 

person P are reversed too. For N cases it was 

required that the difference between P and nor- 

mally sighted people could not be detected in 

normal life. It is required in addition for Fl-cases 

that P will behave like a normal person even in 

sophisticated psychological and psychophysi- 

ological experiments. To the proponent of con- 

ceptual functionalism, we may ascribe the view 

that Fl-cases are incoherent. To reject concep- 

tual functionalism it is not necessary to show 

that pseudonormal people represent Fl-cases. 

It suffices to argue that according to received 

colour vision science the question whether they 

do represent Fl-cases or whether they do not 

need to be settled by empirical research. This 

is enough since no hypotheses seriously con- 

sidered in scientific theory should be regarded 

incoherent by any philosophical proposal. It 
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has already been shown that pseudonormals, if 

they exist, are red-green inverted according to 

scientific theory. Whether they do represent an 

Fl-case therefore only depends on the answer 
to the following question: Are there differences 

between red-sensations and green-sensations 

with respect to their causal influence upon other 

mental states which are innate and will not be 

overridden by learning processes? If the answer 

is ‘yes,’ then pseudonormal people cannot rep- 

resent Fl-cases and could be detected by so- 

phisticated psychological experiments. If the 

answer is ‘no,’ then pseudonormal people could 

not be detected without direct investigation of 

their retina and they would represent F1-cases. 

Obviously the question needs to be settled by 

empirical research, and conceptual functional- 

ism thus violates the above formulated prima 

facie constraint.’ 
Psychofunctionalism does not claim to give 

an analysis of the meaning of mental terms. 

Rather it proposes to accept the empirical hy- 

pothesis that mental terms will turn out to refer 
to functionally definable internal states. Colour 

vision science asserts that red sensations occur 

when the relevant r-g channel is in a specific 

type of state which is represented by positive 

values of C1. Let us call this type of state ‘posi- 

tive r-g channel state,’ analogously I will talk 

of negative r-g channel states. The question of 

whether psychofunctionalism violates the above 

formulated prima facie constraint then depends 

on whether the difference between positive and 

negative r-g channel states is a functional dif- 

ference in the sense of psychofunctionalism. At 

first sight it seems that it is not: positive and 

negative r-g channel states can be distinguished 

by reference to their causes. Positive states are 

caused by a predominance of R-cone activity, 

while negative states are caused by a predomi- 

nance of G-cone activity. But this is a function- 

ally describable difference only if the two types 

of cones can be functionally defined. The most 

obvious way to define receptor types in the pres- 

ent context is by reference to the way they react 

to light stimuli. This strategy however is not 

available here. R-cones can be filled with the 

photopigment normally contained in G-cones 

and thereby be caused to behave like G-cones. 

But, as the hypothesis of pseudonormal vision 

shows, colour vision science explicitly denies 

that a G-cone filled with the wrong pigment 

thereby ceases to be a G-cone. Of course there 

is a difference in causal role between G-cones 

and R-cones: They have different influences 
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upon the channel states. But this is what we 

started with. So the difference between positive 

and negative r-g channel states cannot be func- 

tionally specified by reference to the way these 

states are caused. Still, the psychofunctionalist 

may hope that the two channel states will turn 

out to play different functional roles on higher 

levels of information processing. 
I have characterized psychofunctionalism by 

the empirical hypothesis that terms for mental 

states will turn out to refer to functionally de- 

finable states. A somehow stronger claim is 

however in the spirit of psychofunctionalism. 

Those who subscribe to some kind of psycho- 

functionalism certainly would have expected 

any theory of colour information processing 

to be a functional theory from the outset. This 

would mean that the central notions of colour 

vision science at any of its historical stages 

should be explicable in functionalist terminol- 

ogy. This stronger claim, however, is quite ob- 

viously wrong.® 

3.3. Fixing the Reference of Physiological 
Concepts 

The real story about the development of 

colour vision science seems to be this: It is 

a central assumption of colour vision science 

which has been accepted from the very be- 

ginning of this empirical discipline and has 

turned out fruitful that for any of the four 

phenomenally basic hues there must be some 

specific physiological process responsible for 

the occurrence of that colour sensation. (The 

assumption is hold true for the whole range 

of sighted people independently of their spe- 

cific kind of—normal or abnormal—colour 

vision). One first step in the development of 

modern colour vision science was to postu- 

late the existence of one type of physiological 

process responsible for every basic hue sen- 

sation and to assume that any of these four 

processes allows for degrees which are corre- 

lated with the corresponding amount of f-ness 

(where f is a basic hue) in the phenomenally 

given colour. Thus the reference of physi- 

ological concepts was fixed in colour vision 

science by definite descriptions formulated 

using phenomenal concepts (e.g. “the process 

p such that the ‘degree of p’ is correlated with 
the amount of redness’). It was assumed as 
a working hypothesis that these phenomenal 
descriptions are successful in picking out spe- 
cific physiological types. 
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If this description is correct, then phenom- 

enal concepts used in their everyday meaning 

did play and still do play an essential role in the 

development of scientific terminology. If this is 

true, then the psychofunctionalist who wishes 

to uphold what I called his stronger claim, 

needs to show that our phenomenal concepts 

really are functional concepts. He thus has to 

support, in addition, some kind of conceptual 

functionalism. Conceptual functionalist, how- 

ever, has already been shown to be inadequate.’ 

4. Two Objections 

Here is a possible objection that needs to be 

discussed: Someone might propose to rede- 

fine R-cones, G-cones and B-cones in terms of 

their corresponding spectral sensitivity curves. 

This indeed would cause the argument to break 

down. We then could not say of pseudonormal 

people that their cones contain the ‘wrong’ 

pigment, since, by containing erythrolabe and 

thereby a specific spectral sensitivity curve, a 

receptor by definition becomes an R-cone. This 

definition of cone-types, combined with a defi- 

nition of the relevant states of the r-g-channel 

according to its causal relations to the cone- 

types, leads to the conclusion that in normal 

subjects and in pseudonormal subjects the same 

external conditions cause the same r-g-states. 

It would follow that red things appear red to 

pseudonormal people just as they do to normal 

ones. The philosopher proposing this redefini- 

tion might make his view still more difficult to 

attack by adding: My position does not need 

the assumption that the proposed definition is 

more adequate than a morphological individu- 

ation of cone types. It probably is a matter of 

practical convenience which definition should 

be preferred. Since it depends on what defi- 

nition we choose whether opponent process 

theory predicts normal vision or inverted 

vision for pseudonormal subjects, the ques- 

tion whether an object appears red or green toa 

pseudonormal person turns out to be decidable 

by convention. It is then not a factual question 

about what really is the case. This result—the 

opponent might go on—is almost as good or 

even better than genuine impossibility of qualia 

inversion. 
This counterargument can be met in two 

ways: First, redefining receptor types in the 

way proposed would by definition exclude 
specific cases of acquired red-green-inversion 
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which seems quite unacceptable.'? Second, the 

proposal violates the widely accepted principle 

of supervenience for mental properties upon 

the relevant physiological properties: Let us for 

the moment accept that the relevant states of the 

r-g-channel can be functionally defined in the 

way proposed, and let us call states represented 

by positive Cl-values, positive states of the 

r-g-channel and the same for negative values. 

Since the neural hardware is not affected by ex- 

changing photopigments, we must assume that 

the physiological state produced by a specific 

pattern of stimulation of concrete photorecep- 

tors in a given person is the same regardless of 

whether the photopigments are reversed. The 

proposal, therefore, entails that the same physi- 

ological state that realizes a positive r-g-state, 

given normal distribution of photopigments, re- 

alizes a negative r-g-state, given pseudonormal 

distribution of photopigments. So the proposed 

definition, combined with opponent process 

theory, entails the prediction that the very same 

physiological state will lead to a red-sensation 

in the one case and to a green-sensation in the 

other. Since the only difference between the 

two cases lies in the way the physiological state 

is caused (by different patterns of light stimuli) 

and since the brain does not have any access 

to this information, this would seem rather 

mysterious. 

David Lewis defended functionalism against 

the so-called Inverted Qualia Argument claim- 

ing that “object o looks red to person x” is am- 

biguous, needs to be relativized to a population 

P and means something like the following: 

“object o produces in x a state, which in people 

of population P plays the role of red-percep- 

tions” where ‘the role of red-perceptions’ is as- 

sumed to be explicable in functional terms.!' On 
this account the assumption that green things 

look red to pseudonormal people (in the sense 

in which it is true) would mean: when looking 

at grass the brain of pseudonormal people is in 

a physiological state which occupies the role 

of seeing something red in normally sighted 

people.'? Lewis’ proposal, however, yields an 

inadequate interpretation of the following cen- 

tral assumption in colour vision science: there 

is a specific physiological state which is respon- 

sible for red sensations in general (whoever is 

in that state has an experience of red and vice 

versa). This assumption is supposed to be true 

for all human beings in a non-trivial sense. This 

basic assumption, therefore, should not follow 

from the following ‘weaker’ claim: There is a 
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physiological state (or process) which occupies 

a specific functional role F in normal subjects. 

On Lewis’ account, however, it does.'? This 

argument does not in itself show that the pro- 

posal violates the above formulated constraint 

for philosophical theories, but it does prove the 

violation of another plausible necessary condi- 
tion for an adequate philosophical theory: If a 

hypothesis H which is accepted or seriously 

considered in some well-established scientific 

theory contains a concept C and if the philo- 

sophical theory proposes a definition of C, then 

replacing C by the proposed definiens should 

not change the empirical content of H. 
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5. Final Remark 

The two constraints used in this paper only pro- 

vide prima facie reasons for rejecting a given 

philosophical proposal. They may be over- 

ridden by philosophical considerations in some 

cases even if the scientific theory is empirically 

well-established. However, in such a case, the 

philosopher who wishes to reject scientific ter- 

minology, should be able to argue convincingly 

that the theory can be replaced by an alternative 

one, which does conform to the philosopher’s 

intuitions and is yet in some relevant sense em- 

pirically equivalent to the original one.'* 

NOTES 

1. Sydney Shoemaker, “The Inverted Spectrum,” The 

Journal of Philosophy 79 (1982): 357-82, p. 364. 
2. See T. P. Piantanida, “A replacement model of 

X-linked recessive colour vision defects,” Annals 
of Human Genetics 37 (1974): 393-404; and Robert 

M. Boynton, Human Color Vision, (New York Holt, 

Rinehart & Winston, 1979), p. 351-58. 

3. Boynton in Human Color Vision, op. cit., p. 356. 

4. In an earlier paper and in my dissertation I dis- 

cussed the case of photopigment exchange between 

R- and G-cones as an empirically possible but only 
imaginary case for which colour vision science 
would have to predict red-green inverted vision 

(see my “Irreduzibel mentale Pradikate in physiolo- 

gischen Theorien der Farbwahrnehmung,” Berichte 
des Internationalen Wittgensteinsymposiums 1988, 

Wien 1989 S. 59-62 and my “Farben und phainom- 

enales Wissen,” Conceptus Studienband 9, Wien 

1993: Academia Verlag (St. Augustin)). Three years 

later I discovered that the imaginary case had actu- 

ally appeared as a serious hypothesis in scientific 
literature. As far as I know pseudonormal vision has 

not yet been discussed in philosophical literature 
which might be due to the fact that the hypothesis 

can only be found in chapters or articles about the 
inheritance of colour vision deficiencies which phi- 

losophers might tend to skip. 

5. If pseudonormal people exist, then normal subjects 
are systematically wrong about the colour experi- 

ences of these people as long as they believe them 

to be normal. Both strategies discussed above would 

commit the Wittgensteinian to the view that prior 
to the development of modern colour vision science 
there was no such error. 

6. See, e.g., Ned Block and Jerry Fodor, “What Mental 

States Are Not,” Philosophical Review 81 (1972): 

pp. 158-82, pp. 172-74. 
7. It violates the constraint in the following way: a hy- 

pothesis which according to colour vision science 
needs to be settled by empirical research (the hypoth- 
esis that there are Fl-cases) is incoherent according 

to conceptual functionalism. The case shows that 
conceptual functionalism violates a further plausible 
prima facie constraint: No claim should be concep- 

tually true according to a philosophical theory if it 
has to be settled by empirical research according to 

colour vision science. (Conceptual functionalism 

violates this further constraint with respect to the 
hypothesis that there are no Fl-cases.) 

The argument against conceptual functionalism may 
also be put this way: According to received scien- 
tific theory (according to central claims of colour 
vision science plus the hypothesis of pseudonor- 
mal vision) there are Fl-cases if there are no innate 
differences in our reactions to red and green. Our 

colour concepts do not suffice to tell us that there 
are such innate differences. Therefore, contrary to 

conceptual functionalism, the existence of Fl-cases 

cannot be excluded by conceptual considerations 
either. (I am grateful for a comment by Ned Block, 
which brought me to see this alternative way of 
making this point.) 

8. Ithas been pointed out to me independently by Janet 
Levin and by Ned Block that the functionalist might 

reply claiming that normals and pseudonormals 
looking at a red thing simply have different physi- 

ological realizations of the same sensory quality. Of 
course, this is what some functionalists would like 
to say about the case. My point is that this descrip- 
tion of pseudonormal vision (we would have to say, 
e.g., that red things look red to them) is in conflict 
with the way the case is described in color vision 
science. This reply, therefore, does not meet the 
above formulated prima facie constraint for philo- 
sophical theories: According to this account certain 
hypotheses accepted in colour vision science turn 
out false. 

9. Itis just a historical observation which is not in need 
of any philosophical argument that phenomenal con- 
cepts (‘sensations of blue,’ ‘sensations of yellow’ 
etc.) were used to pick out physiological types in the 
way roughly described in the text. For my argument 
I do not need the stronger claim that these concepts 
as used in these contexts cannot be interpreted in a 
behaviourist or functionalist manner (although I am 
certain they cannot), My point is, rather, that given 
the above historical observation, the stronger claim 
of the psychofunctionalist fails unless it is combined 
with some kind of conceptual functionalism. 

10. Assume that someone’s R-cones and G-cones start 
to produce the wrong photopigments at some point 
in his adult life. Colour vision science predicts 
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11. 

Ws 

such a person will experience and report a radical 

change in his colour perception. Who accepts the 
proposed redefinition of cone types and subscribes 
to opponent process theory, however, would have 

to insist that no such change has taken place: Those 
individual receptors that were R-cones before the 

inversion of photopigment distribution in the retina 
of the person at issue, turned into G-cones accord- 

ing to the proposed redefinition. Thus, green objects 
cause a predominance of G-cone-activity before the 
inversion and after the inversion. Therefore, the 

channel state produced by green things is a nega- 
tive r-g-channel state before and after the change. 

So, according to the proposed redefinition, acquired 
photopigment inversion could not result in any 
change in the colour perceived by the subject. 

See David Lewis, “Mad Pain and Martian Pain,” 
in Philosophy of Psychology, vol. 1, Ned Block, 

ed., (Cambridge: Harvard University Press, 1980), 

pp. 216-22, p. 200. 
Assuming that pseudonormal and normal people 
are functionally equivalent in the relevant sense, 
on Lewis’ account the following further assump- 
tions hold: green things look green to pseudonor- 

mal people relative to the group of pseudonormal 
people, green things look red to normal people 

relative to the group of pseudonormal people, green 
things look green to normal people relative to their 

own group. Lewis’s proposal, of course, should 
not be confused with the view that pseudonormal 

people and normal people simply refer to different 

subjective qualities when they use colour appear- 

ance concepts. 

13) 
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The argument can be formulated more precisely: 

(A) ds Vx (<s,x> ea © R(x)) 

(B) 3s Vx (<s,x> ea < <the s’FR(s’,P*),x> ea) 

(C) there is exactly one s such that FR(s,P*) 

<s,x>eqa __: the brain of the person x is in the 
physiological state s 

R(x) : x has a sensation of red 

FR(s,P) : the state s occupies the functional 

role of seeing something as red in 

population P 

pe : population of normally sighted 
people 

The s @[s] _: the state s which satisfies #. 

Quantifiers followed by s or s’ 
quantify over physiological states, 

quantifiers followed by x quantify 
over people. 

(A) is the basic assumption at issue. (B) is the ac- 

count of Lewis for this assumption (R(x) is replaced 

by the proposed definiens). (B), however, logically 

follows from (C) and therefore cannot be equivalent 

to (A) as meant in colour vision science. 

. I have benefitted from discussions on this topic 

with Max Drommer, Andreas Kemmerling, Martin 

Rechenauer, and Wolfgang Spohn. I am very grate- 

ful to Ned Block for detailed criticisms of an earlier 
version of the paper. The work was supported by the 

grant Nr. Sp. 279/4-1 from the Deutsche Forschungs- 
gemeinschaft. Special thanks is due to Edith 

Vanghelof who helped with linguistic corrections. 



D. Other Psychophysical Relations 

Mental Events 

Donald Davidson 

Mental events such as perceivings, remember- 

ings, decisions, and actions resist capture in 

the nomological net of physical theory.' How 

can this fact be reconciled with the causal 

role of mental events in the physical world? 

Reconciling freedom with causal determinism 

is a special case of the problem if we suppose 

that causal determinism entails capture in, and 

freedom requires escape from, the nomological 

net. But the broader issue can remain alive even 

for someone who believes a correct analysis of 

free action reveals no conflict with determin- 

ism. Autonomy (freedom, self-rule) may or may 

not clash with determinism; anomaly (failure 

to fall under a law) is, it would seem, another 

matter. 

I start from the assumption that both the 

causal dependence, and the anomalousness, of 

mental events are undeniable facts. My aim 

is therefore to explain, in the face of apparent 

difficulties, how this can be. I am in sympathy 

with Kant when he says, 

it is as impossible for the subtlest philosophy 
as for the commonest reasoning to argue free- 

dom away. Philosophy must therefore assume 

that no true contradiction will be found between 
freedom and natural necessity in the same 

human actions, for it cannot give up the idea 
of nature any more than that of freedom. Hence 
even if we should never be able to conceive 
how freedom is possible, at least this apparent 
contradiction must be convincingly eradicated. 

For if the thought of freedom contradicts itself 
or nature . . . it would have to be surrendered in 
competition with natural necessity.’ 

Generalize human actions to mental events, 

substitute anomaly for freedom, and this is a 

description of my problem. And of course the 

connection is closer, since Kant believed free- 
dom entails anomaly. 

Now let me try to formulate a little more care- 

fully the ‘apparent contradiction’ about mental 

events that I want to discuss and finally dissi- 

pate. It may be seen as stemming from three 

principles. 
The first principle asserts that at least some 

mental events interact causally with physi- 

cal events. (We could call this the Principle of 

Causal Interaction.) Thus for example if some- 

one sank the Bismarck, then various mental 

events such as perceivings, notings, calcula- 

tions, judgments, decisions, intentional actions, 

and changes of belief played a causal role in 

the sinking of the Bismarck. In particular, I 

would urge that the fact that someone sank the 

Bismarck entails that he moved his body in a 

way that was caused by mental events of cer- 

tain sorts, and that this bodily movement in turn 

caused the Bismarck to sink. Perception illus- 

trates how causality may run from the physi- 

cal to the mental: if a man perceives that a ship 

is approaching, then a ship approaching must 

have caused him to come to believe that a ship 

is approaching. (Nothing depends on accepting 

these as examples of causal interaction.) 

Though perception and action provide the 

most obvious cases where mental and physical 

events interact causally, I think reasons could 

be given for the view that all mental events ul- 

timately, perhaps through causal relations with 

other mental events, have causal intercourse 

with physical events. But if there are mental 

events that have no physical events as causes or 

effects, the argument will not touch them. 

The second principle is that where there is 
causality, there must be a law: events related 
as cause and effect fall under strict determin- 
istic laws. (We may term this the Principle of 
the Nomological Character of Causality.) This 
principle, like the first, will be treated here as 

From L. Foster and J. Swanson, eds., Experience and Theory (Humanities Press, 1970), 
pp. 79-101. Reprinted with permission of the author. 
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an assumption, though I shall say something by 
way of interpretation.* 

The third principle is that there are no strict 

deterministic laws on the basis of which mental 
events can be predicted and explained (the 

Anomalism of the Mental). 

The paradox I wish to discuss arises for 

someone who is inclined to accept these three 

assumptions or principles, and who thinks they 

are inconsistent with one another. The incon- 

sistency is not, of course, formal unless more 

premises are added. Nevertheless it is natural to 

reason that the first two principles, that of causal 

interaction, and that of the nomological charac- 

ter of causality, together imply that at least some 

mental events can be predicted and explained 

on the basis of laws, while the principle of the 

anomalism of the mental denies this. Many phi- 

losophers have accepted, with or without argu- 

ment, the view that the three principles do lead 

to a contradiction. It seems to me, however, that 

all three principles are true, so that what must 

be done is to explain away the appearance of 

contradiction; essentially the Kantian line. 

The rest of this paper falls into three parts. 

The first part describes a version of the identity 

theory of the mental and the physical that shows 

how the three principles may be reconciled. The 

second part argues that there cannot be strict 

psychophysical laws; this is not quite the prin- 

ciple of the anomalism of the mental, but on 

reasonable assumptions entails it. The last part 

tries to show that from the fact that there can be 

no strict psychophysical laws, and our other two 

principles, we can infer the truth of a version of 

the identity theory, that is, a theory that identi- 

fies at least some mental events with physical 

events. It is clear that this ‘proof’ of the identity 

theory will be at best conditional, since two of 

its premises are unsupported, and the argument 

for the third may be found less than conclusive. 

But even someone unpersuaded of the truth of 

the premises may be interested to learn how 

they may be reconciled and that they serve to 

establish a version of the identity theory of the 

mental. Finally, if the argument is a good one, 

it should lay to rest the view, common to many 

friends and some foes of identity theories, that 

support for such theories can come only from 

the discovery of psychophysical laws. 

The three principles will be shown consistent 

with one another by describing a view of the 
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mental and the physical that contains no inner 

contradiction and that entails the three princi- 

ples. According to this view, mental events are 

identical with physical events. Events are taken 

to be unrepeatable, dated individuals such as the 

particular eruption of a volcano, the (first) birth 

or death of a person, the playing of the 1968 
World Series, or the historic utterance of the 

words, “You may fire when ready, Gridley.’ We 

can easily frame identity statements about indi- 
vidual events; examples (true or false) might be: 

The death of Scott = the death of the author 

of Waverley; 

The assassination of the Archduke Ferdinand 

= the event that started the First World 

War; 

The eruption of Vesuvius in A.D. 79 = the 

cause of the destruction of Pompeii. 

The theory under discussion is silent about pro- 

cesses, states, and attributes if these differ from 

individual events. 

What does it mean to say that an event is 

mental or physical? One natural answer is that 

an event is physical if it is describable in a 

purely physical vocabulary, mental if describ- 

able in mental terms. But if this is taken to 

suggest that an event is physical, say, if some 

physical predicate is true of it, then there is the 

following difficulty. Assume that the predi- 

cate ‘x took place at Noosa Heads’ belongs to 

the physical vocabulary; then so also must the 

predicate ‘x did not take place at Noosa Heads’ 

belong to the physical vocabulary. But the 

predicate ‘x did or did not take place at Noosa 

Heads’ is true of every event, whether mental or 

physical.° We might rule out predicates that are 

tautologically true of every event, but this will 

not help since every event is truly describable 

either by ‘x took place at Noosa Heads’ or by ‘x 

did not take place at Noosa Heads.’ A different 

approach is needed.° 
We may call those verbs mental that express 

propositional attitudes like believing, intend- 

ing, desiring, hoping, knowing, perceiving, no- 

ticing, remembering, and so on. Such verbs are 

characterized by the fact that they sometimes 

feature in sentences with subjects that refer to 

persons, and are completed by embedded sen- 

tences in which the usual rules of substitution 

appear to break down. This criterion is not pre- 

cise, since I do not want to include these verbs 

when they occur in contexts that are fully ex- 

tensional (‘He knows Paris,’ ‘He perceives 

the moon’ may be cases), nor exclude them 
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whenever they are not followed by embedded 

sentences. An alternative characterization of 

the desired class of mental verbs might be that 

they are psychological verbs as used when they 

create apparently nonextensional contexts. 

Let us call a description of the form ‘the 

event that is M’ or an open sentence of the form 

‘event x is M’ a mental description or a mental 

open sentence if and only if the expression that 

replaces ‘M’ contains at least one mental verb 

essentially. (Essentially, so as to rule out cases 

where the description or open sentence is logi- 

cally equivalent to one not containing mental 

vocabulary.) Now we may say that an event is 

mental if and only if it has a mental description, 

or (the description operator not being primitive) 

if there is a mental open sentence true of that 

event alone. Physical events are those picked 

out by descriptions or open sentences that con- 

tain only the physical vocabulary essentially. 

It is less important to characterize a physical 

vocabulary because relative to the mental it is, 

so to speak, recessive in determining whether 

a description is mental or physical. (There will 

be some comments presently on the nature of a 

physical vocabulary, but these comments will 

fall far short of providing a criterion.) 

On the proposed test of the mental, the dis- 

tinguishing feature of the mental is not that it 
is private, subjective, or immaterial, but that it 

exhibits what Brentano called intentionality. 

Thus intentional actions are clearly included 

in the realm of the mental along with thoughts, 

hopes, and regrets (or the events tied to these). 

What may seem doubtful is whether the crite- 

rion will include events that have often been 

considered paradigmatic of the mental. Is it ob- 

vious, for example, that feeling a pain or seeing 

an afterimage will count as mental? Sentences 

that report such events seem free from taint of 

nonextensionality, and the same should be true 

of reports of raw feels, sense data, and other un- 

interpreted sensations, if there are any. 

However, the criterion actually covers not 

only the havings of pains and afterimages, 

but much more besides. Take some event one 

would intuitively accept as physical, let’s say 

the collision of two stars in distant space. There 

must be a purely physical predicate ‘px’ true 

of this collision, and of others, but true of only 

this one at the time it occurred. This particular 
time, though, may be pinpointed as the same 

time that Jones notices that a pencil starts to roll 

across his desk. The distant stellar collision is 

thus the event x such that Px and x is simultane- 

ous with Jones’ noticing that a pencil starts to 
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roll across his desk. The collision has now been 

picked out by a mental description and must be 

counted as a mental event. 
This strategy will probably work to show 

every event to be mental; we have obviously 

failed to capture the intuitive concept of the 

mental. It would be instructive to try to mend 

this trouble, but it is not necessary for present 

purposes. We can afford Spinozistic extrava- 

gance with the mental since accidental inclu- 

sions can only strengthen the hypothesis that 

all mental events are identical with physical 

events. What would matter would be failure 

to include bona fide mental events, but of this 

there seems to be no danger. 

I want to describe, and presently to argue for, 

a version of the identity theory that denies that 

there can be strict laws connecting the mental 

and the physical. The very possibility of such a 

theory is easily obscured by the way in which 

identity theories are commonly defended and at- 

tacked. Charles Taylor, for example, agrees with 

protagonists of identity theories that the sole 

‘ground’ for accepting such theories is the sup- 

position that correlations or laws can be estab- 

lished linking events described as mental with 

events described as physical. He says, ‘It is easy 

to see why this is so: unless a given mental event 

is invariably accompanied by a given, say, brain 

process, there is no ground for even mooting a 

general identity between the two.’’ Taylor goes 

on (correctly, I think) to allow that there may be 

identity without correlating laws, but my pres- 

ent interest is in noticing the invitation to confu- 

sion in the statement just quoted. What can ‘a 

given mental event’ mean here? Not a particu- 

lar, dated, event, for it would not make sense to 

speak of an individual event being ‘invariably 

accompanied’ by another. Taylor is evidently 

thinking of events of a given kind. But if the 

only identities are of kinds of events, the identity 

theory presupposes correlating laws. 

One finds the same tendency to build laws 

into the statement of the identity theory in these 
typical remarks: 

When I say that a sensation is a brain process 
or that lightning is an electrical discharge, I am 
using ‘is’ in the sense of strict identity . . . there 
are not two things: a flash of lightning and an 
electrical discharge. There is one thing, a flash 
of lightning, which is described scientifically as 
an electrical discharge to the earth from a cloud 
of ionized water molecules.® 

The last sentence of this quotation is perhaps to 
be understood as saying that for every lightning 



MENTAL EVENTS 

flash there exists an electrical discharge to the 

earth from a cloud of ionized water molecules 

with which it is identical. Here we have an 

honest ontology of individual events and can 

make literal sense of identity. We can also 

see how there could be identities without cor- 

relating laws. It is possible, however, to have 

an ontology of events with the conditions of 

individuation specified in such a way that any 

identity implies a correlating law. Kim, for 

example, suggests that Fa and Gb ‘describe or 

refer to the same event’ if and only if a = b and 

the property of being F = the property of being 

G. The identity of the properties in turn entails 

that (x) (Fx © Gx).? No wonder Kim says: 

If pain is identical with brain state B, there must 
be a concomitance between occurrences of pain 

and occurrences of brain state B.... Thus, a 

necessary condition of the pain—brain state B 
identity is that the two expressions ‘being in 

pain’ and ‘being in brain state B’ have the same 
extension. .. . There is no conceivable observa- 

tion that would confirm or refute the identity but 

not the associated correlation.!° 

It may make the situation clearer to give a four- 

fold classification of theories of the relation 

between mental and physical events that em- 

phasizes the independence of claims about laws 

and claims of identity. On the one hand there 

are those who assert, and those who deny, the 

existence of psychophysical laws; on the other 

hand there are those who say mental events are 

identical with physical and those who deny 

this. Theories are thus divided into four sorts: 

Nomological monism, which affirms that there 

are correlating laws and that the events corre- 

lated are one (materialists belong in this cat- 

egory); nomological dualism, which comprises 

various forms of parallelism, interactionism, 

and epiphenomenalism; anomalous dualism, 

which combines onto-logical dualism with the 

general failure of laws correlating the mental 

and the physical (Cartesianism). And finally 

there is anomalous monism, which classifies the 

position I wish to occupy."' 
Anomalous monism resembles materialism 

in its claim that all events are physical, but 

rejects the thesis, usually considered essential 

to materialism, that mental phenomena can be 

given purely physical explanations. Anomalous 

monism shows an ontological bias only in that 

it allows the possibility that not all events are 

mental, while insisting that all events are physi- 

cal. Such a bland monism, unbuttressed by cor- 

relating laws or conceptual economies, does not 

seem to merit the term ‘reductionism’; in any 

Walks 

Case it is not apt to inspire the nothing-but reflex 

(‘Conceiving the Art of the Fugue was nothing 

but a complex neural event,’ and so forth.) 

Although the position I describe denies there 

are psychophysical laws, it is consistent with 

the view that mental characteristics are in some 

sense dependent, or supervenient, on physical 

characteristics. Such supervenience might be 

taken to mean that there cannot be two events 

alike in all physical respects but differing in 

some mental respect, or that an object cannot 

alter in some mental respect without altering in 

some physical respect. Dependence or superve- 

nience of this kind does not entail reducibility 

through law or definition: if it did, we could 

reduce moral properties to descriptive, and this 

there is good reason to believe cannot be done; 

and we might be able to reduce truth in a formal 

system to syntactical properties, and this we 

know cannot in general be done. 

This last example is in useful analogy with 

the sort of lawless monism under consideration. 

Think of the physical vocabulary as the entire 

vocabulary of some language L with resources 

adequate to express a certain amount of math- 

ematics, and its own syntax. L’ is L augmented 

with the truth predicate ‘true-in-L,’ which is 

‘mental.’ In L (and hence L’) it is possible to 

pick out, with a definite description or open 

sentence, each sentence in the extension of the 

truth predicate, but if L is consistent there exists 

no predicate of syntax (of the ‘physical’ vo- 

cabulary), no matter how complex, that applies 

to all and only the true sentences of L. There 

can be no ‘psychophysical law’ in the form of 

a biconditional, ‘(x) (x is true-in-L if and only 

if x is @)’ where “f’ is replaced by a ‘physical’ 

predicate (a predicate of L). Similarly, we can 

pick out each mental event using the physical 

vocabulary alone, but no purely physical predi- 

cate, no matter how complex, has, as a matter of 

law, the same extension as a mental predicate. 

It should now be evident how anomalous 

monism reconciles the three original principles. 

Causality and identity are relations between in- 

dividual events no matter how described. But 

laws are linguistic; and so events can instantiate 

laws, and hence be explained or predicted in the 

light of laws, only as those events are described 

in one or another way. The principle of causal 

interaction deals with events in extension and 

is therefore blind to the mental—physical di- 

chotomy. The principle of the anomalism of the 

mental concerns events described as mental, for 

events are mental only as described. The prin- 

ciple of the nomological character of causality 
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must be read carefully: it says that when events 

are related as cause and effect, they have de- 

scriptions that instantiate a law. It does not say 

that every true singular statement of causality 

instantiates a law." 

The analogy just bruited, between the place of 

the mental amid the physical, and the place of 

the semantical in a world of syntax, should not 

be strained. Tarski proved that a consistent lan- 

guage cannot (under some natural assumptions) 

contain an open sentence ‘Fx’ true of all and 

only the true sentences of that language. If our 

analogy were pressed, then we would expect a 

proof that there can be no physical open sen- 

tence ‘px’ true of all and only the events having 

some mental property. In fact, however, nothing 

I can say about the irreducibility of the mental 

deserves to be called a proof; and the kind of 

irreducibility is different. For if anomalous 

monism is correct, not only can every mental 

event be uniquely singled out using only physi- 

cal concepts, but since the number of events 

that falls under each mental predicate may, for 

all we know, be finite, there may well exist a 

physical open sentence coextensive with each 

mental predicate, though to construct it might 

involve the tedium of a lengthy and uninstruc- 

tive alternation. Indeed, even if finitude is not 

assumed, there seems no compelling reason to 

deny that there could be coextensive predicates, 

one mental and one physical. 

The thesis is rather that the mental is nomo- 

logically irreducible: there may be true general 

statements relating the mental and the physical, 

statements that have the logical form of a law; 

but they are not Jawlike (in a strong sense to 

be described). If by absurdly remote chance we 

were to stumble on a nonstochastic true psy- 

chophysical generalization, we would have no 

reason to believe it more than roughly true. 

Do we, by declaring that there are no (strict) 

psychophysical laws, poach on the empiri- 

cal preserves of science—a form of hubris 

against which philosophers are often warned? 

Of course, to judge a statement lawlike or il- 

legal is not to decide its truth outright; relative 

to the acceptance of a general statement on the 

basis of instances, ruling it lawlike must be a 

priori. But such relative apriorism does not 

in itself justify philosophy, for in general the 

grounds for deciding to trust a statement on the 

basis of its instances will in turn be governed by 

FOUNDATIONS 

theoretical and empirical concerns not to be dis- 

tinguished from those of science. If the case of 

supposed laws linking the mental and the physi- 

cal is different, it can only be because to allow 

the possibility of such laws would amount to 

changing the subject. By changing the subject 

I mean here: deciding not to accept the crite- 

rion of the mental in terms of the vocabulary 

of the propositional attitudes. This short answer 

cannot prevent further ramifications of the 

problem, however, for there is no clear line be- 

tween changing the subject and changing what 

one says on an old subject, which is to admit, in 

the present context at least, that there is no clear 

line between philosophy and science. Where 

there are no fixed boundaries only the timid 

never risk trespass. 

It will sharpen our appreciation of the ano- 

mological character of mental—physical gen- 

eralizations to consider a related matter, the 

failure of definitional behaviorism. Why are we 

willing (as I assume we are) to abandon the at- 

tempt to give explicit definitions of mental con- 

cepts in terms of behavioral ones? Not, surely, 

just because all actual tries are conspicuously 

inadequate. Rather it is because we are per- 

suaded, as we are in the case of so many other 

forms of definitional reductionism (naturalism 

in ethics, instrumentalism and operationalism 

in the sciences, the causal theory of meaning, 

phenomenalism, and so on—the catalogue of 

philosophy’s defeats), that there is system in 

the failures. Suppose we try to say, not using 

any mental concepts, what it is for a man to be- 

lieve there is life on Mars. One line we could 

take is this: when a certain sound is produced 

in the man’s presence (‘Is there life on Mars?’) 

he produces another (‘Yes’). But of course this 

shows he believes there is life on Mars only if 

he understands English, his production of the 

sound was intentional, and was a response to 

the sounds as meaning something in English; 

and so on. For each discovered deficiency, we 

add a new proviso. Yet no matter how we patch 

and fit the nonmental conditions, we always find 

the need for an additional condition (provided 
he notices, understands, etc.) that is mental in 

character.!° 
A striking feature of attempts at definitional 

reduction is how little seems to hinge on the 
question of synonymy between definiens and 
definiendum. Of course, by imagining counter- 
examples we do discredit claims of synonymy. 
But the pattern of failure prompts a stronger 
conclusion: if we were to find an open sen- 
tence couched in behavioral terms and exactly 
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coextensive with some mental predicate, noth- 

ing could reasonably persuade us that we had 

found it. We know too much about thought 

and behavior to trust exact and universal state- 

ments linking them. Beliefs and desires issue 

in behavior only as modified and mediated by 

further beliefs and desires, attitudes and attend- 

ings, without limit. Clearly this holism of the 

mental realm is a clue both to the autonomy and 

to the anomalous character of the mental. 

These remarks apropos definitional behav- 

iorism provide at best hints of why we should 

not expect nomological connections between 

the mental and the physical. The central case 

invites further consideration. 

Lawlike statements are general statements 

that support counterfactual and subjunctive 

claims, and are supported by their instances. 

There is (in my view) no nonquestion-begging 

criterion of the lawlike, which is not to say there 

are no reasons in particular cases for a judg- 

ment. Lawlikeness is a matter of degree, which 

is not to deny that there may be cases beyond 

debate. And within limits set by the conditions 

of communication, there is room for much 

variation between individuals in the pattern of 

statements to which various degrees of nomo- 

logicality are assigned. In all these respects, 

nomologicality is much like analyticity, as one 

might expect since both are linked to meaning. 

“All emeralds are green’ is lawlike in that its 

instances confirm it, but ‘all emeralds are grue’ 

is not, for ‘grue’ means ‘observed before time 

t and green, otherwise blue,’ and if our obser- 

vations were all made before ¢ and uniformly 

revealed green emeralds, this would not be 

a reason to expect other emeralds to be blue. 

Nelson Goodman has suggested that this shows 

that some predicates, ‘grue’ for example, are 

unsuited to laws (and thus a criterion of suitable 

predicates could lead to a criterion of the law- 

like). But it seems to me the anomalous charac- 

ter of ‘All emeralds are grue’ shows only that 

the predicates ‘is an emerald’ and ‘is grue’ are 

not suited to one another: grueness is not an in- 

ductive property of emeralds. Grueness is how- 

ever an inductive property of entities of other 

sorts, for instance of emerires. (Something 

is an emerire if it is examined before ¢ and is 
an emerald, and otherwise is a sapphire.) Not 

only is ‘All emerires are grue’ entailed by the 

conjunction of the lawlike statements ‘All em- 

eralds are green’ and ‘All sapphires are blue,’ 

but there is no reason, as far as I can see, to 

reject the deliverance of intuition, that it is 
itself lawlike.'* Nomological statements bring 
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together predicates that we know a priori are 

made for each other—know, that is, indepen- 

dently of knowing whether the evidence sup- 

ports a connection between them. ‘Blue,’ ‘red,’ 

and ‘green’ are made for emeralds, sapphires, 

and roses; ‘grue,’ ‘bleen,’ and ‘gred’ are made 

for sapphalds, emerires, and emeroses. 

The direction in which the discussion seems 

headed is this: mental and physical predicates 

are not made for one another. In point of law- 

likeness, psychophysical statements are more 

like ‘All emeralds are grue’ than like ‘All em- 

eralds are green.’ 

Before this claim is plausible, it must be seri- 

ously modified. The fact that emeralds exam- 

ined before ¢ are grue not only is no reason to 

believe all emeralds are grue; it is not even a 

reason (if we know the time) to believe any un- 

observed emeralds are grue. But if an event of 

a certain mental sort has usually been accom- 

panied by an event of a certain physical sort, 

this often is a good reason to expect other cases 

to follow suit roughly in proportion. The gener- 

alizations that embody such practical wisdom 

are assumed to be only roughly true, or they are 

explicitly stated in probabilistic terms, or they 

are insulated from counterexample by generous 

escape clauses. Their importance lies mainly in 

the support they lend singular causal claims and 

related explanations of particular events. The 

support derives from the fact that such a gen- 
eralization, however crude and vague, may pro- 

vide good reason to believe that underlying the 

particular case there is a regularity that could be 

formulated sharply and without caveat. 

In our daily traffic with events and actions 

that must be foreseen or understood, we per- 

force make use of the sketchy summary gener- 

alization, for we do not know a more accurate 

law, or if we do, we lack a description of the 

particular events in which we are interested that 

would show the relevance of the law. But there 

is an important distinction to be made within 

the category of the rude rule of thumb. On 

the one hand, there are generalizations whose 

positive instances give us reason to believe 

the generalization itself could be improved by 

adding further provisos and conditions stated 

in the same general vocabulary as the original 

generalization. Such a generalization points to 

the form and vocabulary of the finished law: 

we may say that it is a homonomic generaliza- 

tion. On the other hand there are generalizations 

which when instantiated may give us reason to 

believe there is a precise law at work, but one 

that can be stated only by shifting to a different 
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vocabulary. We may call such generalizations 

heteronomic. 
I suppose most of our practical lore (and sci- 

ence) is heteronomic. This is because a law can 

hope to be precise, explicit, and as exception- 

less as possible only if it draws its concepts 

from a comprehensive closed theory. This ideal 

theory may or may not be deterministic, but it 

is if any true theory is. Within the physical sci- 

ences we do find homonomic generalizations, 

generalizations such that if the evidence sup- 

ports them, we then have reason to believe they 

may be sharpened indefinitely by drawing upon 

further physical concepts: there is a theoretical 

asymptote of perfect coherence with all the evi- 

dence, perfect predictability (under the terms of 

the system), total explanation (again under the 

terms of the system). Or perhaps the ultimate 

theory is probabilistic, and the asymptote is less 

than perfection; but in that case there will be no 

better to be had. 

Confidence that a statement is homonomic, 

correctible within its own conceptual domain, 

demands that it draw its concepts from a theory 
with strong constitutive elements. Here is the 

simplest possible illustration; if the lesson car- 

ries, it will be obvious that the simplification 

could be mended. 

The measurement of length, weight, tem- 

perature, or time depends (among many other 

things, of course) on the existence in each case 

of a two-place relation that is transitive and 

asymmetric: warmer than, later than, heavier 

than, and so forth. Let us take the relation 

longer than as our example. The law or postu- 

late of transitivity is this: 

(L) L@,y) and LQ,z) > L@,z) 

Unless this law (or some sophisticated vari- 

ant) holds, we cannot easily make sense of the 

concept of length. There will be no way of as- 

signing numbers to register even so much as 

ranking in length, let alone the more powerful 

demands of measurement on a ratio scale. And 

this remark goes not only for any three items 

directly involved in an intransitivity: it is easy 

to show (given a few more assumptions essen- 

tial to measurement of length) that there is no 

consistent assignment of a ranking to any item 

unless (L) holds in full generality. 

Clearly (L) alone cannot exhaust the import 

of ‘longer than’—otherwise it would not 

differ from ‘warmer than’ or ‘later than.’ We 

must suppose there is some empirical content, 

however difficult to formulate in the available 

vocabulary, that distinguishes ‘longer than’ 
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from the other two-place transitive predicates 

of measurement and on the basis of which we 

may assert that one thing is longer than another. 

Imagine this empirical content to be partly 

given by the predicate ‘o(x, y).’ So we have this 

‘meaning postulate’: 

(M) Oy) > L@y) 

that partly interprets (L). But now (L) and (M) 

together yield an empirical theory of great 

strength, for together they entail that there do 

not exist three objects a, b, and c such that o(a, 

b), o(b, c), and O(c, a). Yet what is to prevent 

this happening if ‘o(x, y)’ is a predicate we 

can ever, with confidence, apply? Suppose we 

think we observe an intransitive triad; what do 

we say? We could count (L) false, but then we 

would have no application for the concept of 

length. We could say (M) gives a wrong test for 

length; but then it is unclear what we thought 

was the content of the idea of one thing being 

longer than another. Or we could say that 

the objects under observation are not, as the 

theory requires, rigid objects. It 1s a mistake 

to think we are forced to accept some one of 

these answers. Concepts such as that of length 

are sustained in equilibrium by a number of 

conceptual pressures, and theories of funda- 

mental measurement are distorted if we force 

the decision, among such principles as (L) and 

(M): analytic or synthetic. It is better to say the 

whole set of axioms, laws, or postulates for the 

measurement of length is partly constitutive 

of the idea of a system of macroscopic, rigid, 

physical objects. I suggest that the existence of 

lawlike statements in physical science depends 

upon the existence of constitutive (or synthetic 

a priori) laws like those of the measurement of 
length within the same conceptual domain. 

Just as we cannot intelligibly assign a length to 

any object unless a comprehensive theory holds 

of objects of that sort, we cannot intelligibly at- 
tribute any propositional attitude to an agent 

except within the framework of a viable theory 
of his beliefs, desires, intentions, and decisions. 

There is no assigning beliefs to a person one 
by one on the basis of his verbal behavior, his 
choices, or other local signs no matter how plain 
and evident, for we make sense of particular 
beliefs only as they cohere with other beliefs, 
with preferences, with intentions, hopes, fears, 
expectations, and the rest. It is not merely, as 
with the measurement of length, that each case 
tests a theory and depends upon it, but that the 
content of a propositional attitude derives from 
its place in the pattern. 
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Crediting people with a large degree of con- 

sistency cannot be counted mere charity: it is 

unavoidable if we are to be in a position to 

accuse them meaningfully of error and some 

degree of irrationality. Global confusion, like 

universal mistake, is unthinkable, not because 

imagination boggles, but because too much 

confusion leaves nothing to be confused about 

and massive error erodes the background of 

true belief against which alone failure can be 

construed. To appreciate the limits to the kind 

and amount of blunder and bad thinking we can 

intelligibly pin on others is to see once more 

the inseparability of the question what concepts 

a person commands and the question what he 

does with those concepts in the way of belief, 

desire, and intention. To the extent that we fail 

to discover a coherent and plausible pattern in 

the attitudes and actions of others we simply 

forego the chance of treating them as persons. 

The problem is not bypassed but given center 

stage by appeal to explicit speech behavior. For 

we could not begin to decode a man’s sayings if 

we could not make out his attitudes towards his 

sentences, such as holding, wishing, or wanting 

them to be true. Beginning from these attitudes, 

we must work out a theory of what he means, 

thus simultaneously giving content to his at- 

titudes and to his words. In our need to make 

him make sense, we will try for a theory that 

finds him consistent, a believer of truths, and a 

lover of the good (all by our own lights, it goes 

without saying). Life being what it is, there 

will be no simple theory that fully meets these 

demands. Many theories will effect a more or 

less acceptable compromise, and between these 

theories there may be no objective grounds for 

choice. 

The heteronomic character of general state- 

ments linking the mental and the physical 

traces back to this central role of translation in 

the description of all propositional attitudes, 

and to the indeterminacy of translation.'> There 

are no strict psychophysical laws because of 

the disparate commitments of the mental and 

physical schemes. It is a feature of physical 

reality that physical change can be explained 

by laws that connect it with other changes and 

conditions physically described. It is a feature 

of the mental that the attribution of mental phe- 

nomena must be responsible to the background 

of reasons, beliefs, and intentions of the indi- 

vidual. There cannot be tight connections be- 

tween the realms if each is to retain allegiance 

to its proper source of evidence. The nomologi- 

cal irreducibility of the mental does not derive 
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merely from the seamless nature of the world 

of thought, preference and intention, for such 

interdependence is common to physical theory, 

and is compatible with there being a single 

right way of interpreting a man’s attitudes 

without relativization to a scheme of transla- 

tion. Nor is the irreducibility due simply to the 

possibility of many equally eligible schemes, 

for this is compatible with an arbitrary choice 

of one scheme relative to which assignments 

of mental traits are made. The point is rather 

that when we use the concepts of belief, desire 

and the rest, we must stand prepared, as the 

evidence accumulates, to adjust our theory in 

the light of considerations of overall cogency: 

the constitutive ideal of rationality partly con- 

trols each phase in the evolution of what must 

be an evolving theory. An arbitrary choice of 

translation scheme would preclude such oppor- 

tunistic tempering of theory; put differently, a 

right arbitrary choice of a translation manual 

would be of a manual acceptable in the light of 

all possible evidence, and this is a choice we 

cannot make. We must conclude, I think, that 

nomological slack between the mental and the 

physical is essential as long as we conceive of 

man as a rational animal. 

The gist of the foregoing discussion, as well as 

its conclusion, will be familiar. That there is a 

categorial difference between the mental and 

the physical is a commonplace. It may seem 

odd that I say nothing of the supposed privacy 

of the mental, or the special authority an agent 

has with respect to his own propositional at- 

titudes, but this appearance of novelty would 

fade if we were to investigate in more detail the 

grounds for accepting a scheme of translation. 

The step from the categorial difference between 

the mental and the physical to the impossibility 

of strict laws relating them is less common, but 

certainly not new. If there is a surprise, then, 

it will be to find the lawlessness of the mental 

serving to help establish the identity of the 

mental with that paradigm of the lawlike, the 

physical. 
The reasoning is this. We are assuming, under 

the Principle of the Causal Dependence of the 

Mental, that some mental events at least are 

causes or effects of physical events; the argu- 

ment applies only to these. A second Principle 

(of the Nomological Character of Causality) 

says that each true singular causal statement 
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is backed by a strict law connecting events of 

kinds to which the events mentioned as cause 

and effect belong. Where there are rough, but 

homonomic, laws, there are laws drawing on 

concepts from the same conceptual domain and 

upon which there is no improving in point of 

precision and comprehensiveness. We urged 

in the last section that such laws occur in the 

physical sciences. Physical theory promises to 

provide a comprehensive closed system guaran- 

teed to yield a standardized, unique description 

of every physical event couched in a vocabu- 

lary amenable to law. 
It is not plausible that mental concepts alone 

can provide such a framework, simply because 

the mental does not, by our first principle, con- 

stitute a closed system. Too much happens to 
affect the mental that is not itself a systematic 

part of the mental. But if we combine this obser- 

vation with the conclusion that no psychophysi- 

cal statement is, or can be built into, a strict 

law, we have the Principle of the Anomalism 

of the Mental: there are no strict laws at all on 

the basis of which we can predict and explain 

mental phenomena. 

The demonstration of identity follows easily. 

Suppose m, a mental event, caused p, a physi- 

cal event; then under some description m and 

p instantiate a strict law. This law can only be 

physical, according to the previous paragraph. 

But if m falls under a physical law, it has 

a physical description; which is to say it is a 

physical event. An analogous argument works 

when a physical event causes a mental event. 

So every mental event that is causally related to 

a physical event is a physical event. In order to 

establish anomalous monism in full generality 

it would be sufficient to show that every mental 

event is cause or effect of some physical event; 

I shall not attempt this. 

If one event causes another, there is a strict 

law which those events instantiate when prop- 

erly described. But it is possible (and typical) 

to know of the singular causal relation without 

knowing the law or the relevant descriptions. 

Knowledge requires reasons, but these are avail- 

able in the form of rough heteronomic gener- 

alizations, which are lawlike in that instances 

make it reasonable to expect other instances to 

follow suit without being lawlike in the sense 
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of being indefinitely refinable. Applying these 

facts to knowledge of identities, we see that it 

is possible to know that a mental event is identi- 

cal with some physical event without knowing 

which one (in the sense of being able to give it a 

unique physical description that brings it under 

a relevant law). Even if someone knew the entire 

physical history of the world, and every mental 

event were identical with a physical, it would 

not follow that he could predict or explain a 

single mental event (so described, of course). 

Two features of mental events in their rela- 

tion to the physical—causal dependence and 

nomological independence—combine, then, to 

dissolve what has often seemed a paradox, the 

efficacy of thought and purpose in the material 

world, and their freedom from law. When we 

portray events as perceivings, rememberings, 

decisions, and actions, we necessarily locate 

them amid physical happenings through the re- 

lation of cause and effect; but that same mode 

of portrayal insulates mental events, as long as 

we do not change the idiom, from the strict laws 

that can in principle be called upon to explain 

and predict physical phenomena. 

Mental events as a class cannot be explained 

by physical science; particular mental events 

can when we know particular identities. But 

the explanations of mental events in which 

we are typically interested relate them to other 

mental events and conditions. We explain a 

man’s free actions, for example, by appeal to 

his desires, habits, knowledge and perceptions. 

Such accounts of intentional behavior operate 

in a conceptual framework removed from the 

direct reach of physical law by describing both 

cause and effect, reason and action, as aspects 

of a portrait of a human agent. The anomalism 

of the mental is thus a necessary condition for 

viewing action as autonomous. I conclude with 

a second passage from Kant: 

It is an indispensable problem of speculative 
philosophy to show that its illusion respecting 
the contradiction rests on this, that we think of 
man in a different sense and relation when we 
call him free, and when we regard him as sub- 
ject to the laws of nature. . . . It must therefore 
show that not only can both of these very well 
co-exist, but that both must be thought as neces- 
sarily united in the same subject. . . .'° 

NOTES 

1. I was helped and influenced by Daniel Bennett, Sue 
Larson, and Richard Rorty, who are not respon- 
sible for the result. My research was supported by 

the National Science Foundation and the Center for 
Advanced Study in the Behavioral Sciences. 
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Special Sciences (or: The Disunity of 

Science as a Working Hypothesis) 
Jerry A. Fodor 

A typical thesis of positivistic philosophy of 

science is that all true theories in the special 

sciences should reduce to physical theories 

in the long run. This is intended to be an em- 

pirical thesis, and part of the evidence which 

supports it is provided by such scientific suc- 

cesses as the molecular theory of heat and the 

physical explanation of the chemical bond. But 

the philosophical popularity of the reductiv- 

ist program cannot be explained by reference 

to these achievements alone. The development 

of science has witnessed the proliferation of 

specialized disciplines at least as often as it 

has witnessed their reduction to physics, so the 

widespread enthusiasm for reduction can hardly 

be a mere induction over its past successes. 

I think that many philosophers who accept 

reductivism do so primarily because they wish 

to endorse the generality of physics vis-a-vis 

the special sciences: roughly, the view that all 

events which fall under the laws of any sci- 

ence are physical events and hence fall under 

the laws of physics.’ For such philosophers, 

saying that physics is basic science and saying 

that theories in the special sciences must rede to 

physical theories have seemed to be two ways 

of saying the same thing, so that the latter doc- 

trine has come to be a standard construal of the 
former. 

In what follows, I shall argue that this is a 

considerable confusion. What has traditionally 

been called ‘the unity of science’ is a much 

stronger, and much less plausible, thesis than 

the generality of physics. If this is true it is im- 

portant. Though reductionism is an empirical 

doctrine, it is intended to play a regulative role 

in scientific practice. Reducibility to physics is 

taken to be a constraint upon the acceptabil- 

ity of theories in the special sciences, with the 

curious consequence that the more the special 

sciences succeed, the more they ought to dis- 

appear. Methodological problems about psy- 

chology, in particular, arise in just this way: the 

assumption that the subject-matter of psychol- 

ogy is part of the subject-matter of physics is 

taken to imply that psychological theories must 

reduce to physical theories, and it is this latter 

principle that makes the trouble. I want to avoid 

the trouble by challenging the inference. 

Reductivism is the view that all the special sci- 

ences reduce to physics. The sense of ‘reduce 

to’ is, however, proprietary. It can be character- 

ized as follows.” 
et 

(1) aS 

be a law of the special science S. ((1) is in- 

tended to be read as something like ‘all S, situ- 

ations bring about S, situations.’ I assume that 

a science is individuated largely by reference 

to its typical predicates, hence that if S is a spe- 

cial science ‘S,’ and ‘S,’ are not predicates of 

basic physics. I also assume that the ‘all’ which 

quantifies laws of the special sciences needs to 

be taken with a grain of salt; such laws are typi- 

cally not exceptionless. This is a point to which 

I shall return at length.) A necessary and suf- 

ficient condition of the reduction of (1) to a law 

of physics is that the formulae (2) and (3) be 

laws, and a necessary and sufficient condition 

of the reduction of S to physics is that all its 
laws be so reducible.* 

(2a) SxAP,x 

(2b) Sx A Px 

QO) Pie Px 

‘P,’ and ‘P,’ are supposed to be predicates 

of physics, and (3) is supposed to be a physical 

law. Formulae like (2) are often called ‘bridge’ 

laws. Their characteristic feature is that they 

contain predicates of both the reduced and the 

reducing science. Bridge laws like (2) are thus 
contrasted with ‘proper’ laws like (1) and (3). 

From Synthese 28 (1974): pp. 97-115. Reprinted with permission of the author and of Kluwer 
Academic Publishers. 
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The upshot of the remarks so far is that the re- 

duction of a science requires that any formula 

which appears as the antecedent or consequent 

of one of its proper laws must appear as the re- 

duced formula in some bridge law or other.* 

Several points about the connective ‘>’ are 

in order. First, whatever other properties that 

connective may have, it is universally agreed 

that it must be transitive. This is important be- 

cause it is usually assumed that the reduction of 

some of the special sciences proceeds via bridge 

laws which connect their predicates with those 

of intermediate reducing theories. Thus, psy- 

chology is presumed to reduce to physics via, 

say, neurology, biochemistry, and other local 

stops. The present point is that this makes no 

difference to the logic of the situation so long as 

the transitivity of ‘—’ is assumed. Bridge laws 

which connect the predicates of S to those of S* 

will satisfy the constraints upon the reduction 

of S to physics so long as there are other bridge 

laws which, directly or indirectly, connect the 

predicates of S* to physical predicates. 

There are, however, quite serious open ques- 

tions about the interpretations of ‘—’ in bridge 

laws. What turns on these questions is the re- 

spect in which reductivism is taken to be a 

physicalist thesis. 

To begin with, if we read ‘>’ as ‘brings 

about’ or ‘causes’ in proper laws, we will have 

to have some other connective for bridge laws, 

since bringing about and causing are presum- 

ably asymmetric, while bridge laws express 

symmetric relations. Moreover, if “—’ in bridge 

laws is interpreted as any relation other than 

identity, the truth of reductivism will only guar- 

anty the truth of a weak version of physicalism, 

and this would fail to express the underlying 

ontological bias of the reductivist program. 

If bridge laws are not identity statements, 

then formulae like (2) claim at most that, by 

law, x’s satisfaction of a P predicate and x’s 

satisfaction of an S predicate are causally cor- 

related. It follows from this that it is nomologi- 

cally necessary that S and P predicates apply to 

the same things (i.e., that S predicates apply to a 

subset of the things that P predicates apply to). 

But, of course, this is compatible with a non- 

physicalist ontology since it is compatible with 

the possibility that x’s satisfying S should not 

itself be a physical event. On this interpretation, 

the truth of reductivism does not guarantee the 

generality of physics vis-a-vis the special sci- 

ences since there are some events (satisfactions 

of S predicates) which fall in the domains of 

a special science (S) but not in the domain of 

physics. (One could imagine, for example, a 

doctrine according to which physical and psy- 

chological predicates are both held to apply 

to organisms, but where it is denied that the 

event which consists of an organism’s satisfy- 

ing a psychological predicate is, in any sense, 

a physical event. The up-shot would be a kind 

of psychophysical dualism of a non-Cartesian 

variety; a dualism of events and/or properties 

rather than substances.) 

Given these sorts of considerations, many 

philosophers have held that bridge laws like (2) 

ought to be taken to express contingent event 

identities, so that one would read (2a) in some 

such fashion as ‘every event which consists 

of x’s satisfying S, is identical to some event 

which consists of x’s satisfying P, and vice 

versa.’ On this reading, the truth of reductivism 

would entail that every event that falls under 

any scientific law is a physical event, thereby 

simultaneously expressing the ontological bias 

of reductivism and guaranteeing the generality 

of physics vis-a-vis the special sciences. 

If the bridge laws express event identities, 

and if every event that falls under the proper 

laws of a special science falls under a bridge 

law, we get the truth of a doctrine that I shall 

call ‘token physicalism.’ Token physicalism is 

simply the claim that all the events that the sci- 

ences talk about are physical events. There are 

three things to notice about token physicalism. 

First, it is weaker than what is usually called 

‘materialism.’ Materialism claims both that 

token physicalism is true and that every event 

falls under the laws of some science or other. 

One could therefore be a token physicalist with- 

out being a materialist, though I don’t see why 

anyone would bother. 

Second, token physicalism is weaker than 

what might be called ‘type physicalism,’ the 

doctrine, roughly, that every property men- 

tioned in the laws of any science is a physical 

property. Token physicalism does not entail 

type physicalism because the contingent iden- 

tity of a pair of events presumably does not 

guarantee the identity of the properties whose 

instantiation constitutes the events; not even 

where the event identity is nomologically nec- 

essary. On the other hand, if every event is the 

instantiation of a property, then type physical- 

ism does entail token physicalism: two events 

will be identical when they consist of the in- 

stantiation of the same property by the same 

individual at the same time. 

Third, token physicalism is weaker than re- 

ductivism. Since this point is, in a certain sense, 
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the burden of the argument to follow, I shan’t 

labour it here. But, as a first approximation, re- 

ductivism is the conjunction of token physical- 

ism with the assumption that there are natural 

kind predicate in an ideally completed physics 

which correspond to each natural kind predi- 

cates in any ideally completed special science. 

It will be one of my morals that the truth of re- 

ductivism cannot be inferred from the assump- 

tion that token physicalism is true. Reductivism 

is a sufficient, but not a necessary, condition for 

token physicalism. 
In what follows, I shall assume a reading of 

reductivism which entails token physicalism. 

Bridge laws thus state nomologically necessary 

contingent event identities, and a reduction of 

psychology to neurology would entail that any 

event which consists of the instantiation of a 

psychological property is identical with some 

event which consists of the instantiation of 

some neurological property. 

Where we have got to is this: reductivism 

entails the generality of physics in at least the 

sense that any event which falls within the uni- 

verse of discourse of a special science will also 

fall within the universe of discourse of physics. 

Moreover, any prediction which follows from 

the laws of a special science and a statement of 

initial conditions will also follow from a theory 

which consists of physics and the bridge laws, 

together with the statement of initial conditions. 

Finally, since ‘reduces to’ is supposed to be an 

asymmetric relation, it will also turn out that 

physics is the basic science; that is, if reductiv- 

ism is true, physics is the only science that is 

general in the sense just specified. I now want to 

argue that reductivism is too strong a constraint 

upon the unity of science, but that the relevantly 

weaker doctrine will preserve the desired con- 

sequences of reductivism: token physicalism, 

the generality of physics, and its basic position 

among the sciences. 

Every science implies a taxonomy of the events 

in its universe of discourse. In particular, every 

science employs a descriptive vocabulary of 

theoretical and observation predicates such 

that events fall under the laws of the science by 

virtue of satisfying those predicates. Patently, 

not every true description of an event is a de- 

scription in such a vocabulary. For example, 

there are a large number of events which consist 

of things having been transported to a distance 
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of less than three miles from the Eiffel Tower. I 
take it, however, that there is no science which 

contains ‘is transported to a distance of less 

than three miles from the Eiffel Tower’ as part 

of its descriptive vocabulary. Equivalently, I 

take it that there is no natural law which applies 

to events in virtue of their being instantiations 

of the property is transported to a distance 

of less than three miles from the Eiffel Tower 

(though I suppose it is conceivable that there 

is some law that applies to events in virtue of 

their being instantiations of some distinct but 

co-extensive property). By way of abbreviating 

these facts, I shall say that the property is trans- 

ported . . . does not determine a natural kind, 

and that predicates which express that property 

are not natural kind predicates. 

If I knew what a law is, and if I believed that 

scientific theories consist just of bodies of laws, 

then I could say that P is a natural kind predi- 

cate relative to S if S contains proper laws of the 

form P, > a, or a, >P.; roughly, the natural 

kind predicates of a science are the ones whose 

terms are the bound variables in its proper laws. 

I am inclined to say this even in my present 

state of ignorance, accepting the consequence 

that it makes the murky notion of a natural kind 

viciously dependent on the equally murky no- 

tions Jaw and theory. There is no firm footing 

here. If we disagree about what is a natural 

kind, we will probably also disagree about what 

is a law, and for the same reasons. I don’t know 

how to break out of this circle, but I think that 

there are interesting things to say about which 

circle we are in. 

For example, we can now characterize the re- 

spect in which reductivism is too strong a con- 

strual of the doctrine of the unity of science. If 

reductivism is true, then every natural kind is, 

or is co-extensive with, a physical natural kind. 

(Every natural kind is a physical natural kind 

if bridge laws express property identities, and 

every natural kind is co-extensive with a physi- 

cal natural kind if bridge laws express event 

identities.) This follows immediately from the 

reductivist premise that every predicate which 

appears as the antecedent or consequent of 

a law of the special sciences must appear as 

one of the reduced predicates in some bridge, 

together with the assumption that the natural 

kind predicates are the ones whose terms are 

the bound variables in proper laws. If, in short, 

some physical law is related to each law of a 
special science in the way that (3) is related to 
(1), then every natural kind predicate of a spe- 
cial science is related to a natural kind predicate 
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of physics in the way that (2) relates ‘S,’ and 
fo etOL evand sip 

I now want to suggest some reasons for be- 

lieving that this consequence of reductivism is 

intolerable. These are not supposed to be knock- 

down reasons; they couldn’t be, given that the 

question whether reductivism is too strong is 

finally an empirical question. (The world could 

turn out to be such that every natural kind cor- 

responds to a physical natural kind, just as it 

could turn out to be such that the property is 

transported to a distance of less than three 

miles from the Eiffel Tower determines a natu- 

ral kind in, say, hydrodynamics. It’s just that, 

as things stand, it seems very unlikely that the 

world will turn out to be either of these ways.) 

The reason it is unlikely that every natural 

kind corresponds to a physical natural kind is 

just that (a) interesting generalizations (e.g., 

counter-factual supporting generalizations) 

can often be made about events whose physi- 

cal descriptions have nothing in common, (b) 

it is often the case that whether the physical de- 

scriptions of the events subsumed by these gen- 

eralizations have anything in common is, in an 

obvious sense, entirely irrelevant to the truth of 

the generalizations, or to their interestingness, 

or to their degree of confirmation or, indeed, 

to any of their epistemologically important 

properties, and (c) the special sciences are very 

much in the business of making generalizations 

of this kind. 

I take it that these remarks are obvious to the 

point of self-certification; they leap to the eye 

as soon as one makes the (apparently radical) 

move of taking the special sciences at all se- 

riously. Suppose, for example, that Gresham’s 

‘law’ really is true. (If one doesn’t like 

Gresham’s law, then any true generalization of 

any conceivable future economics will proba- 

bly do as well.) Gresham’s law says something 

about what will happen in monetary exchanges 

under certain conditions. I am willing to believe 

that physics is general in the sense that it im- 

plies that any event which consists of a mon- 

etary exchange (hence any event which falls 

under Gresham’s law) has a true description in 

the vocabulary of physics and in virtue of which 

it falls under the laws of physics. But banal 

considerations suggest that a description which 

covers all such events must be wildly disjunc- 

tive. Some monetary exchanges involve strings 

of wampum. Some involve dollar bills. And 

some involve signing one’s name to a check. 

What are the chances that a disjunction of phys- 

ical predicates which covers all these events 

(i.e., a disjunctive predicate which can form 

the right-hand side of a bridge law of the form 

‘x is a monetary exchange S . . .’) expresses 

a physical natural kind? In particular, what are 

the chances that such a predicate forms the an- 

tecedent or consequent of some proper law of 

physics? The point is that monetary exchanges 

have interesting things in common; Gresham’s 

law, if true, says what one of these interesting 

things is. But what is interesting about mon- 

etary exchanges is surely not their commonali- 

ties under physical description. A natural kind 

like a monetary exchange could turn out to be 

co-extensive with a physical natural kind; but 

if it did, that would be an accident on a cosmic 
scale. 

In fact, the situation for reductivism is still 

worse than the discussion thus far suggests. 

For, reductivism claims not only that all natu- 

ral kinds are co-extensive with physical natural 

kinds, but that the co-extensions are nomologi- 

cally necessary: bridge laws are laws. So, if 

Gresham’s law is true, it follows that there is 

a (bridge) law of nature such that ‘x is a mon- 

etary exchange @ x is P,’ where P is a term 

for a physical natural kind. But, surely, there is 

no such law. If there were, then P would have 

to cover not only all the systems of monetary 

exchange that there are, but also all the systems 

of monetary exchange that there could be; a law 

must succeed with the counterfactuals. What 

physical predicate is a candidate for *P’ in ‘x 

is anomologically possible monetary exchange 

sh aces 
To summarize: an immortal econophysi- 

cist might, when the whole show is over, find 

a predicate in physics that was, in brute fact, 

co-extensive with ‘is a monetary exchange.’ If 

physics is general—if the ontological biases of 

reductivism are true—then there must be such 

a predicate. But (a) to paraphrase a remark 

Donald Davidson made in a slightly different 

context, nothing but brute enumeration could 

convince us of this brute co-extensivity, and (b) 

there would seem to be no chance at all that the 

physical predicate employed in stating the co- 

extensivity is a natural kind term, and (c) there 

is still less chance that the co-extension would 

be lawful (i.e., that it would hold not only for 

the nomologically possible world that turned 

out to be real, but for any nomologically pos- 

sible world at all). 

I take it that the preceding discussion strongly 

suggests that economics is not reducible to 

physics in the proprietary sense of reduction in- 

volved in claims for the unity of science. There 
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is, I suspect, nothing special about economics 

in this respect; the reasons why economics is 

unlikely to reduce to physics are paralleled by 

those which suggest that psychology is unlikely 

to reduce to neurology. 

If psychology is reducible to neurology, then 

for every psychological natural kind predicate 

there is a co-extensive neurological natural 

kind predicate, and the generalization which 

states this co-extension is a law. Clearly, many 

psychologists believe something of the sort. 

There are departments of ‘psycho-biology’ or 

‘psychology and brain science’ in universities 

throughout the world whose very existence is 

an institutionalized gamble that such lawful 

co-extensions can be found. Yet, as has been 

frequently remarked in recent discussions of 

materialism, there are good grounds for hedg- 

ing these bets. There are no firm data for any 

but the grossest correspondence between types 

of psychological states and types of neurologi- 

cal states, and it is entirely possible that the 

nervous system of higher organisms charac- 

teristically achieves a given psychological end 

by a wide variety of neurological means. If so, 

then the attempt to pair neurological structures 

with psychological functions is foredoomed. 

Physiological psychologists of the stature of 

Karl Lashley have held precisely this view. 

The present point is that the reductivist pro- 

gram in psychology is, in any event, not to 

be defended on ontological grounds. Even if 

(token) psychological events are (token) neuro- 

logical events, it does not follow that the natural 

kind predicates of psychology are co-extensive 

with the natural kind predicates of any other 

discipline (including physics). That is, the as- 

sumption that every psychological event is a 

physical event does not guaranty that physics 

(or, a fortiori, any other discipline more gen- 

eral than psychology) can provide an appro- 

priate vocabulary for psychological theories. I 

emphasize this point because I am convinced 

that the make-or-break commitment of many 

physiological psychologists to the reductivist 

program stems precisely from having confused 

that program with (token) physicalism. 

What I have been doubting is that there are 

neurological natural kinds co-extensive with 

psychological natural kinds. What seems in- 

creasingly clear is that, even if there is such 

a co-extension, it cannot be lawlike. For, it 

seems increasingly likely that there are nomo- 

logically possible systems other than organisms 

(namely, automata) which satisfy natural kind 

predicates in psychology, and which satisfy no 
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neurological predicates at all. Now, as Putnam 

has emphasized, if there are any such systems, 

then there are probably vast numbers, since 

equivalent automata can be made out of prac- 

tically anything. If this observation is correct, 

then there can be no serious hope that the class 

of automata whose psychology is effectively 

identical to that of some organism can be de- 

scribed by physical natural kind predicates 

(though, of course, if token physicalisms is true, 

that class can be picked out by some physical 

predicate or other). The upshot is that the clas- 

sical formulation of the unity of science is at 

the mercy of progress in the field of computer 

simulation. This is, of course, simply to say that 

that formulation was too strong. The unity of 

science was intended to be an empirical hypoth- 

esis, defeasible by possible scientific findings. 

But no one had it in mind that it should be de- 

feated by Newell, Shaw and Simon. 

I have thus far argued that psychological re- 

ductivism (the doctrine that every psychologi- 

cal natural kind is, or is co-extensive with, a 

neurological natural kind) is not equivalent to, 

and cannot be inferred from, token physicalism 

(the doctrine that every psychological event is a 

neurological event). It may, however, be argued 

that one might as well take the doctrines to be 

equivalent since the only possible evidence one 

could have for token physicalism would also be 

evidence for reductivism: namely, the discov- 

ery of type-to-type psychophysical correlations. 

A moment’s consideration shows, however, 

that this argument is not well taken. If type- 

to-type psychophysical correlations would be 

evidence for token physicalism, so would cor- 

relations of other specifiable kinds. 

We have type-to-type correlations where, for 

every n-tuple of events that are of the same psy- 

chological kind, there is a correlated n-tuple of 

events that are of the same neurological kind. 

Imagine a world in which such correlations 

are not forthcoming. What is found, instead, 

is that for every n-tuple of type identical psy- 

chological events, there is a spatiotemporally 

correlated n-tuple of type distinct neurological 

events. That is, every psychological event is 

paired with some neurological event or other, 

but psychological events of the same kind may 
be paired with neurological events of differ- 
ent kinds. My present point is that such pair- 
ings would provide as much support for token 
physicalism as type-to-type pairings do so long 
as we are able to show that the type distinct 
neurological events paired with a given kind 
of psychological event are identical in respect 
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of whatever properties are relevant to type- 

identification in psychology. Suppose, for pur- 

poses of explication, that psychological events 

are type identified by reference to their behav- 

ioral consequences.° Then what is required of 

all the neurological events paired with a class 

of type homogeneous psychological events is 

only that they be identical in respect of their 

behavioral consequences. To put it briefly, type 

identical events do not, of course, have ail their 

properties in common, and type distinct events 

must nevertheless be identical in some of their 

properties. The empirical confirmation of token 

physicalism does not depend on showing that 

the neurological counterparts of type identi- 

cal psychological events are themselves type 

identical. What needs to be shown is only that 

they are identical in respect of those properties 

which determine which kind of psychological 

event a given event is. 

Could we have evidence that an otherwise 

heterogeneous set of neurological events have 

these kinds of properties in common? Of course 

we could. The neurological theory might itself 

explain why an n-tuple of neurologically type 

distinct events are identical in their behavioral 

consequences, or, indeed, in respect of any of 

indefinitely many other such relational proper- 

ties. And, if the neurological theory failed to 

do so, some science more basic than neurology 

might succeed. 

My point in all this is, once again, not that cor- 

relations between type homogeneous psycholog- 

ical states and type heterogeneous neurological 

states would prove that token physicalism is true. 

It is only that such correlations might give us as 

much reason to be token physicalists as type-to- 

type correlations would. If this is correct, then 

the epistemological arguments from token phys- 

icalism to reductivism must be wrong. 

It seems to me (to put the point quite gen- 

erally) that the classical construal of the unity 

of science has really misconstrued the goal of 

scientific reduction. The point of reduction is 

not primarily to find some natural kind predi- 

cate of physics co-extensive with each natural 

kind predicate of a reduced science. It is, rather, 

to explicate the physical mechanisms whereby 

events conform to the laws of the special sci- 

ences. I have been arguing that there is no logi- 

cal or epistemological reason why success in the 

second of these projects should require success 

in the first, and that the two are likely to come 

apart in fact wherever the physical mechanisms 
whereby events conform to a law of the special 

sciences are heterogeneous. 

I take it that the discussion thus far shows that 

reductivism is probably too strong a construal 

of the unity of science; on the one hand, it is in- 

compatible with probable results in the special 

sciences, and, on the other, it is more than we 

need to assume if what we primarily want is just 

to be good token physicalists. In what follows, 

I shall try to sketch a liberalization of reductiv- 

ism which seems to me to be just strong enough 

in these respects. I shall then give a couple of 

independent reasons for supposing that the re- 

vised doctrine may be the right one. 

The problem all along has been that there 

is an open empirical possibility that what cor- 

responds to the natural kind predicates of a 

reduced science may be a heterogeneous and 

unsystematic disjunction of predicates in the 

reducing science, and we do not want the unity 

of science to be prejudiced by this possibility. 

Suppose, then, that we allow that bridge state- 
ments may be of the form 

4) USS Paw Powe vir; 

where ‘P, VP, V...V P.’ is not a natural kind 

predicate in the reducing science. I take it that 

this is tantamount to allowing that at least some 

‘bridge laws’ may, in fact, not turn out to be 

laws, since I take it that a necessary condition 

on a universal generalization being lawlike is 

that the predicates which constitute its ante- 

cedent and consequent should pick out natural 

kinds. I am thus supposing that it is enough, 

for purposes of the unity of science, that every 

law of the special sciences should be reducible 

to physics by bridge statements which express 

true empirical generalizations. Bearing in mind 

that bridge statements are to be construed as a 

species of identity statements, (4) will be read 

as something like ‘every event which consists 

of x’s satisfying S is identical with some event 

which consists of x’s satisfying some or other 

predicate belonging to the disjunction *P, v P, 

Venice 66 
Now, in cases of reduction where what cor- 

responds to (2) is not a law, what corresponds to 

(3) will not be either, and for the same reason. 

Namely, the predicates appearing in the ante- 

cedent or consequent will, by hypothesis, not 

be natural kind predicates. Rather, what we will 

have is something that looks like (5) (see next 

page). 

That is, the antecedent and consequent of 

the reduced law will each be connected with 
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a disjunction of predicates in the reducing sci- 

ence, and, if the reduced law is exceptionless, 

there will be laws of the reducing science which 

connect the satisfaction of each member of the 

disjunction associated with the antecedent to 

the satisfaction of some member of the disjunc- 

tion associated with the consequent. That is, if 

Sx 5,0 1S 

(5) Law of special science X: 

n & 
ye 
fous 

a= 

Ze a 
(aah 4S) 

Disjunctive 

Six cae: 

/ \ Bit VaR SEP 

predicate of —— 

reducing science: 

exceptionless, then there must be some proper 

law of the reducing science which either states 

or entails that Px > P* for some P*, and simi- 

larly for P,x through P x. Since there must be 

such laws, it follows that each disjunct of ‘P, V 

P,V...\P, is a natural kind predicate, as is 

Cael disjunct Pi Vale Van Ni amd 
This, however, is where push comes to shove. 

For, it might be argued that if each disjunct of 

the P disjunction is lawfully connected to some 

disjunct of the P* disjunction, it follows that (6) 

is itself a law. 

(6) Pik Bd: Vis casein ly Maes oe WV lee 

Vitel 

The point would be that (5) gives us Ps x7 

P)x, P,x > P’ x, etc., and the argument from 
a premise of the form (P > R) and (Q 5 S) to 

a conclusion of the form (P V Q) > (R Vv S) is 

valid. 

What I am inclined to say about this is that 

it just shows that ‘it’s a law that —’ defines a 
non-truth functional context (or, equivalently 

for these purposes, that not all truth functions 

of natural kind predicates are themselves natu- 

ral kind predicates). In particular, that one may 

not argue from ‘it’s a law that P brings about R’ 

and ‘it’s a law that Q brings about S” to ‘it’s a 

law that P or Q brings about R or S.’ (Though, 

of course, the argument from those premises to 

‘P or Q brings about R or S” simpliciter is fine.) 

I think, for example, that it is a law that the ir- 

radiation of green plants by sunlight causes car- 

bohydrate synthesis, and J think that it is a law 
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that friction causes heat, but I do not think that 

it is a law that (either the irradiation of green 

plants by sunlight or friction) causes (either car- 

bohydrate synthesis or heat). Correspondingly, 

I doubt that ‘is either carbohydrate synthesis 

or heat’ is plausibly taken to be a natural kind 

predicate. 

It is not strictly mandatory that one should 

agree with all this, but one denies it at a price. 

In particular, if one allows the full range of truth 

functional arguments inside the context ‘it’s a 

law that —,’ then one gives up the possibility 

of identifying the natural kind predicates of a 

science with those predicates which appear as 

the antecedents or the consequents of its proper 

laws. (Thus (6) would be a proper law of phys- 

ics which fails to satisfy that condition.) One 

thus inherits the need for an alternative con- 

strual of the notion of a natural kind, and I don’t 

know what that alternative might be like. 

The upshot seems to be this. If we do not re- 

quire that bridge statements must be laws, then 

either some of the generalizations to which the 

laws of special sciences reduce are not them- 

selves lawlike, or some laws are not formula- 

ble in terms of natural kinds. Whichever way 

one takes (5), the important point is that it is 

weaker than standard reductivism: it does not 

require correspondences between the natural 

kinds of the reduced and the reducing science. 

Yet it is physicalistic on the same assumption 

that makes standard reductivism physicalistic 

(namely, that the bridge statements express true 

token identities). But these are precisely the 

properties that we wanted a revised account of 

the unity of science to exhibit. 

I now want to give two reasons for thinking 

that this construal of the unity of science is right. 

First, it allows us to see how the laws of the spe- 

cial sciences could reasonably have exceptions, 

and, second, it allows us to see why there are 

special sciences at all. These points in turn. 

Consider, again, the model of reduction im- 

plicit in (2) and (3). I assume that the laws of 

basic science are strictly exceptionless, and I 

assume that it is common knowledge that the 

laws of the special sciences are not. But now we 

have a painful dilemma. Since ‘>’ expresses 

a relation (or relations) which must be transi- 

tive, (1) can have exceptions only if the bridge 

laws do. But if the bridge laws have exceptions, 

reductivism loses its ontological bite, since 

we can no longer say that every event which 
consists of the instantiation of an S predicate is 
identical with some event which consists of the 
instantiation of a P predicate. In short, given 
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the reductionist model, we cannot consistently 

assume that the bridge laws and the basic laws 

are exceptionless while assuming that the spe- 

cial laws are not. But we cannot accept the vio- 

lation of the bridge laws unless we are willing 

to vitiate the ontological claim that is the main 

point of the reductivist program. 

We can get out of this (salve the model) in 

one of two ways. We can give up the claim that 

the special laws have exceptions or we can give 

up the claim that the basic laws are exception- 

less. I suggest that both alternatives are unde- 

sirable. The first because it flies in the face of 

fact. There is just no chance at all that the true, 

counter-factual supporting generalizations of, 

say, psychology, will turn out to hold in strictly 

each and every condition where their anteced- 

ents are satisfied. Even where the spirit is will- 

ing, the flesh is often weak. There are always 

going to be behavioral lapses which are physi- 

ologically explicable but which are uninterest- 

ing from the point of view of psychological 

theory. The second alternative is only slightly 

better. It may, after all, turn out that the laws of 

basic science have exceptions. But the question 

arises whether one wants the unity of science to 

depend upon the assumption that they do. 

On the account summarized in (5), however, 

everything works out satisfactorily. A nomo- 

logically sufficient condition for an exception 

to Sx > S,x is that the bridge statements should 

identify some occurrence of the satisfaction of 

S, with an occurrence of the satisfaction of a P 

predicate which is not itself lawfully connected 

to the satisfaction of any P* predicate. (I.e., sup- 

pose S, is connected to a P’ such that there is no 

law which connects P’ to any predicate which 

bridge statements associate with S,. Then any 

instantiation of S, which is contingently iden- 
tical to an instantiation of P’ will be an event 

which constitutes an exception to S,x > S,x.) 

Notice that, in this case, we need assume no 

exceptions to the laws of the reducing science 

since, by hypothesis, (6) is not a law. 

In fact, strictly speaking, (6) has no status 

in the reduction at all. It is simply what one 

gets when one universally quantifies a formula 

whose antecedent is the physical disjunction 

corresponding to S, and whose consequent is 

the physical disjunction corresponding to S,. As 

such, it will be true when S, > S, is exception- 

less and false otherwise. What does the work of 

expressing the physical mechanisms whereby 

n-tuples of events conform, or fail to conform, 

to S, > S, is not (6) but the laws which sevy- 

erally relate elements of the disjunction P, Vv 

P,V...V P, to elements of the disjunction P’, V 
P\V...V P’. When there is a law which relates 
an event that satisfies one of the P disjuncts to 

an event which satisfies one of the P* disjuncts, 

the pair of events so related conforms to S, > 

S,. When an event which satisfies a P predicate 

is not related by law to an event which satis- 

fies a P* predicate, that event will constitute an 

exception to S, > S,. The point is that none of 

the laws which effect these several connections 

need themselves have exceptions in order that 

S, > S, should do so. 

To put this discussion less technically: we 

could, if we liked, require the taxonomies of 

the special sciences to correspond to the tax- 

onomy of physics by insisting upon distinctions 

between the natural kinds postulated by the 

former wherever they turn out to correspond to 

distinct natural kinds in the latter. This would 

make the laws of the special sciences excep- 

tionless if the laws of basic science are. But it 

would also loose us precisely the generaliza- 

tions which we want the special sciences to 

express. (If economics were to posit as many 

kinds of monetary systems as there are kinds of 

physical realizations of monetary systems, then 

the generalizations of economics would be ex- 

ceptionless. But, presumably, only vacuously 

so, since there would be no generalizations left 

to state. Graham’s law, for example, would 

have to be formulated as a vast, open disjunc- 

tion about what happens in monetary system, 

or monetary system, under conditions which 

would themselves defy uniform characteriza- 

tion. We would not be able to say what happens 

in monetary systems fourt court since, by hy- 

pothesis, ‘is a monetary system’ corresponds to 

no natural kind predicate of physics.) 

In fact, what we do is precisely the reverse. 

We allow the generalizations of the special sci- 

ences to have exceptions, thus preserving the 

natural kinds to which the generalizations apply. 

But since we know that the physical descrip- 

tions of the natural kinds may be quite hetero- 

geneous, and since we know that the physical 

mechanisms which connect the satisfaction of 

the antecedents of such generalizations to the 

satisfaction of their consequents may be equally 

diverse, we expect both that there will be ex- 

ceptions to the generalizations and that these 

exceptions will be ‘explained away’ at the level 

of the reducing science. This is one of the re- 

spects in which physics really is assumed to be 

bedrock science; exceptions to its generaliza- 

tions (if there are any) had better be random, 

because there is nowhere ‘further down’ to go 
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in explaining the mechanism whereby the ex- 

ceptions occur. 

This brings us to why there are special sci- 

ences at all. Reductivism as we remarked at 

the outset, flies in the face of the facts about 

the scientific institution: the existence of a vast 

and interleaved conglomerate of special scien- 

tific disciplines which often appear to proceed 

with only the most token acknowledgment of 

the constraint that their theories must turn out 

to be physics ‘in the long run.’ I mean that the 

acceptance of this constraint, in practice, often 

plays little or no role in the validation of theo- 

ries. Why is this so? Presumably, the reductiv- 

ist answer must be entirely epistemological. If 

only physical particles weren’t so small (if only 

brains were on the outside, where one can get a 

look at them), then we would do physics instead 

of paleontology (neurology instead of psychol- 

ogy; psychology instead of economics; and so 

on down). There is an epistemological reply; 

namely, that even if brains were out where 

they can be looked at, as things now stand, we 

wouldn’t know what to look for: we lack the 

appropriate theoretical apparatus for the psy- 

chological taxonomy of neurological events. 

/f it turns out that the functional decomposi- 

tion of the nervous system corresponds to its 

neurological (anatomical, biochemical, physical) 

decomposition, then there are only epistemologi- 

cal reasons for studying the former instead of the 

latter. But suppose there is no such correspon- 

dence? Suppose the functional organization of 

the nervous system cross-cuts its neurological 

organization (so that quite different neurologi- 

cal structures can subserve identical psychologi- 

cal functions across times or across organisms). 

Then the existence of psychology depends not 

on the fact that neurons are so sadly small, but 

rather on the fact that neurology does not posit 

the natural kinds that psychology requires. 

I am suggesting, roughly, that there are spe- 

cial sciences not because of the nature of our 
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epistemic relation to the world, but because 

of the way the world is put together: not all 

natural kinds (not all the classes of things and 

events about which there are important, coun- 

terfactual supporting generalizations to make) 

are, or correspond to, physical natural kinds. A 

way of stating the classical reductionist view 

is that things which belong to different physi- 
cal kinds ipso facto can have no projectible 

descriptions in common; that if x and y differ 

in those descriptions by virtue of which they 

fall under the proper laws of physics, they must 

differ in those descriptions by virtue of which 

they fall under any laws at all. But why should 

we believe that this is so? Any pair of enti- 

ties, however different their physical structure, 

must nevertheless converge in indefinitely 

many of their properties. Why should there not 

be, among those convergent properties, some 

whose lawful interrelations support the gen- 

eralizations of the special sciences? Why, in 

short, should not the natural kind predicates of 

the special sciences cross-classify the physical 

natural kinds?° 
Physics develops the taxonomy of its subject- 

matter which best suits its purposes: the formu- 

lation of exceptionless laws which are basic in 

the several senses discussed above. But this is 

not the only taxonomy which may be required 

if the purposes of science in general are to be 

served: e.g., if we are to state such true, coun- 

ter-factual supporting generalizations as there 

are to state. So, there are special sciences, with 

their specialized taxonomies, in the business 

of stating some of these generalizations. If sci- 

ence is to be unified, then all such taxonomies 

must apply to the same things. If physics is to 

be basic science, then each of these things had 

better be a physical thing. But it is not further 

required that the taxonomies which the special 

sciences employ must themselves reduce to the 

taxonomy of physics. It is not required, and it is 
probably not true. 
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NOTES 

I wish to express my gratitude to Ned Block for having 
read a version of this paper and for the very useful com- 
ments he made. 

1. Ishall usually assume that sciences are about events, 

in at least the sense that it is the occurrence of events 

that makes the laws of a science true. But I shall be 

pretty free with the relation between events, states, 
things and properties. I shall even permit myself 
some latitude in construing the relation between 
properties and predicates. I realize that all these re- 
lations are problems, but they aren’t my problem in 
this paper. Explanation has to start somewhere, too. 
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2. The version of reductionism I shall be concerned 
with is a stronger one than many philosophers of 
science hold; a point worth emphasizing since my 

argument will be precisely that it is too strong to get 

away with. Still, I think that what I shall be attacking 
is what many people have in mind when they refer 
to the unity of science, and I suspect (though I shan’t 
try to prove it) that many of the liberalized versions 

suffer from the same basic defect as what I take to 
be the classical form of the doctrine. 

3. There is an implicit assumption that a science simply 
is a formulation of a set of laws. I think this assump- 
tion is implausible, but it is usually made when the 
unity of science is discussed, and it is neutral so far 
as the main argument of this paper is concerned. 
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4. I shall sometimes refer to ‘the predicate which consti- 
tutes the antecedent or consequent of a law.’ This is 
shorthand for ‘the predicate such that the antecedent or 
consequent of a law consists of that predicate, together 

with its bound variables and the quantifiers which bind 
them.’ (Truth functions of elementary predicates are, 
of course, themselves predicates in this usage.) 

5. I don’t think there is any chance at all that this is 

true. What is more likely is that type-identification 
for psychological states can be carried out in terms 

of the ‘total states’ of an abstract automaton which 
models the organism. For discussion, see Block and 

Fodor 1972. 
6. As, by the way, the predicates of natural languages 

quite certainly do. For discussion, see Chomsky 1965. 

Finding the Mind in the Natural 
World 
Frank Jackson 

Conceptual analysis played a prominent role 

in the defence of materialism mounted by the 

Australian materialists and their American ally 

David Lewis. It was how they found a place for 

the mind within the material world. The leading 

idea is encapsulated in the following argument 

schema: 

1. Mental state M = occupant of 

functional role F. 

(By conceptual analysis) 

2. Occupant of role F = brain state B. 

(By science) 

3. Therefore, M = B. (By transitivity) 

This schema gives the role of conceptual 

analysis in the Australian defence. But it does 
not tell us why conceptual analysis had to have 

a role in the defence. Indeed, the schema posi- 

tively invites the thought that conceptual analy- 

sis was not needed. For to get the conclusion 

that M = B, all that is needed is the truth of the 

two premisses. It is not necessary that one of 

them be a conceptual truth. And I think, speak- 

ing more generally, that the Australian mate- 

rialists left it unclear why materialists need to 

do some conceptual analysis. Nevertheless, I 

think that they were right that materialists need 

to do some conceptual analysis. This paper is 

a defence of this view. In a nutshell my argu- 

ment will be that only by doing some concep- 

tual analysis can materialists find a place for the 

mind in their naturalistic picture of the world. 

In a final section we will note the implications 

of our discussion for the knowledge argument. 

In arguing for the necessity of concep- 

tual analysis I am swimming against the tide. 

Current orthodoxy repudiates the role of con- 

ceptual analysis in the defence of materialism 

for at least three reasons. First, materialism is a 

doctrine in speculative metaphysics. And, runs 

the first reason, though conceptual analysis has 

a role in the philosophy of language and the 

study of concepts, it has no essential role when 

our subject is what the world is, at bottom, like. 

The second reason is that the history of concep- 

tual analysis is the history of failure. For any 

proffered analysis someone clever always finds 

a counter-example. The final reason turns on the 

claim that we have learnt from Hilary Putnam 

and Saul Kripke about the necessary a posteri- 

ori, and that tells us that there can be necessary 

connections that, precisely by virtue of being 

a posteriori, are not revealed by or answerable 

to conceptual analysis. The materialist should, 

according to this line of thought, hold that the 

connection between the mental and the mate- 

rial or physical is a necessary a posteriori one, 

and so not a matter accessible via conceptual 

From R. Casati, B. Smith, and G. White, eds., Philosophy and the Cognitive Sciences (Holder- 

Pichler-Ternpsky, 1994). Reprinted with permission of the author. 
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analysis. During the course of the discussion we 

will see how to reply to each of these objec- 

tions to the need for conceptual analysis in the 

defence of materialism. 
The first step in our defence of the material- 

ists’ need for conceptual analysis is to note that 

materialism is a piece of what I will call serious 

metaphysics, and that, like any piece of serious 

metaphysics, it faces the location problem. 

1. The Location Problem 

Metaphysics is about what there is and what 

it is like. But it is concerned not with any old 

shopping list of what there is and what it is like. 
Metaphysicians seek a comprehensive account 

of some subject matter—the mind, the seman- 

tic, or, most ambitiously, everything—in terms 

of a limited number of more or less fundamen- 
tal notions. Some who discuss the debate in 

the philosophy of mind between dualism and 

monism complain that each position is equally 

absurd. We should be pluralists. Of course we 

should be pluralists in some sense or other. 

However, if the thought is that any attempt to 

explain it all, or to explain it all as far as the 

mind is concerned, in terms of some limited 

set of fundamental ingredients is mistaken in 

principle, then it seems to me that we are being, 

in effect, invited to abandon serious metaphys- 

ics in favour of drawing up big lists. And we 

know we can do better than that. At least some 

of the diversity in our world conceals an un- 

derlying identity of ingredients. The diversity 

is a matter of the same elements differently se- 

lected and arranged. But if metaphysics seeks 

comprehension in terms of limited ingredients, 

it is continually going to be faced with the 

problem of location. Because the ingredients 

are limited, some putative features of the world 

are not going to appear explicitly in the story 

told in the favoured terms. The question then 

will be whether the features nevertheless figure 

implicitly in the story. Serious metaphysics is 

simultaneously discriminatory and putatively 

complete, and the combination of these two 

facts means that there is bound to be a whole 

range of putative features of our world up for 

either elimination or location. 

What then is it for some putative feature to 

have a place in the story some metaphysic tells 

in its favoured terms? One answer is for the 

feature to be entailed by the story told in the 

favoured terms. Perhaps the story includes in- 

formation about mass and volume in so many 
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words, but nowhere mentions density by name. 

No matter—density facts are entailed by mass 

and volume facts. Or perhaps the story in the 

favoured terms says that many of the objects 

around us are nothing but aggregations of mol- 

ecules held in a lattice-like array by various in- 

termolecular forces. Nowhere in the story in the 

favoured terms is there any mention of solidity. 

Should we then infer that nothing is solid, or at 

any rate that this particular metaphysic is com- 

mitted to nothing being solid? Obviously not. 

The story in the favoured terms will, we may 

suppose, tell us that these lattice-like arrays of 

molecules exclude each other, the inter-molec- 

ular forces being such as to prevent the lattices 

encroaching on each other’s spaces. And that is 

what we understand by solidity. That’s what it 

takes, according to our concept, to be solid. Or 

at least it is near enough. Perhaps pre-scientifi- 

cally we might have been tempted to insist that 

being solid required being everywhere dense in 

addition to resisting encroachment. But resist- 

ing encroachment explains the stubbing of toes 

quite well enough for it to be pedantic to insist 

on anything more in order to be solid. Hence, 

solidity gets a location or place in the molecular 

story about our world by being entailed by that 

story, and we see this by asking ourselves about 

our concept of solidity in the sense of asking 

what it takes to be solid. 

Thus, one way materialists can show that the 

psychological has a place in their world view is 

by showing that the psychological story is en- 

tailed by the story about the world told in the 

materialists’ favoured terms. We will see, how- 

ever, that it is not just one way; it is the one and 
only way. 

2. Completeness and 
Supervenience 

Materialism is the very opposite of a ‘big list’ 

metaphysics. It is highly discriminatory, operat- 
ing in terms of a small set of favoured particu- 
lars, properties and relations, typically dubbed 
‘physical’—hence its other name, ‘physicalism’; 
and it claims that a complete story, or anyway a 
complete story of everything contingent, includ- 
ing everything psychological, about our world 
can in principle be told in terms of these physi- 
cal particulars, properties and relations alone. 
Only then is materialism interestingly different 
from dual attribute theories of mind. 
Now what, precisely, is a complete story? We 

can make a start by noting that one particularly 



FINDING THE MIND IN THE NATURAL WORLD 

clear way of showing incompleteness is by 

appeal to independent variation. What shows 

that three co-ordinates do not provide a com- 

plete account of location in space-time is that 

we can vary position in space-time while keep- 

ing any three co-ordinates constant. Hence, an 

obvious way to approach completeness is in 

terms of the lack of independent variation. But, 

of course, lack of independent variation is su- 

pervenience: position in space-time supervenes 

on the four co-ordinates. So the place to look 

when looking for illumination regarding the 

sense in which materialism claims to be com- 

plete, and, in particular, to be complete with 

respect to the psychological, is at various su- 

pervenience theses.! 
Now materialism is not just a claim about the 

completeness of the physical story concerning 

certain individuals or particulars in our world. 

It claims completeness concerning the world 

itself, concerning, that is, the total way things 

are. Accordingly, we need to think of the su- 

pervenience base as consisting of possible 

worlds—complete ways things might be. We 

need, accordingly, to look to global superve- 

nience theses, an example of which is 

(1) Any two possible worlds that are 

physical duplicates (physical property, 

particular and relation for physical 

property, particular and relation identi- 

cal) are duplicates simpliciter. 

But (I) does not capture what the material- 

ists have in mind. Materialism is a claim about 

our world, the actual world, to the effect that its 

physical nature exhausts all its nature, whereas 

(I) is a claim about worlds in general. A more 

restricted supervenience thesis in which our 

world is explicitly mentioned is: 

(II) Any world that is a physical duplicate 

of our world is a duplicate simpliciter 

of our world. 

However, materialists can surely grant that 

there is a possible world physically exactly 

like ours but which contains as an addition a 

lot of mental life sustained in non-physical 

stuff, as long as they insist that this world is 

not our world. Consider the view of those the- 

ists that hold that materialism is the correct ac- 
count of earthly existence but it leaves out of 

account the after-life. When we die our purely 

material psychology is reinstated in purely 

non-physical stuff. Surely materialists can 

grant that these theists are right about some 
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world, some way things might be, as long as 

they insist that it is not our world, not the way 

things actually are. Hence, materialists are not 

committed to (II). 

The trouble with (II) is that it represents ma- 
terialists’ claims as more wide ranging than 

they in fact are. What we need is something like 

(II) but that limits itself to worlds more nearly 

like ours, or at least more nearly like ours on 

the materialists’ conception of what our world 
is like. I suggest. 

(It) Any world that is a minimal physical 

duplicate of our world is a duplicate 

simpliciter of our world. 

What is a minimal physical duplicate? Think 

of a recipe for making scones. It tells you what 

to do, but not what not to do. It tells you to 

add butter to the flour but does not tell you not 

to add whole peppercorns to the flour. Why 

doesn’t it? Part of the reason is that no one 

would think to add them unless explicitly told 

to. But part of the reason is logical. It is im- 

possible to list all the things not to do. There 

are indefinitely many of them. Of necessity the 

writers of recipes rely on an intuitive under- 

standing of an implicitly included ‘stop’ clause 

in their recipes. A minimal physical duplicate 

of our world is what you would get if you used 

the physical nature of our world (including 

of course its physical laws) as a recipe in this 

sense for making a world. 

We arrived at (III) by eliminating alterna- 

tives. But we can give a positive argument for 

the conclusion that the materialist is committed 

to (III). Suppose that (IID is false; then there 

is a difference in nature between our world 

and some minimal physical duplicate of it. But 

then either our world contains some nature that 

the minimal physical duplicate does not, or 

the minimal physical duplicate contains some 

nature that our world does not. The second 

is impossible because the extra nature would 

have to be non-physical (as our world and the 

duplicate are physically identical), and the 

minimal physical duplicate contains no non- 

physical nature by definition. But if our world 
contains some nature that the duplicate does 

not, this nature must be non-physical (as our 

world and the duplicate are physically identi- 

cal). But then materialism would be false, for 

our world would contain some non-physical 

nature. Hence, if (III) is false, materialism is 

false—that is to say, materialism is committed 

to (II). 



132 

3. From (Ill) to Entry 

by Entailment 

Given that (III) follows from materialism, there 

is a straightforward and familiar argument to 

show that if materialism is true, then the psy- 

chological story about our world is entailed by 

the physical story about our world. 

We can think of a statement as telling a story 

about the way the world is, and as being true 

inasmuch as the world is the way the story says 

it is. Let @ be the statement which tells the rich, 

complex and detailed physical story that is true 

at the actual world and all and only the mini- 

mal physical duplicates of the actual world, and 

false elsewhere. Let [] be any true statement 

entirely about the psychological nature of our 

world: |] is true at our world, and every world at 

which I] is false differs in some psychological 

way from our world. If (IID is true, every world 

at which @ is true is a duplicate simpliciter of 

our world, and so a fortiori a psychological du- 

plicate of our world. But then every world at 

which |] is true is a world at which [I is true— 

that is, @ entails I]. 

We have thus derived what we might call 

the entry by entailment thesis: a putative psy- 

chological fact has a place in the materialists’ 

world view if and only if it is entailed by the 

physical story about the world. The one and 

only way of getting a place is by entailment. 

4. From Entry by Entailment 
to Conceptual Analysis 

How does entry by entailment show the im- 

portance of conceptual analysis? If @ entails 

II, what makes # true also makes [] true (at 

least when # and JI are contingent). But what 

makes @ true is the physical way our world is. 

Hence, the materialist is committed to each and 

every psychological statement being made true 

by a purely physical way our world is. But it 

is the very business of conceptual analysis to 

address which matters framed in terms of one 

set of terms and concepts are made true by 

which matters framed in a different set of terms 

and concepts. For instance, when we seek an 

analysis of knowledge in terms of truth, belief, 

justification, causation and so on, we seek an 

account of how matters described in terms of 

the latter notions make true matters described in 

terms of the former. When we seek an account 

of reference, we seek an account of the kinds 

of causal and descriptive facts which make it 
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true that a term names an object. When and if 

we succeed, we will have an account of what 

makes it true that ‘Moses’ names Moses in 

terms of, among other things, causal links be- 

tween uses of the word and Moses himself. And 

so on and so forth. 
How could the a priori reflections on, and in- 

tuitions about, possible cases so distinctive of 

conceptual analysis be relevant to, for instance, 

the causal theory of reference? Well, the causal 

theory of reference is a theory about the con- 

ditions under which, say, ‘Moses’ refers to a 

certain person. But that is nothing other than 

a theory about the possible situations in which 

‘Moses’ refers to that person, and the possible 

situations in which ‘Moses’ does not refer to 

that person. Hence, intuitions about various 

possible situations—the meat and potatoes of 

conceptual analysis—are bound to hold centre 

stage. (This is particularly true when the test 

situations cannot be realised. We cannot, for 

instance, make twin earth to check empiri- 

cally what we would say about whether XYZ 

is water.) 

The alternative is to invent our answers. 

Faced with the question, say, of whether the 

physical way things are makes true the belief 

way things are, we could stipulate the condi- 

tions under which something counts as a belief 

in such a way as to ensure that there are beliefs, 

or, if we preferred, that there are no beliefs. But 

that would not bear on whether beliefs accord- 

ing to our concept have a place in the material- 

ists’ picture of things, only on whether beliefs 

according to the stipulated concept have a place. 

In order to address the question of whether be- 

liefs as we understand them have a place, what 

else can we do but consult and be guided by our 

honed intuitions about what counts as a belief? 

Would it be better to invent, or to go by what 
seems counter-intuitive? 

I should emphasise, though, that a sensible 

use of conceptual analysis will allow a limited 

but significant place for a posteriori stipulation. 

We mentioned earlier the example of finding a 

place for solidity in the molecular picture of our 

world, and the fact that what the molecular pic- 

ture vindicates is the existence of solid bodies 

according to a conception of solidity cashed 

out in terms of mutual exclusion rather than in 
terms of the conjunction of mutual exclusion 
and being everywhere dense. For our day to day 
traffic with objects, it is the mutual exclusion 
that matters, and accordingly it is entirely rea- 
sonable to rule that mutual exclusion is enough 
for solidity. The role of conceptual analysis of 
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K-hood is not always to settle on a nice, neat, 

totally a priori list of necessary and sufficient 

conditions for being a K—indeed, that is the 

task that has so often been beyond us. It is 

rather to guide us in dividing up the cases that 

clearly are not cases of a K, from the cases that 

a principle of charity might lead us to allow as 

cases of a K. Then, armed with this information, 

we are in a position to address the question of 

whether some inventory of fundamental ingre- 

dients does, or does not, have a place for Ks. 

I should also emphasise that the contention 

is not that a priori reflection on possible cases 

gives us new information, let alone some sort 

of infallible new information, about what the 

world is like. The reflection is a priori in the 

sense that we are not consulting our intuitions 

about what would happen in certain possible 

cases—it is not like the famous thought experi- 

ments in science—rather we are consulting our 

intuitions about how to describe certain pos- 

sible cases. And what we learn (in the sense of 

making explicit) is not something new about 

what the world is like, but something about 

how, given what the world is like as described 

in one set of terms, it should be described in 

some other set of terms. Perhaps the point is 

clearest in the example about finding solidity 

in the molecular account of the objects around 

us. Reflection on our concept of solidity tells 

us that the molecular account includes solidity, 

but it does not tell us that solidity is an addition 

to what appears in the molecular account of ob- 

jects, let alone an infallible one. 

5. The Objection from the 
Necessary a Posteriori 

It might well be urged that the argument given 

above from (III) to the conclusion that ¢@ entails 

II is undermined by the existence of necessary 

a posteriori truths. The objection can be put in 

two different ways. Consider 

Over 60% of the Earth is covered by H,O. 

Therefore, over 60% of the Earth is covered by 

water. 

One way of putting the objection is that al- 

though every world where the premise is true is 

a world where the conclusion is true, the argu- 

ment is not valid because the premise does not 

entail the conclusion in the relevant sense. It is 

not possible to move a priori from the premise 

to the conclusion. The premise fixes the conclu- 

sion without entailing it, as it is sometimes put. 
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Likewise, for all we have shown by the consid- 

erations based on (III), @ fixes II but does not 

entail it. 

This way of putting the objection makes it 

sound like a quarrel over terminology. It invites 

the response of distinguishing entailment sim- 

pliciter, the notion cashed out simply in terms 

of being necessarily truth-preserving, from a 

priori or, as it is sometimes called, conceptual, 

entailment, the latter being the notion tied to a 

priori deducibility. But the real objection, of 

course, is that the necessarily truth-preserving 

nature of the passage from ‘Over 60% of the 

Earth is covered by H,O’ to ‘Over 60% of the 

Earth is covered by water’ is not one that can 

in principle be revealed by conceptual analysis. 

Reflection on, and intuitions about, possible 

cases and concepts, unless supplemented by the 

a posteriori information that water is H,O, will 

get you nowhere. Materialists, it seems, can 

allow that (III) forces them to admit a neces- 

sarily truth-preserving passage from to ¢ to II, 

without allowing a role for conceptual analysis. 

They can simply insist that the entailment from 

¢ to I] is an a posteriori one. 

We will see, however, that acknowledging 

the necessary a posteriori does not alter matters 

in any essential respects as far as the importance 

of conceptual analysis goes. The argument to 

this conclusion turns on a negative claim about 

the nature of the necessity possessed by the nec- 

essary a posteriori, and a consequent view about 

the role of conceptual analysis, in the sense of 

intuitions about possibilities, in the detection of 

the necessary a posteriori. 

6. The Necessity of the 
Necessary A Posteriori 

There are two different ways of looking at the 

distinction between necessary a posteriori state- 

ments like ‘Water = H,O’ and necessary a priori 

ones like ‘H,O = H,0” (all necessary modulo 

worlds where there is no water, of course). You 

might say that the latter are analytically or con- 

ceptually or logically (in some wide sense not 

tied to provability in a formal system) neces- 

sary, whereas the former are metaphysically 

necessary, meaning by the terminology that we 

are dealing with two senses of ‘necessary’ in 

somewhat the way that we are when we contrast 

logical necessity with nomic necessity. On this 

approach, the reason the necessity of water’s 

being H,O is not availabie a priori is that its ne- 

cessity is not the kind that is available a priori. 
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I think, as against this view, that it is a mis- 

take to hold that the necessity possessed by 

‘Water = H,O’ and ‘If over 60% of the Earth 
is covered by H,O, then over 60% of the Earth 

is covered by water’ is different from that pos- 

sessed by ‘Water = water’ and ‘If over 60% of 

the Earth is covered by H,O, then over 60% of 

the Earth is covered by H,O.’ Just as Quine in- 

sists that numbers and tables exist in the very 

same sense, I think that we should insist that 

water’s being H,O and water’s being water are 

necessary in the very same sense. 

My reason for holding that there is one sense 

of necessity here relates to what it was that 

convinced us that ‘Water = H,O’ is necessarily 

true. What convinced us were the arguments of 

Saul Kripke and Hilary Putnam about how to 

describe certain possibilities, rather than argu- 

ments about what is possible per se. Kripke and 
Putnam convinced us that a world where XYZ 

plays the water role—that is, satisfies enough of 

(but how much is enough is vague): filling the 

oceans, being necessary for life, being colour- 

less, being called ‘water’ by experts, being of 

a kind with the exemplars we are acquainted 

with, and so on—did not warrant the descrip- 

tion ‘world where water is XYZ,’ and the stuff 

correctly described as water in a counterfactual 

world is the stuff—H,O—which fills the water 

role in the actual world. The key point is that 

the right way to describe a counterfactual world 

sometimes depends in part on how the actual 

world is, and not solely on how the counterfac- 

tual world is in itself. The point is not one about 

the space of possible worlds in some newly 

recognised sense of ‘possible,’ but instead one 

about the role of the actual possible world in 

determining the correct way to describe certain 

counterfactual possible worlds—in the sense of 

‘possible’ already recognised. 

All this was, it seems to me, an exercise in 

conceptual analysis. We had an old theory about 

the meaning of ‘water,’ namely, that it meant 

‘that which fills the water role,’ a theory that 

was refuted by appealing to our intuitions about 

how to describe possible worlds in which some- 

thing different from that which actually fills the 

water role fills the water role. We became con- 

vinced of a new theory—again by reflection on 

possible cases, the meat and potatoes of con- 

ceptual analysis—according to which ‘water’ is 

a rigid designator of the stuff that fills the water 

role in the actual world. At no time did we have 

to recognise a new sort of possibility, only a 

new way for something in some counterfactual 

situation to count as a K, namely, by virtue not 
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solely of how things are in that counterfactual 

situation, but in part in virtue of how things ac- 

tually are. 
If this is right, the inference 

Over 60% of the Earth is covered by H,O. 

Therefore, over 60% of the Earth is covered by 

water. 

is not an example of an a posteriori entailment 

that shows the irrelevance of conceptual analy- 

sis to the question of whether an a posteriori 

entailment holds. For it is conceptual analysis 

that tells us, in light of the fact that H,O fills the 

water role, that the entailment holds. 

7. Two-Dimensionalism and 
the Knowledge Argument 

I have argued that materialists must hold that 

the complete story about the physical nature of 

our world given by ¢ entails everything about 

our psychology, and that such a position cannot 

be maintained independently of the results of 

conceptual analysis. But it is quite another 

question whether they must hold that ¢ a priori 

entails everything about our psychology, in- 

cluding its phenomenal side, and so quite an- 

other question whether they must hold that it 

is in principle possible to deduce from the full 

physical story alone what it is like to see red 

or smell a rose—the key assumption in the 
knowledge argument that materialism leaves 

out qualia. I will conclude by noting how the 

two-dimensional treatment of the necessary a 

posteriori—the obvious treatment of the neces- 

sary a posteriori for anyone sympathetic to the 

view that such necessity is not a new sort of ne- 

cessity—means that materialists are committed 

to the a priori deducibility of the phenomenal 
from the physical. 

If the explanation of the a posteriori nature 

of the necessary a posteriori does not lie in the 

special necessity possessed, where does it lie? 

Two dimensionalists insist that the issue is an 

issue about sentences, and not about proposi- 

tions, or at least not propositions thought of as 

sets of possible worlds. For, by the conclusion 

that we are not dealing with a new sort of ne- 

cessity, the set of worlds where water is water 
is the very same set as the set where water is 
H,O, and so, by Leibnitz’s Law, there is no 
question of the proposition that water is water 
differing from the proposition that water is 
H,O in that one is, and one is not, necessary 
a posteriori. Their contention is that there are 
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sentences such that the proposition expressed 

by them depends on the context of utterance.’ 

We understand them in that we know how the 

proposition expressed depends on the context, 

but if we do not know the relevant fact about 

the context, we will not know the proposition 

expressed. (In Robert Stalnaker’s terminology, 

we know the propositional concept but not the 

proposition; in David Kaplan’s, we know the 

character but not the content.*) Consider ‘Over 

60% of the Earth is covered by water.’ Because 

‘water’ is a rigid designator whose reference 

is fixed by ‘the stuff that fills the water role,’ 

someone who does not know what that stuff is 

does not know which proposition the sentence 

expresses, but they understand the sentence 

by virtue of knowing how the proposition ex- 

pressed depends on how things actually are, 

and, in particular, this being the relevant con- 

textual matter in this case, on what actually fills 

the water role. The explanation of the neces- 

sary a posteriori status of ‘If over 60% of the 

Earth is covered by HO, then over 60% of the 

Earth is covered by water’ then runs as follows. 

The proposition expressed by the sentence 

‘Over 60% of the Earth is covered by H,O,’ 

is the same as the proposition expressed by 

‘Over 60% of the Earth is covered by water,’ 

and so the proposition expressed by the con- 

ditional sentence is a priori and necessary. 

But consistent with what is required to count 

as understanding the conditional sentence, it is 

contingent and a posteriori that it expresses a 

necessary a priori proposition. 

I should emphasise that this does not mean 

that people who fully understand a sentence 

like ‘Over 60% of the Earth is covered by 

water’ but do not know that water is H,O do 

not, in some perfectly natural sense, know the 

conditions under which what they are saying is 

true.* True, full understanding of the sentence 

does not in itself yield which proposition is 

expressed by the sentence, but knowledge of 

the way in which the proposition expressed de- 

pends on context, combined with knowledge of 

the truth conditions of the various propositions, 

does enable them to say when the sentence they 

produce is true. For their knowledge about how 

the proposition expressed depends on context 

together with the conditions under which the 

various propositions are true is given in the fol- 

lowing array: 

If HO fills the water role, then “Over 60% of 

the Earth is covered by water’ expresses a prop- 
osition that is true if over 60% of the Earth is 

covered by H,O. 
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If XYZ fills the water role, then ‘Over 60% 

of the Earth is covered by water’ expresses a 

proposition that is true if over 60% of the Earth 
is covered by XYZ. 

If—fills the water role, then ‘Over 60% of the 

Earth is covered by water’ expresses a propo- 

sition that is true if over 60% of the Earth is 
covered by—. 

For each distinct, context-giving, antecedent, 

a distinct proposition is expressed by the sen- 

tence. Nevertheless, simple inspection of the 

array shows that the sentence is true if over 60% 

of the Earth is covered by the stuff that fills the 

water role. That is the sense in which the fully 

understanding producer of the sentence knows 

when the sentence is true.° 

Now, to return to the main plot, although un- 

derstanding alone does not necessarily give the 

proposition expressed by certain sentences— 

that is how they can be necessary and yet this 

fact be in principle not accessible to understand- 

ing plus acumen alone, that is how they can be 

necessary a posteriori—understanding alone 

does give us the way the proposition expressed 

depends on context; and that fact is enough for 

us to move a priori from, for example, sentences 

about the distribution of H,O combined with 

the right context-giving sentences, to informa- 

tion about the distribution of water. Consider, 

for instance, a supplementation of our earlier 

inference: 

(1) Over 60% of the Earth is covered by 

FLO, 

(2) H,O fills the water role. 

(3) Therefore, over 60% of the Earth is 

covered by water. 

Although, as noted earlier, the passage from 

(1) to (3) is necessarily truth-preserving but a 

posteriori being an a posteriori entailment, the 

passage from (1) and (2), to (3) is a priori. And 

it is so because, although our understanding of 

‘Over 60% of the Earth is covered by H,O’ does 

not in itself yield the proposition expressed by 

the sentence, it yields how the proposition de- 

pends on context, and (2) gives that context. (2) 

gives the relevant fact about how things are ‘out- 

side the head.’ We did not know that (1) entailed 

(3) until we learnt (2), because we did not, and 

could not, have known that (1) and (3) express 

the same proposition until we learnt (2). But as 

soon as we learn (2), we have the wherewithal, 

if we are smart enough, to move a priori to (3). 

The point, then, is that the necessary a pos- 

teriori nature of “Water = H,O’ does not mean 
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that the fact that the H,O way things are entails 

the water way things are is not answerable to 

our grasp of the relevant concepts plus acumen. 

It means, rather, that we need to tell a rich 

enough story about the H,O way things are, a 

story that includes the crucial contextual infor- 

mation, before we can move from the H,O way 

things are to the water way they are using our 

grasp of the concepts alone. 

More generally, the two-dimensional way 

of looking at the necessary a posteriori means 

that even if the entailment the materialist is 

committed to from some physical story about 

the world to the full psychological story is a 

posteriori, there is still an a priori story tellable 

about how the story in physical terms about our 

world makes true the story in psychological 

terms about our world. Although understanding 

may not, even in principle, be enough to yield 

the proposition expressed by the physical story, 
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understanding and logical acumen is enough to 

yield how the proposition expressed depends on 

context. But, of course, the context is, according 

to the materialist, entirely physical. The context 

concerns various matters about the nature of 

the actual world, and that nature is capturable 

in entirely physical terms according to the ma- 

terialist. Hence, the materialist is committed to 

there being an a priori story to tell about how the 

physical way things are makes true the psycho- 

logical way things are. But the story may come 

in two parts. It may be that one part of the story 

says which physical way things are, @,, makes 

some psychological statement true, and the 

other part of the story, the part that tells the con- 

text, says which different physical way things 

are, @,, makes it the case that it is p, that makes 

the psychological statement true. What will be a 

priori accessible is that @, and #, together make 

the psychological statement true.° 
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NOTES 

1. What follows is one version of a familiar story. See, 

for example, T. Horgan 1982 and D. Lewis 1983. 

2. Itake it that what follows is a sketch of the approach 
suggested by the version of two-dimensionalism in 
Stalnaker 1978. 

Stalnaker 1978 and Kaplan 1978. 

4. I am indebted here to David Lewis and David 
Chalmers. 
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5. This observation bears on the dispute about whether 
Earthians and Twin Earthians believe alike. 
Although the sentence ‘Water is plentiful’ expresses 
different propositions in the mouths of the Earthians 
and the Twin Earthians, they agree about when the 
sentence is true, and so in that sense agree in belief. 

6. I am indebted to Lloyd Humberstone, David 
Chalmers, David Lewis, Michael Smith, and Philip 
Pettit. 



The Many Problems 
of Mental Causation 
Jaegwon Kim 

Giving an account of mental causation—in 

particular, explaining how it is possible for 

the mental to exercise causal influences in the 

physical world—has been one of the main pre- 

occupations in the philosophy of mind over 

the past two decades. The problem of course is 

not new: as we learn early in our philosophy 

classes, Descartes was confronted forcefully 

by his contemporaries on this issue,' to explain 

how there could be causal transactions between 

minds and bodies. But this does not mean that 

Descartes’ problem is our problem. His prob- 

lem, as his contemporaries saw, was to show 

Just how his all-too-commonsensical thesis of 

mind-body interaction was tenable within his 

ontology of two radically diverse domains of 

substances, minds and bodies. In his replies, 

Descartes hemmed and hawed, and was ulti- 

mately unable to produce an effective response. 

Many of his contemporaries, like Leibniz and 

Malebranche, chose to abandon mental causa- 

tion in favor of substantival dualism. In stay- 

ing with mental causation to the end, however, 

Descartes showed a healthy and commendable 

respect for philosophical commonsense— 

more so than many of his major philosophical 

rivals who opted for radical and implausible 

solutions—and I believe we should remember 

him for this as well as for his much publicized 

failure to reconcile mental causation with his 

ontology. In any case substance dualism is not 

the source of our current worries about mental 

causation; substantival minds are no longer a 

live philosophical option for most of us. 

Philosophical problems do not arise in a 

vacuum. Typically they emerge when we 

come to see a conflict among the assump- 

tions and presumptions that we explicitly or 

tacitly accept, or commitments that command 

our presumptive respect. The seriousness of a 

philosophical problem therefore depends on 

two related questions: First, how deep is our at- 

tachment to the assumptions and commitments 

that give rise to the apparent conflict? Second, 

how easy or difficult is it to bring the conflicting 

assumptions into an acceptable reconciliation? 

The process of reconciliation may require seri- 

ous modifications to our original commitments. 

Short of abandoning the entire framework of 

the existing commitments, compromises must 

be negotiated. There are no free lunches in phi- 

losophy any more than in real life. 

In this lecture I want to set out, in what to my 

mind is the simplest and starkest way, how our 

principal current problem of mental causation 

arises. In saying this, I do not want to imply that 

there is a single problem of mental causation. 

In fact, as we will shortly see, several different 

sets of assumptions and principles that many of 

us find plausible can make trouble for mental 

causation. I will first describe three sources that 

seem to generate difficulties for mental causa- 

tion. This means that we are faced with at least 

three distinct problems of mental causation. 

However, in the rest of this lecture, I will focus 

on one particular version of the third of these 

problems (‘the exclusion problem’ ). This prob- 

lem arises from what I will call ‘the superve- 
nience argument.’ This, I claim, is our principal 

problem of mental causation. In referring to this 

as ‘our’ problem of mental causation, what I 

mean to suggest is that it is a problem that arises 

for anyone with the kind of broadly physical- 

ist outlook that many philosophers, including 

myself, find compelling or, at least, plausible 

and attractive. In contrast, the other two prob- 

lems (the mental anomaly problem and the ex- 

trinsicness problem) are not essentially tied to 

physicalism. They are largely independent of 

physicalist commitments and can arise outside 

the physicalist framework. As we will see, the 

exclusion problem is distinctive in that it strikes 
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at the very heart of physicalism, and I believe 

that the supervenience argument captures the 

essence of the difficulties involved. The fun- 

damental problem of mental causation for us, 
then, is to answer this question: How is it pos- 

sible for the mind to exercise its causal powers 

in a world that is fundamentally physical? 

Let me begin with some reasons for want- 

ing to save mental causation—why it is impor- 

tant to us that mental causation is real (some 

will say that its existence is an ultimate, non- 

negotiable commitment). First, the possibil- 

ity of human agency evidently requires that 

our mental states—our beliefs, desires, and 

intentions—have causal effects in the physi- 

cal world: in voluntary actions our beliefs 

and desires, or intentions and decisions, must 

somehow cause our limbs to move in appropri- 

ate ways, thereby causing the objects around 

us to be rearranged. That is how we manage 

to cope with our surroundings, write philoso- 

phy papers, build bridges and cities, and make 

holes in the ozone layers. Second, the possibil- 

ity of human knowledge presupposes the real- 

ity of mental causation: perception, our sole 
window on the world, requires the causation of 

perceptual experiences and beliefs by physical 

objects and events around us. Reasoning, by 

which we acquire new knowledge and belief 

from the existing fund of what we already 

know or believe, involves the causation of new 

belief by old belief; more generally, causation 

arguably is essential to the transmission of evi- 

dential groundedness. Memory is a complex 

causal process involving interactions between 

experiences, their physical storage, and re- 

trieval in the form of belief. If you take away 

perception, memory, and reasoning, you pretty 

much take away all of human knowledge. To 

move on, it seems plain that the possibility of 

psychology as a theoretical science capable of 

generating law-based explanations of human 

behavior depends on the reality of mental cau- 

sation: mental phenomena must be capable of 

functioning as indispensable links in causal 

chains leading to physical behavior. A science 

that invokes mental phenomena in its expla- 

nations is presumptively committed to their 

causal efficacy; for any phenomenon to have 

an explanatory role, its presence or absence in 

a given situation must make a difference—a 
causal difference. 

It is no wonder then that for most philoso- 

phers the causal efficacy of the mental is some- 

thing that absolutely cannot be given away no 

matter how great the pressures are from other 
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quarters. Jerry Fodor is among these philoso- 

phers; he writes: 

_ if it isn’t literally true that my wanting is 
causally responsible for my reaching, and my 

itching is causally responsible for my scratch- 
ing, and my believing is causally responsible 
for my saying . . . , if none of that is literally 
true, then practically everything I believe about 

anything is false and it’s the end of the world.’ 

If mental causation is only an illusion, that per- 

haps is not the end of the world, but it surely 

seems like the end of a world that includes 

Fodor and the rest of us as agents and cognizers. 

The problem of determinism threatens human 

agency, and the challenge of skepticism threat- 

ens human knowledge. The stakes seem even 

higher with the problem of mental causation, 

for this problem threatens to take away both 

agency and cognition. 

Three Problems of Mental 

Causation 

What then are the assumptions and presump- 

tions that make trouble for mental causation, 

prompting us to attempt its ‘vindication’? I be- 

lieve there are three doctrines currently on the 

scene each of which poses prima facie difficul- 

ties for mental causation. The first two have 

been with us for some time; the third, though 

not new, has begun to receive serious new con- 

siderations. One is ‘mental anomalism,’ the 

claim that there are no causal laws about psy- 

chological phenomena. The second source of 

the problem is computationalism and content 

externalism. The third I call ‘causal exclusion.’ 
Each of these generates a distinct problem of 

mental causation, though the problems are to 

some extent interconnected. A truly compre- 

hensive theory of mental causation must pro- 

vide a solution to each problem, a solution that 

simultaneously satisfies the demands of. all 
three problems. 

The Problem of Anomalous 

Mental Properties 

Let us begin with mental anomalism. Davidson’s 
version of this doctrine holds that there are no 
causal laws (or, in Davidson’s terms, ‘strict’ 
laws) about psychological phenomena—no 
such laws connecting mental events with physi- 
cal events and no such laws connecting mental 
events with other mental events.?> But why 
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does mental anomalism pose a difficulty for 

mental causation? The initial difficulty arises 

when anomalism is combined with the widely 

accepted nomological requirement on causal 

relations,‘ the condition that events standing 

in a causal relation must instantiate a causal 

law. But this seems to make mental causation 

impossible: mental causation requires mental 

events to instantiate laws, but mental anomal- 

ism says there are no laws about mental events. 

Davidson’s own proposal is well-known; he 
calls it ‘anomalous monism.’ We have already 

considered it as a mind—body theory and found it 

wanting; but here our interest lies in Davidson’s 

ingenious argument leading to his physical 

monism. True, says Davidson, mental events in 

causal relations must instantiate laws but since 

there aren’t any psychological laws, that can 

only mean that they instantiate physical laws. 

This shows that mental events fall under physi- 

cal kinds (or have true physical descriptions), 

from which it further follows, argues Davidson, 

that they are physical events. This is the monism 

in his anomalous monism. The general upshot of 

the argument is that for any event to enter into a 

causal relation, it must be covered by a physical 

law and hence be part of the physical domain. 

Causal relations can obtain only between physi- 

cal events covered by physical laws, although 

of course some of these events are also mental 

events. The causal structure of this world—the 

total set of causal relations that hold in this 

world—is entirely due to the prevailing physi- 

cal laws. Mental events are causally efficacious 

therefore only because they are identical with 

causally efficacious physical events. 

But this ingenious solution has failed to sat- 

isfy very many philosophers. On the contrary, 

there has been an impressive unanimity among 

Davidson’s commentators on just why anoma- 

lous monism falls short as an account of mental 

causation.° Take any mental event m that stands 

in a causal relation, say as a cause of event e. 

According to Davidson, this causal relation ob- 

tains just in case m and e instantiate a physical 

law. Thus m falls under a certain physical (per- 

haps, neural) kind N, e falls under a physical 

kind P, and an appropriate causal law connects 

events of kind N with events of kind P. But this 
apparently threatens the causal relevance of 

mentality: the fact that m is a mental event— 

that it is the kind of mental event it is—appears 

to have no role in determining what causal rela- 

tions it enters into. Event m’s causal relations 

are fixed, wholly and exclusively, by the total- 

ity of its physical properties, and there is in this 
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picture no causal work that m’s mental proper- 

ties can, or need to, contribute.° If mental prop- 

erties were arbitrarily redistributed over the 

events of this world, or even if mentality were 

wholly removed from this world—possibili- 

ties apparently left open by Davidson’s mental 

anomalism—that would not affect a single 

causal relation between events of this world, 

leaving the causal structure of the world en- 

tirely untouched. This seems to consign mental 

properties to the status of epiphenomena.’ Thus 

the problem of mental causation arising out 

of mental anomalism is to answer this ques- 

tion: How can anomalous properties be causal 

properties? A solution to this problem would 

have to show either that contrary to Davidson, 

mental properties are not in reality anomalous, 

or that being anomalous in Davidson’s sense is 

no barrier to their having causal relevance or 

being causally efficacious. 

There have been several attempts to reha- 

bilitate the causal status of mental properties 

within the constraint of mental anomalism. 

Most of these attempts have taken the tack of 

relaxing, or somehow circumventing, the no- 

mological requirement on causal relations. 

This is usually done in one of three ways. First, 

you may want to allow laws that are less than 

‘strict,’ perhaps laws tacitly qualified by ‘ce- 

teris paribus’ clauses, to subsume individual 

events in causal relations, and argue that there 

are nonstrict laws of this kind involving mental 

properties. Second, you look to some form of 

counterfactual dependency, rather than sub- 

sumptive causal laws, to generate causal rela- 

tions. Fodor’s approach® is an example of the 

first strategy; those of LePore and Loewer’s’ 

and of Horgan’s!® are examples of the second. 

A third approach (which is consistent with the 

second) is to define a notion of causal relevance 

or efficacy weaker than causation regulated by 

strict laws. A version of this approach, recently 

embraced by Davidson,'! attempts to invoke 
supervenience of the mental on the physical to 

explain the causal relevance of the mental. But, 

as we will see, mind—body supervenience itself 

can be seen to lead to difficulties for mental 

causation. 

The Problem of Extrinsic 
Mental Properties 

Let us begin with syntacticalism, the view 

that only ‘syntactic’ properties of mental 

states, not their ‘semantic’ (or ‘content’ or 
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‘representational’) properties, can be causally 

relevant—in particular, to behavior causation. |” 

Given the further assumption that the mental- 

ity of an important class of mental states, like 

beliefs and desires, consists in their semantic 

or representational character, syntacticalism 

appears to force upon us the conclusion that 

the intentional properties of mental states, the 

properties that are constitutive of their mental- 

ity, are causally irrelevant. But what persuades 

us to take syntacticalism seriously? 

Syntacticalism most naturally arises in the 

context of computationalism, an approach that 

urges us to view mental processes as computa- 

tional processes on internal representations, on 

the model of information processing in digital 

computers. It is apparent that computational 

processes—that is, causal processes that consti- 
tute computation—are sensitive to the syntax, 

not semantics, of the representations or data 

structures that are being manipulated; it is the 

shapes, not meanings, of symbols that deter- 

mine the course of computation. It matters none 

to computation whether a given string of 1s and 

Os means the inventory count of toothpaste at 
the local supermarket, the atmospheric pressure 

in Providence at noon today, the altitude of an 

airplane on a landing approach, or nothing at 

all. Similarly, if mental activities are computa- 

tional processes on beliefs, desires, and such, 

it would seem that it is the syntactic shapes of 

these states, not their representational contents, 

that are causally relevant.'? 

The essential problem here is easily divorced 

from computationalism and talk of an inner 

mental language with a syntax and semantics. 

The internal cause of physical behavior must 

be supervenient on the total internal state of the 

agent or organism at the time.'* For it seems 

highly plausible to assume that if two organisms 

are in an identical total internal state at a given 

time, they will emit identical motor output. 

However, semantic properties of internal states 

are not in general supervenient on their syn- 

chronous internal properties, for as a rule they 

involve facts about the organism’s history and 

ecological conditions.’ Thus two organisms 
whose total states at a given time have identi- 

cal intrinsic properties can differ in respect of 

the semantical properties they instantiate; they 

can differ in the contents of their beliefs and 

desires, the extensions of their homophonic 

predicates, and the truth conditions of their ho- 

mophonic sentences. But prima facie these se- 

mantical differences should make no difference 

to behavior output. The realization that ordinary 
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content ascriptions have this extrinsic/relational 

dimension is one of the more notable develop- 

ments in the philosophy of mind and language 

during the past two decades.'® You on this 

earth have the belief that water is wet; yet, as 

the story goes, your exact physical duplicate on 

Twin Earth believes that XYZ is wet, not that 

water is wet. Frogs on the earth, when appro- 

priately stimulated optically, have the ‘belief’ 

that a fly is flitting across its visual field (or, at 

any rate, ‘sees’ a fly); frogs on another planet 

without flies, when identically stimulated, don’t 

have a belief about flies, or at any rate are not 

in a state that represent flies—they ‘believe’ 

that a ‘schmy’ is flitting across its visual field 

(schmies are tiny black bats which the frogs of 

this other planet feed on). Thus, that a given 

intentional state of an organism instantiates a 

certain semantic property is a relational fact, 

a fact that essentially involves the organism’s 

relationship to various external environmental 

and historical factors. This makes semantic 

properties relational, or extrinsic, whereas we 

expect causative properties involved in behav- 

ior production to be nonrelational, or intrinsic, 

properties of the organism. If inner states are 

implicated in behavior causation, it seems that 

all the causal work is done by their ‘syntactic,’ 

or at any rate internal/intrinsic, properties, leav- 

ing their semantic properties causally otiose. 

The problem of mental causation generated by 

syntacticalism therefore is to answer the fol- 

lowing question: How can extrinsic, relational 

properties be causally efficacious in behavior 

production? 

So the crux of the problem lies in the sup- 

posed fact that mental properties, in particular, 

content properties (e.g., being a belief that P), 

are relational properties, extrinsic to the organ- 

isms instantiating them, whereas we expect the 

causative properties of behavior to be intrinsic 
and internal.!’ 

The Problem of Causal 

Exclusion 

The third, and final, problem about mental cau- 

sation I have in mind arises as follows: suppose 

that we have somehow put together an account 
of how mental events can be causes of physical 
events, an account that meets the requirements 
of the problems of anomalous mental properties 
and of syntacticalism. Suppose then that mental 
event m, occurring at time f, causes physi- 
cal event p, and let us suppose that this causal 
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relation holds in virtue of the fact that m is an 

event of mental kind M and p an event of physi- 

cal kind P. Does p also have a physical cause at 

t, an event of some physical kind N? 

To acknowledge mental event m (occurring 

at ¢) as a cause of physical event p but deny 

that p has a physical cause at t would be a clear 

violation of the causal closure of the physical 

domain, a relapse into Cartesian interactionist 

dualism which mixes physical and nonphysical 

events in a single causal chain. But to acknowl- 

edge that p has also a physical cause, p*, at f is 

to invite the question: Given that p has a physi- 

cal cause p*, what causal work is left for m to 

contribute? The physical cause therefore threat- 

ens to exclude, and preempt, the mental cause. 

This is the problem of causal exclusion. The 

antireductive physicalist who wants to remain 

a mental realist, therefore, must give an ac- 

count of how the mental cause and the physical 

cause of one and the same event are related to 

each other. Token physicalism, like Davidson’s 

anomalous monism, 1s not enough, since the 

question ultimately involves the causal efficacy 

of mental properties, and antireductionism 

precludes their reductive identification with 

physical properties. Thus the problem of causal 

exclusion is to answer this question: Given 

that every physical event that has a cause has 

a physical cause, how is a mental cause also 

possible? 

These then are the three principal ways in 

which I believe the problem of mental causa- 

tion arises in current debates in philosophy of 

mind. This means that there really are three sep- 

arable problems, although of course this does 

not preclude their resolution by a single unified 

approach. Here I will not deal directly with the 

first two problems; as I said at the outset of this 

talk, what I want to do is to develop the third 

problem—the exclusion problem—in a more 

concrete and detailed way by focusing on the 

two theses we discussed in my first lecture, 

namely the claim that the mental supervenes 

on the physical and the claim that the mental 

is realized in the physical. I hope to show how 

both mind-body supervenience and physical re- 

alizationism can be seen to lead to prima facie 

difficulties for mental causation. In a later lec- 

ture I will discuss how physical realizationism, 

via a functional reduction of mental properties, 

presents an opening for a possible accommoda- 

tion of mentality within the causal structure of 

the physical world, although the opening may 

well turn out to be not wide enough to let in all 

mental properties. 
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The Supervenience Argument, 
or Descartes’ Revenge 

In my first lecture I argued that mind—body 

supervenience could usefully be thought of as 

defining minimal physicalism—that it is the 

minimal commitment that anyone who calls 

herself a physicalist should be willing to accept. 

We saw also that mind—body supervenience is 

entailed by physical realizationism, the thesis 

that mental properties are instantiated in virtue 

of being realized by physical properties in 

physical systems. Moreover emergentism, 

too, is arguably committed to mind-body su- 

pervenience: if two systems are wholly alike 

physically, we should expect the same mental 

properties to emerge, or fail to emerge, in each. 

Let us now turn to an argument designed to 

show that mind-body supervenience itself leads 

to apparent difficulties with mental causation. 

If we take the supervenience thesis to define 

minimal physicalism, as I earlier suggested, 

the argument will show that these difficulties 

will beset physicalism in general—that is, even 

the weakest form of physicalism must come to 

terms with this argument one way or another. 

If this is right, abandoning the substantival 

dualism of Descartes doesn’t get us out of the 

woods as far as mental causation is concerned. 

Indeed one notable development in the recent 

philosophy of mind is the return of the prob- 

lem of mental causation as a serious challenge 

to mainstream physicalism, a phenomenon that 

would have amused Descartes. 

I will now proceed to construct a dilemma- 

style argument that apparently leads to the con- 

clusion that mental causation is unintelligible. In 

essence the argument to be presented is the result 

of superimposing mind-body supervenience on 

the causal exclusion problem. We begin by set- 

ting forth the two horns of the dilemma: 

(1) Either mind-body supervenience holds 

or it fails. 

But what does mind-body supervenience 

assert? Let me restate the mind—body superve- 

nience thesis: 

Mind-body supervenience Mental properties su- 
pervene on physical properties in the sense that 
if something instantiates any mental property M 
at t, there is a physical base property P such that 
the thing has P at ¢t, and necessarily anything 
with P at a time has ™ at that time. 

Note that a base property is necessarily suf- 
ficient for the supervenient property; the 
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necessity involved here is standardly taken to 

be at least nomological necessity—so that if 

mind-body supervenience holds, it holds in all 

worlds that share with our world the same fun- 

damental laws of nature. 

Returning to (i), we briefly pursue the second 

horn first: 

(ii) If mind-body supervenience fails, 

there is no visible way of understand- 

ing the possibility of mental causation. 

According to Jerry Fodor, “If mind/body super- 

venience goes, the intelligibility of mental cau- 

sation goes with it.’'* To my knowledge he has 

never explained why he has said this (and not 

just once!). Fodor is not alone in tying the fate 

of mental causation to supervenience: Horgan, 

for example, has argued for the physical su- 

pervenience of qualia on the ground that it is 

needed to make qualia causally efficacious.!” 

But what exactly is the connection between 

supervenience and mental causation? The sim- 
plest and most obvious reason for the physical- 

ist to accept (11) lies, I think, in her commitment 

to the causal closure of the physical domain, 

an idea that has already made a brief appear- 

ance above. One way of stating the principle of 

physical causal closure is this: If you pick any 

physical event and trace out its causal ancestry 

or posterity, that will never take you outside the 

physical domain. That is, no causal chain will 

ever cross the boundary between the physical 

and the nonphysical. The interactionist dualism 

of Descartes is in clear contravention of this 

principle. If you reject this principle, you are 

ipso facto rejecting the in-principle complet- 

ability of physics—that is, the possibility of a 

complete and comprehensive physical theory 

of all physical phenomena. For you would be 

saying that any complete explanatory theory of 

the physical domain must invoke nonphysical 

causal agents. Never mind a complete physi- 

cal explanation of everything there is; there 

couldn’t even be a complete physical explana- 

tion of everything physical. It is safe to assume 

that no serious physicalist could accept such a 
prospect. 

Now if mind—body supervenience fails—that 

is, if the mental domain floats freely, unan- 

chored in the physical domain, causation from 

the mental to the physical would obviously 

breach the physical causal closure. Mind—body 

supervenience grounds each mental phenom- 

enon in the physical domain by providing for 

it a set of physical conditions that are (at least) 
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nomologically sufficient for it and on which its 

occurrence depends. A corollary is the thesis 

that no mental phenomenon can occur, and no 

mental property can be instantiated, unless an 

appropriate physical base condition is pres- 

ent. Every mental event, be it a sensation like 

pain or itch, or an intentional state like belief 

and desire, must have a physical basis: it occurs 

because an appropriate physical basis is pres- 

ent, and it would not occur if such a basis was 

absent.”° These comments hold true if you wish 

to speak in terms of realization. If any mental 

property gets instantiated because, and only 

because, one of its physical realizers is instan- 

tiated, there is a similar dependence of mental 

occurrences on physical occurrences. 

In any case mind-body supervenience brings 

mental phenomena within the ambit of the phys- 

ical: the physical determines the mental, and in 

that sense the mental does not constitute an onto- 

logically independent domain that injects causal 
influences into the physical domain from the 

outside. Now it is another question whether or 

not mind-body supervenience brings the mental 

close enough to the physical to allow mental 

causation to circumvent the constraint of the 

physical causal closure.*! But we can skirt this 
question here, for if the answer is no, that would 

only show that mind—body supervenience isn’t 

enough to give us a solution to the problem of 

causal exclusion of the mental by the physical. 

But there is a potentially more serious problem 

with supervenience: mind-body supervenience 

may itself be a source of the problem. That is, 

mind-body supervenience, far from being part 

of the solution, as hoped for by Fodor, Horgan, 

and others, may turn out to be part of the prob- 

lem. Let us now look into this possibility. 

(iii) Suppose that an instance of mental 

property M causes another mental 

property M* to be instantiated. 

So this is a case of mental-to-mental causation, 

one in which an instance of a mental property 

causes an instance of another mental property. 

We may take ‘instances’ or ‘instantiations’ of 

properties as events, states, or phenomena. For 

brevity, I will often speak of one property causing 

another property; this is to be understood to mean 

that an instance of the first causes an instance of 

the second.** Returning to our argument, we see 
that (ii), the supervenience premise, yields: 

(iv) M* has a physical supervenience base 
Px, 
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We now ask the following critical question: 

Where does this instance of M* come from? 

How does M* get instantiated on this occasion? 

There apparently are two possible answers to 
consider: 

(v) M* is instantiated on this occasion: (a) 

because, ex hypothesi, M caused M* 

to be instantiated; (b) because P*, the 

physical supervenience base of M*, is 

instantiated on this occasion. 

I hope that you are like me in seeing a real 

tension between these two answers: Under 

the assumption of mind-body supervenience, 

M* occurs because its supervenience base P* 

occurs, and as long as P* occurs, M* must 

occur no matter what other events preceded 

this instance of M*—in particular, regardless 

of whether or not an instance of M preceded it. 

This puts the claim of M to be a cause of M* in 

jeopardy: P* alone seems fully responsible for, 

and capable of accounting for, the occurrence 

of M*.?3 As long as P*, or another base property 
of M*, is present, that absolutely guarantees 

the presence of M*, and unless such a base is 

there on this occasion, M* can’t be there either. 

Given this, the only way anything can have a 

role in the causation of M* would have to be via 

its relationship to M*’s supervenience base P*, 

and as far as I can see, the only way of reconcil- 

ing the claim of M to be a cause of M* with the 

fact that M* has P* as its supervenience base is 

to accept this: 

(vi) M caused M* by causing P*. That is 

how this instance of M caused M* to be 

instantiated on this occasion. 

There may be a plausible general principle in- 

volved here, which is by itself sufficient to jus- 

tify (vi) even if you do not see the tension in 

(v), and it is this: To cause a supervenient prop- 

erty to be instantiated, you must cause its base 

property (or one of its base properties) to be in- 

stantiated. To relieve a headache, you take as- 

pirin: that is, you causally intervene in the brain 

process on which the headache supervenes. 

That’s the only way we can do anything about 

our headaches. To make your painting more 

beautiful, more expressive, or more dramatic, 

you must do physical work on the painting and 

thereby alter the physical supervenience base of 

the aesthetic properties you want to improve. 

There is no direct way of making your paint- 

ing more beautiful or less beautiful; you must 
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change it physically if you want to change it 

aesthetically—there is no other way. 

But note what (vi) asserts: it says that a 

mental property M causes a physical property 

P* to be instantiated. This of course is a case 

of mental-to-physical causation. So what our 

argument has shown so far is this: Under the 

mind-body supervenience assumption, mental- 

to-mental causation implies, or presupposes, 

mental-to-physical causation. So the question 

that we now face is whether we can make sense 

of mental-to-physical causation—that is, under 

the premise of mind—body supervenience.™ 

Going back to (vi): we see that on the assump- 

tion of mind—body supervenience, it follows: 

(vii) M itself has a physical supervenience 

base P. 

We must now compare M and P in regard to 

their causal status with respect to P*. When we 

reflect on this point, I believe, we begin to see 

reasons for taking P as preempting the claim of 

M as a cause of P*. If you take causation as 

grounded in nomological sufficiency, P quali- 

fies as a cause of P*, for, since P is sufficient 

for M and M is sufficient for P*, P is sufficient 

for P*. If you choose to understand causation 

in terms of counterfactuals, again there is good 

reason to think that P qualifies: if P hadn’t oc- 

curred M would not have occurred (we may 

assume, without prejudice, that no alternative 

physical base of M would have been available 

on this occasion), and given that if M had not 

occurred P* would not have occurred, we may 

reasonably conclude that if P had not occurred, 

P* would not have either.”° 
It seems then that we are now blessed with 

an overabundance of causes: both M and P 

seem severally eligible as a sufficient cause of 

P*, And it is not possible to escape the threat 

of causal overdetermination by thinking of the 

situation as involving a causal chain from P to 

M and then to P*, with M as an intermediate 

causal link. For the relation from P to M is not 
happily thought of as a causal relation; in gen- 

eral, the relation between base properties and 

supervenient properties is not happily construed 

as causal.”° For one thing, the instantiations of 
the related properties are wholly simultaneous, 

whereas causes are standardly thought to pre- 

cede their effects; second, it is difficult, perhaps 

incoherent, to imagine a causal chain, with in- 

termediate links, between the subvenient and 

the supervenient properties. What intermedi- 

ate stages could link the beauty of a painting 
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to its physical properties? What intermediary 

events could causally connect a mental event 

with its subvenient physical base? Would such 

intermediaries themselves be mental or physi- 

cal? Moreover, for the present case, the causal 

chain approach, in taking M to be a nonphysical 

cause of P*, would violate the causal closure 

of the physical domain, an option foreclosed to 

the physicalist. 
Nor does it seem plausible to take M and P 

together to constitute a single sufficient cause 

of P*. There are two reasons for this. First, P 

alone is causally sufficient for P*, and so is M. 

It is difficult to see how M and P together can 

pack any more causal power than M alone or P 

alone. Second, this approach is plausible only 

if it claims M to be a necessary component in 

the causation of P*, and this means that, as with 

the causal chain proposal, it involves a violation 

of the physical causal closure. For a complete 

causal explanation of why P* was instantiated 

on this occasion would have to advert to the 

presence of a nonphysical causal agent, M, in 

addition to P. 

And, finally, it is not possible to take this 

simply as a case of causal overdetermination— 

that the instance of P* is causally overdeter- 

mined by two sufficient causes, P and M. Apart 

from the implausible consequence that it makes 

every case of mental causation a case of over- 

determination, this approach encounters two 

difficulties: first, in making a physical cause 

available to substitute for every mental cause, 

it appears to make mental causes dispensable in 

any case; second, the approach may come into 

conflict with the physical causal closure. For 

consider a world in which the physical cause 

does not occur and which in other respects is as 

much like our world as possible. The overdeter- 

mination approach says that in such a world, the 

mental cause causes a physical event—namely 

that the principle of causal closure of the physi- 

cal domain no longer holds. I do not think we 

can accept this consequence: that a minimal 

counterfactual supposition like that can lead to 

a major change in the world. 

It seems to me that the most natural way of 

viewing the situation is this: 

(viii) P caused P*, and M supervenes on P 

and M* supervenes on P*. 

This explains the observed regularities between 

M-instances and M*-instances, and those be- 

tween M-instances and P*-instances.’’ These 
regularities are by no means accidental; in a 

clear sense they are law-based, and may even 
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be able to support appropriate counterfactu- 

als. However, if we understand the difference 

between genuine, productive and generative 

causal processes, on the one hand, and the non- 

causal regularities that are observed because 

they are parasitic on real causal processes, we 

are in a position to understand the picture rec- 

ommended by (viii). In the case of supposed 

M-M* causation, the situation is rather like a 

series of shadows cast by a moving car: there 

is no causal connection between the shadow of 
the car at one instant and its shadow an instant 

later, each being an effect of the moving car. 

The moving car represents a genuine causal 

process, but the series of shadows it casts, how- 

ever regular and lawlike it may be, does not 

constitute a causal process.** Hence we have: 

(ix) The M-to-M* and M-to-P* causal rela- 

tions are only apparent, arising out of a 

genuine causal process from P to P*. 

Whence a dilemma: 

(x) If mind-body supervenience fails, 

mental causation is unintelligible; if it 

holds, mental causation is again unin- 

telligible. Hence mental causation is 

unintelligible. 

That then is the supervenience argument 

against mental causation, or Descartes’ revenge 

against the physicalists. I believe it poses a seri- 

ous challenge to physicalism by casting doubts 

on the possibility of mental causation within 

the parameters it sets for itself. Descartes’ 

difficulties arose from the duality of mental 

and material substances. Current mainstream 

physicalism, which calls itself ‘nonreductive 

physicalism,’ runs into parallel difficulties on 

account of its commitment to the duality of 

psychological and physical properties—or its 

failure to make a reductionist commitment for 

psychological properties. For it is clear that the 

tacit assumption that gets the supervenience ar- 

gument going is mind-body antireductionism; 

if the mental properties are viewed as reducible 

to physical properties in an appropriate way, we 

should expect to be able to disarm the argument 

(although of course the details will need to be 
worked out). 

One good question to raise about the forego- 
ing argument is this: Wouldn’t the same argu- 
ment show that all properties that supervene on 
basic physical properties are epiphenomenal, 
and that their causal efficacy is unintelligible? 
However, there seems to be more than ample 
reason to think that geological properties, say, 
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are supervenient on fundamental physical prop- 

erties, and if mind—body supervenience could 

be shown to put mental causation in jeopardy, 

wouldn’t the very same considerations do the 

same for geological properties? But no one 

seems to worry about geological causation, and 

there evidently seems no reason to start worry- 

ing. If so, shouldn’t we conclude that there must 

be something wrong with the argument of the 
preceding section?” 

I will deal with this question in detail in my 
two remaining lectures. As I see it, however, 

the heart of the issue here is this: with proper- 

ties like geological and biological properties, 
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we are much more willing, intuitively, to accept 

a reductionist picture in relation to basic physi- 

cal properties. I believe that this is true even 

for philosophers who are vocal in their claim 

that antireductionism holds across the board, 
at all levels in relation to their lower levels, 

and that geological and biological properties 

are no more reducible to basic physical proper- 

ties than mental properties. Clearly it is possi- 

ble that their antireductionism is more correct 

about mental properties than about these other 

‘higher-level’ physical properties. . . . 
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On the assumption of mind-body supervenience, the 
former is as problematic, in my view, as the latter. 
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Emergentisms, Ancient and 
Modern 
Jonardon Ganeri 

Emergence: the core issues 

mind, emergentism developed out of the early 

work of a number of British philosophers.! 

According tg British emergentism, each special 
science (chemistry, biology, psychology, and 

so on) describes a range of causal powers that 

emerge from but are irreducible to the causal 

powers of physical particles: 

Originally published in Mind, 120 (479), July 2011. 

British emergentism maintains that some spe- 
cial science kinds from each special science 

can be wholly composed of types of structures 
of material particles that endow the kinds in 

question with fundamental causal powers. 
Chemical elements, in virtue of their minute 
internal structures, have the power to bond 

with certain others. Certain biological organ- 

isms, in virtue of their minute internal struc- 

tures, have the powers to breathe, to digest 

food, and to reproduce. And certain kinds of 
organisms, in virtue of the minute internal 

structures of their nervous systems, have ‘the 

power of cognizing, the power of being affected 

by past experiences, the power of association, 

and so on’ (Broad 1925, p, 436). The property 
of having a certain type of structure will thus 
endow a special science kind with emergent 
causal powers. Such a structure will have an 
emergent causal power as a matter of law, but 
the law will not be ‘reducible to’ or ‘derivative 
from’ laws governing lower levels of complex- 
ity and any boundary conditions involving the 
arrangements of particles. (McLaughlin 1992, 
pp. 50-1; my italics) 



tighs is typically regarded as necessary for an 

theory to be emergentist: 

(1) Mental properties supervene on physi- 

cal properties.” 

(2) Mental properties confer _on their in- 

| stances causal powers irreducible to the, 

causal powers conferred by the prop 

ties supervened on. 

One idea, indeed the leading one in discussions 

about emergence, is that systems of appropriate 

organizational complexity have causal powers 
SINGERS oat como SRG Te 
individually or together, do not. Emergentism 

hopes to give sense to the idea that mental prop- 

erties are metaphysically dependent on physical 

SrOperties bit yet POSSESS THIS aufonomy With 
‘espeact to he 

Jaegwon Kim (Kim 2006a; cf. also Kim 

2006b) agrees that any version of emergentism 
is committed to a supervenience thesis and an 

irreducibility thesis, and specifically that the 

core emergentist idea that emergent properties 

contribute new causal powers neither explicable 

by nor predictable from the basal properties is 

a denial of functional reducibility. The two key 

issues for the development of emergentism as a 
viable theory, he argues, are (i) to give a posi- 

tive characterization of the relation of emer- 

gence, beyond the mere denial of reducibility; 

and (ii) to solve the problem of downward 

causation, otherwise known as the exclusion 

problem or the supervenience problem. This is 

the problem that_an instantiation of the super- 

venienc ntly a sufficient cause 
for any effect attributed to an instantiation of 

the supervening properties. One seems forced 

to choose between reductionism (mental prop- 

erties are ‘nothing but’ physical properties) and 

epiphenomenalism (mental properties are dis- 

tinct from physical properties, but the residue is 

inefficacious): genuinely novel emergent causal 

power is excluded. 

As I will demonstrate here, the ancient phi- 

losopher of mind Brhaspati° and at least some 
of his successors are emergentists. Responsive 

to the key issues Kim has identified, their work 

contains materials for the articulation of a con- 

ception of the mind’s dependence on, and au- 

tonomy from, the physical, one that will be of 

considerable interest to contemporary philoso- 

phers of mind. 
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2. Indian physicalism 

There are references in the Indian texts to a 

group of renegade free-thinkers whose views 

about human life are radically at odds with 

then-prevailing belief. These worldly intel- 

lectuals deny the existence of anything that 

smacks of the supernatural—such as transcen- 

dental beings, immaterial souls, or heavenly 

other-worlds. Life, they say, is for living heré 

on earth. And they have a most interesting ac- 

count of what human life itself consists in. A 

human person is a material body, made, like 

everything else, out of t elements—but 

one in which thought, reason, intelligence, and 

_ consciousness arise as the physical elements are 

transformed, in a way similar to the way that 

the process of fermentation leads to the emer- 

gence of the power to intoxicate in a mixture 

of appropriate ingredients. The views of these 

philosophers, who were known as Lokayata 

(‘worldly’), or more commonly Carvaka, and 

whose central figure is the enigmatic Brhaspati, 

have been deeply unfashionable, their treatises 

destroyed or left to rot, their ideas subject to 

fierce and hostile criticism. That they were nev- 

ertheless still known in the sixteenth century is 

evinced by the report of Abu al-Fadl, who de- 

scribes their theory for the benefit of the Mughal 

Emperor Akbar, saying that “They regard para- 

dise as a state in which man lives as 

free from the control of another, and hell the 
state_in which he lives subject to another’s 

tule . . . They admit only of such sciences as 

tend to the promotion of what is external, that 

is, a knowledge of just administration and be- 

nevolent government’ (al-Fad1 1873-1907: vol. 

3, p. 217). No truck is given here to religion and 

other ‘inner’ spiritual disciplines. 

The contemporary inquiry into the foun- 

dations of naturalism gives us new reasons 

to examine the views of these thinkers. Their 

most important contribution, I will claim, is a 

distinctive interpretation of the doctrine that 

sychological states are emergent physical 

states. A separable claim is that the self is iden- 

tical to the physical body. This second claim, 

which I am not going to consider here, has to 

do with the material constitution of the self and 

its identity over time, and the view is a version 

of Animalism, the claim being that a person is 

identical with the human animal and not with 

either an immaterial soul or a psychological 

continuum. 

hooses, 4 
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According to Brhaspati, thinking is due to 

the four constitutive principles of matter, just as 

the power to intoxicate is due to the ingredients 

in the wine. What we call_a human body, or a 

sense organ, Or a ae object, is just a com- 

“Tire, air, and CASE indeed, these four nde 

of matter are all there is. A person is a human 

body endued with thinking, and individual 

lives differ one from another as bubbles differ 

in water. Recent work on the reconstruction of 

Brhaspati’s text allows us to conjecture that it 

begins as follows: 

1.1 Next then we will examine the nature of 

the reals. 

1.2 Earth, fire, air, and water are the reals. 

1.3. Their combination is called the ‘body,’ 

‘senses,’ and ‘objects.’ 

1.4 Consciousness (caitanya) [is formed] 

out of these [elementary reals]. 

1.5 As the power to intoxicate [is formed] 

out of fermenting ingredients. 

1.6 A human being (purusa) is a body qual- 

ified by consciousness. 

1.7 [Thinking is] from the body alone. 

1.8 Because of its presence when there is a 

body.° 

Two initial observations: First, Brhaspati’s 

commitment to physicalism seems to be unam- 

biguous. He says that earth, water, fire, and air 

are real, nothing else, and that what we call an 

object, a body, or a sense-organ is just an aggre- 

gation. The science of the four elemental reals 

just is (or rather, was)’ the science of physics, 

and everything which exists, it is asserted, is 

identical to the elements or to some combina- 

tion of them. Second, Brhaspati’s commitment 

to the completeness of physics is evident in his 

further claim that all variation in the world is 

due to variation in ‘origin’ (janma). The varied 

patterns which are seen in the eye of a pea- 

cock’s tail feathers come about as a result of 

details in their provenance, and the same expla- 

nation works for all other worldly variation: 

2.1 The world is varied due to variations in 

origin. 

2.2 As the eye in the peacock’s tail.® 

I take this to mean that there is a complete phys- 

ical causal history for every change or differ- 

ence, that is, as a version of the thesis that every 
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physical effect (every ‘variation’) is determined 

by antecedent physical causes (its ‘origin’). 

Brhaspati’s philosophy of mind can be re- 

solved into a pair of theses: 

(Thesis 1) A human being consists in a 

living body made out of the four 

elements which, in that _com- 

properties. 
It is striking that the term ‘self’ is not used 

here at at all, but only the term ‘human being’ 

(purusa).? The difficulty is to extract further 

resolution from a second thesis: 

(Thesis 2) Itis due to the combination of the 

eS elements in the body that ment in the body that tal 

properties are RTE aie 

The trouble is with the ablative, which I have 

translated, as neutrally as possible, as ‘due 

to.’ Is the claim that thinking consists in the 

elements combined in a certain way, in other 

words, that it is made from them (an ablative 

of composition); or that it is the claim that 

because of the elements there is thinking (an 

ablative of explanation); or is it the claim that 

thinking is produced out of them (an ablative 

of causation)? Later sources will disambiguate 

this ablative in two different ways, as well as 

offering a distinct three-way disambiguation 

of the statements taken as a group. These dis- 

ambiguations generate a range of philosophical 

positions about the mind-body problem. I will 

argue that from among the ensuing positions 

one can retrieve materials for a distinctive va- 

riety of emergentism. 

3. Epiphenomenalism: 
Brhaspati and Dichaearchus 

Among these various possibilities one sug- 

gestion is that Carvaka_philosophy of mind 

is a form of spiphenomenalis According 
to this possibility the mind isa by-product of 
the material body, ng in causal powers 

Of its own. The question has a long history, 
and indeed goes back to the first presentation 

of Brhaspati’s thought to a European audi- 

ence. In a famous and widely circulated lecture 
given to a public meeting of the Royal Asiatic 
Society in London, February 3, 1827, Henry 
T. Colebrooke conjectured of Brhaspati that 
‘[aJmong the Greeks, Dicaearchus of Messene 
held the same tenet’ (Colebrooke 1837, p. 429). 
Dicaearchus (c. 350-285 BCE) was a member 
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of the Lyceum and a defender of the harmonia 

theory, put forward by Simmias in the Phaedo, 

that the soul is a ‘tuning’ (harmonia) or ‘tem- 

pering/blend’ (krasis) of the body, that a blend 

of hot, cold, fluid, and dry material is to the soul 

what the tuning is to the lyre (Phaedo 86b7- 

c2). Dicaearchus wrote a dialogue, now lost, 

about the soul, which is mentioned by several 

later authors. One important source is Cicero, 

who reports: 

In the remaining two books, [Dicaearchus] in- 

troduces a certain Pherecrates, an old man from 

Phthia, said to be a descendant of Deucalion, 

who maintains the following. The soul is noth- 

ing at all and this name completely vacuous— 
animals and animate things are so-called in 
vain [anima meaning ‘soul’], for there is nei- 

ther_soul nor spirit in either man or beast. That 
SROs PaWaLby RINE tor ete ex- 
tends evenly through all living bodies and is not 
S€parable from the body. In fact, [that power] is 
nothing, or is there anything else, apart from 
the body just alone by itself, so configured that 
it lives and is aware by the tempering of its 

nature. (Tusc. disp. 1.10.21 [Cicero 1927]) 

This is certainly the source relied on by 

Colebrooke, for he describes the tenet in ques- 

tion, the one which he finds also in Brhaspati, 

as being ‘that there is no such thing as soul 

in man; that the principle, by which he per- 

ceives and_acts, is diffused lerough the beady, 
is inseparable from it, and terminates with it’ 

0 € 1837, p. 430). The view which 

Sextus Empiricus attributes to Dicaearchus is 

that thinking is ‘nothing apart from the body 

disposed in a certain way’ (Adv. math. 7.349 

[Sextus Empiricus 1935]). Plutarch introduces 

a very similar view, without attributing it: ‘Or 

is this the case? Namely, that the substance of 

the soul isn’t anything at all; rather, it is the 

tempered body which possesses the power of 

thinking and living’ (Against Colotes 1119ab 

[Plutarch 1967]). 

The analogy with the tuning of a musical in- 

strument is helpful because it reminds us that 

there are three different things we must keep 

apart: (i) the blend itself; (11) the dispositional 

properties and causal powers that the body 

has, and for which the blend is the categorical 

base; and (iii) the effects of the blend either on 

the body or on other things. One might thin 

of a block of ice, with crystalline structure, 

brittleness, and a capacity to cool other things. 

Reviewing ideas about the harmonia theory, 

Victor Caston observes that the idea was under- 

stood by Dicaearchus as a claim that the soul just 

149 

is the blend (Caston 1997, 2001). Dicaearchus 

is described as holding that the soul is an attun- 

ement of the elements of matter that comprise 

the body, rather than as a power ascribable to 

the body in virtue of the attunement.'° Denying 
that the attunement has any causal powers of 

its own, Dicaearchus is an epiphenomenalist.!! 
Certain classical Indian thinkers likewise in- 

terpret Brhaspati as identifying the mind with a 

combination of elements in the body (so that it 

has no causal power over and above that of the 

body), making him an epiphenomenalist like 

Dicaearchus, while others claim that his view is 

that the mind is a distinct power which emerges 

from the combination but is not identical to it. 

There is textual evidence of this disagreement 

among the Indian materialist philosophers of 

mind. Referring to the basic thesis, that it is due 

to the physical elements that there is thinking, 

we are 

Here, some commentators explain that think- 
ing arises from (utpadyate) the elements, 
while others say that it is made manifest (ab- 

hivyajyate) [by them]. (Kamalasila 1968, pp. 
633, 15-634, 1) 

Again: 

Some people restore the connecting verb [in 

“due to the elements, thinking’] with ‘is mani- 

fested’ (abhivyajyate), but others with ‘comes 

into being’ (prddhurbhavati). (Prabhacandra 

1991, p. 342, 2-3) 

This second source goes into much greater 

detail than any of the others in explaining the 

concept ‘manifestation’ in play here. He tells 

us that a ee 

‘puts together well’ or ‘refines’ and ‘perfects’ 

(samskaraka) what_is_ already there, rather 

than bringing into being something that was 

not there before (Prabhacandra 1990, p. 226, 

12-13). As such, the manifestation is not a sep- 

arate thing, over and above the four elements, 

even though it does have a distinctive charac- 

teristic of its own (1990, p. 225, 25); it is not 

a ‘distinct reality’ (tattvdntara) (1990, p. 115, 

13). In this, there is certainly an affinity with 

the Greek word harmonia, which “derives from 

a verb for “fitting together’, for joining things 

so as to adapt or accommodate them to each 

other,’ such that tempering ‘is the balancing of 

one against another so as to produce a dynamic 

whole’ (Caston 1997, pp. 321-2). So, the mani 

festation account, in thinking of states of mind 

as refinements of the body, is a close cousin of 

the harmonia theory as that theory was under- 

stood by Dicaearchus. 
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Other Aristotelians, notably Galen and 

Alexander, are drawn to a different reading of 

the harmonia theory, that the harmonia gives 

rise to new causal powers—and our source too 
distinguishes such a view among the possible 

interpretations of Brhaspati’s claim that con- 

sciousness arises from the physical elements in 

the right combination. This same source indeed 

provides us with a helpful three-fold classifica- 

tion of materialist solutions to the mind-body 

problem. A materialist must claim that the lack 

of distinction between mind and body consists 
“jn either (i) their necessary identity (svabhava), 

or (ii) mind being a quality or state (guna) of 

body, or (iii) mind being an effect (karya) of the 

body (Prabhacandra 1990, p. 120, 22-23). This 

division might be brought into correspondence 

with the one we have seen in connection with 

the harmonia theory: the mind is either identi- 

cal to the tempered body, or to the tempering 

itself, or to a power caused by that tempering. 

It might also be said to correspond with the 

modern distinction between reductionism, epi- 

phenomenalism, and emergentism. From here I 

am interested in the first and third possibilities. 

4. From covariance to 

material causation 

The notion of supervenience is explicitly for- 

mulated in the Indian discussion of material- 

ism, particularly in critics’ descriptions of what 

materialism is committed to. The superve- 
nience claim is that fixing the body’s physical 

state fixes its mental state: two bodies cannot be 

distinguishable in terms of their mental prop- 
erties and yet be indistinguishable in terms of 

their physical properties. The Latin term super- 

venire is a rendering of the Greek epi-ginesthai 

and ginesthai epi, terms which are used in a 

sense close to the modern one by Alexander 

and Philoponus. Philoponus in particular uses 

the notion in contrast with the idea that psy- 

chological characteristics simply result from 

(apotelesma) and follow (hepesthai) the blend 

of chemical ingredients, and in such a way as to 

allow mental states to react back on the body. '? 
Donald Davidson was the first contemporary 

philosopher to promote the use of the notion. 
He did so as follows: ate 

Mental characteristics are in some sense de- 
pendent, or supervenient, on physical charac- 
teristics. Such supervenience might be taken to 
mean that there cannot be two events exactly 
alike in all physical respects but differing in 
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some mental respects, or that an object cannot 

alter in some mental respects without altering 
in some physical respects. (Davidson 1980, 

p. 214; my italics) 

We can see supervenience as having two 

components: dependence (‘nothing can have 

mental-properties unless it also has physical- 

properties’), and determination (‘nothing can 

be just like a given thing as regards its physi- 

cal-properties without also being just like it as 

regards its mental-properties’). In short, “every 

mental-property, some _ physical-property,’ 

and ‘same physical-properties, same mental- 

properties’ (Van Cleve 1990, p. 221). 

Supervenience, I have claimed, is explicit in 

the formulations we have of Indian physicalist 

philosophy of mind. It is not to be found in what 

one might think of as the obvious place, how- 

ever. The obvious place is a certain standard ar- 

gument for physicalism, one at which Brhaspati 

hints in his laconic formulae 1.7—1.8. Other 

sources present the argument in similar terms: 

Thinking is a quality of the body, because it is 
present when there is a body and absent when 
there is none." 

I will call this the covariance argument. Its 
premise is that there is a relation of ‘presence 

and absence’ between states of the body and 

states of the mind, and its conclusion is that 

mental states are states of the body. This rela- 

tion has two components, ‘covariance in pres- 

ence’ (anvaya) and ‘covariance in absence’ 

(vyatireka). The basic pattern, as Cardona 

(1967-68; 1981) has shown, is: 

Covariance in 

presence: 

When B occurs (tadbhdve), 

A occurs (tadbhavat). 

When B is absent 

(tadabhdve), A is absent 

(tadabhavat). 

Covariance in 

absence: 

Here, A = mind or mental property, and B = 

body or physical property. On scrutiny, it is 

clear that we do not yet have a supervenience 

relation. The two halves of the rule of presence 

and absence resolve themselves as follows: 

[Presence:] (Necessarily,) anything which 

has certain physical properties 
is thinking. 

(Necessarily,) anything which 

is thinking is a physical thing 

(i.e. if x does not have physi- 

cal properties, then x does not 

have any mental properties). 

[Absence:] 
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It is clear that this does not specify a rela- 

tion of supervenience. If this is all there is to 

covariance, then the covariance of the physi- 

cal with the mental and the mental with the 

physical lacks the determination component of 

the supervenience definition. It does not have 

‘same B-properties, same A-properties’ feature, 

but only the weaker ‘every A-property, some 

B-property.’ More particularly, while superve- 

nience is an asymmetric relation between A and 

fance argument is at best enthymematic, but 
it is opaque what suppressed premiss is in the 

background of appeals to this argument. 

Some of our sources, however, introduce 

the new thought that the body is the ‘material 
_cause” of thinking (updddna-karana), and it 

turns out not only that the operative notion of 

‘material cause’ does imply supervenience, but 

that this is made explicit. The idea is that, just 

as a sculptor could not change the features of 

a statue without making changes to the mate- 

rial out of which it is made, so too one cannot 

alter mental states without there being some al- 

teration in their physical basis: we would now 

call this ion of constitution. Our sources 

tell us that that it is part of the notion of mate- 

rial cause that alterations in the material cause 

are implied by alterations in that which it is 

the material cause of. In other words, the idea 

of a material cause carries with it the idea of 

a supervenience base. Having established this 

principle, the critics of materialism go on to 

argue by reductio that thinking does not have 

the physical body as its material cause: if it did, 

then the mental would supervene on the physi- 

cal, but it does not. Here is one important text: 

Is it possible that the elements of matter be the 
‘cause’ of thinking, either as the material cause 

gr_as a co-operating cause? Certainly notas the 
material cause, because even when they alter 

[thinking] does not. If one thing does not alter 

“When another does Mat other is not its materia 
cause; the relation between a horse and a cow 

illustrates this. Thinking is not altered when the 
material elements that have been transformed 
into a body alter. This is not [merely] an unde- 

monstrated assertion, for it is well known that 
thinking which is otherwise engaged is unal- 
tered even by the stab of a knife, which feels 
[to the preoccupied thinker] no different from 

a rub of sandal-paste. In exactly the same way, 
there can be alterations in thinking without al- 
terations in the [elements comprising the body]. 
This too is not an unfounded claim, since the 
joyful emotion one feels when near to a lovely 
woman alters without one’s body changing 
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state. (Prabhacandra 1991, p. 344, 9-15; my 
italics) 

Another source is if anything even clearer: 

Nor is the ‘material cause’ view correct. For it 
is well known that the particular cause regarded 
as the material cause is one such that an altera- 
tion in the effect is impossible unless one brings 

about an alteration in it... That is why some- 

one who wants to alter something alters it only 

by altering its material cause, and in no other 
way. For when the material cause is present and 

its power is unimpeded, nobody can prevent the 
occurrence of its subsequent effect. (Kamalasia 
1968, pp. 642, 23-43, 5) 

What these passages show is that when some- 

one claims that the relation between mind and 
body is one of ‘material causation.’ better de- 

scribed as a relation of constitution, that is 

_indeed to make a supervenience claim. 
A modal operator is used explicitly in these 

two formulations, and we are in a position to 

consider whether the supervenience involved is 

strong or weak.'* Inverting the conditional, the 
claim here is that if x is the material cause of y 

then it is not possible to bring about an altera- 

tion in y without an alteration in x. What has 

been said is that if x undergoes an alteration, 

then it is impossible to prevent the alteration in 

y.!> So the force of the statement is that there are 

no circumstances in which the intended altera- 

tion in y does not occur and yet the alteration 

in x does; that is, necessarily, if x undergoes 

alteration G, then y undergoes alteration F. 

Presuming that the entire claim has the status 

of a ‘rule’ or ‘law’ (niyama), and so that there 

is a second, wide scope, necessity, we can con- 

clude that what is being attributed to the mate- 

rialist who sees the relation between mind and 

body as one of ‘material causation’ is a strong 

supervenience thesis.'° Our source, not himself 

a materialist, points out that to deny strong su- 

pervenience of mind on body is not to commit 

oneself to denying that there are any circum- 

stances in which physical changes necessitate 

alterations of the mind. 

What we have so far established is that the 

classical theory endorses supervenience, the 

first requirement for a theory of emergence. 

With regard to the second requirement, Mark 

Bedau argues that we should distinguish be- 

tween strong and weak conceptions of emer- 

gence in the following way.'’ Strong emergence 

involves ‘a requirement that emergent proper- 

ties are supervenient properties with irreduc- 

ible causal powers’ (Bedau 2003, p. 158; cf. 
a 
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O’Connor 1994). Weak emergence involves a 

less demanding requirement, which in Bedau’s 

account is the requirement that ‘emergent prop- 

erties can be derived from micro-level informa- 

tion but only in a certain complex way.’ The 

complexity requirement _is_what distinguishes 

weak emergent_causal powers fr the Te- 

sultant_pr he system: one cannot 
deduce weakly emergent phenomena from 

one’s knowledge of the basal conditions, but 

only simulate them.'* Weak emergence uses 
dynamical systems theory to demonstrate how 

systems can come to present emergent proper- 
ties without the strong requirement. The worry 

is that_if mental properties are only weakly 

emergent, then they will be epiphenomenal. In 
the next section, I will consider two ways in 

which the classical theory of Brhaspati is modi- 

fied in later Carvaka, precisely in response to 

this worry. It is a worry which was present in 

the minds of the classical thinkers themselves. 
Let me bring this phase in the discussion 

to a close by returning to Colebrooke and 

the lecture on Indian materialism he gave in 

London in 1827. It is striking now how many 

of the ideas that were to find a place in British 

emergentism are already there. The first of the 

British emergentists, J. S. Mill, used the exam- 

ple of chemical change to illustrate his idea of 

a ‘heteropathic law’ in A System of Logic (Mill 

1843). Mill goes on to say that ‘All organised 

bodies are composed of parts, similar to those 

“composing inorganic nature, and which have 
even themselves existed in an inorganic state; 

but the phenomena of life, which result from the 

bear no analogy to any of the effects whi 

would be produced by the action of the com- 

ponent substances considered as mere physical 

agents’ (1843, Bk. IL, Ch. 6, §1; my italics). It 

seems likely that Mill, a person whose duties 

as a senior official of the East India Company 

included correspondence with Colebrooke, and 

who belonged with him to a circle of London 

literati based around the Royal Society, would 

have heard Colebrooke’s lecture or read it when 

it was published in 1837, the very period he was 

working on A System of Logic. Colebrooke’s 

work enjoyed an extremely wide circulation— 

even Hegel had some of his writings, and his 

translations of Sanskrit mathematical trea- 

tises were very well known to De Morgan and 

Boole. I cannot help but wonder if Brhaspati 

did not have a hand in the emergence of British 

emergentism.!? 
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5. Transformation 

A central element in mature Indian emer- 

gentism is the notion of a ‘transformation’ 

(parindma). In many later sources the material- 

ist is represented as holding the view that there 
is a transformation of those elements which 

are in the combination making up the body. 
ba . Se grag rae 

Not mentioned in the earliest statements, it is 

appropriate to regard it as a development; and 

we can now begin to see what the motivations 

for such a development are. It is here that we 

should look for a positive characterization of 

the emergence relation. 

Emergentism begins with the idea that sys- 

tems which achieve appropriate levels of or- 

ganizational complexity instantiate causal 

properties which are not exhibited by the com- 

ponents, whether as individuals or in aggre- 

gate. It is expressly stipulated that no familiar 

compositional model will render intelligible 

the emergence of these new properties. They 

are not scalar sums, as the mass of a whole is 

the scalar sum of the masses of its component 

parts, nor are they not vector sums, as the sum 
of a collection of forces results in a single new 

force. Nor are they mixtures, as the mixture of 

the colours of the parts results in the colour of 

the whole. The capacity to think is different in 

kind from any of the capacities or properties 

of the four elements, no matter how they are 

combined and synthesized. This is why Mill 

speaks of heteropathic laws and Broad of trans- 

ordinal laws; of which Brhaspati’s ‘thinking is 

from the elements’ is alleged to be an instance. 

The emergentists’ much-favoured example is 

chemical synthesis: for example, the emergence 

of salt and water from a reaction involving two 

quite different compounds, or, as our author 

said, the emergence of alcohol’s powers from 

a process whose ingredients are sugar, yeast, 

barley, and water. 

Searle argues that micro-neuronal features 

are causally sufficient for the instantiation of 

macro-mental features, and that this is what it 

is for the mental to ‘causally supervene’ on the 

physical. Diente ip roperies mane ys iets: 
tures [which] cannot be figured out just from 

the composition of the elements and environ- 

mental relations; they have to be explained 

in terms of the causal interactions among the 
elements’ (Searle 1992, p. 126). Searle claims ~ 
thatthis is enough to describe them as emergent 
properties of the system, but distinguishes his 
concept of emergence (which he calls ‘causal 
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emergence’) from what he describes as a ‘more 

adventurous’ conception, according to which 

an emergent feature such as consciousness 

could cause things that could not be explained 

by the causal behaviour or the neurons: ‘The 

naive idea is that consciousness gets squirted 

—outby the behaviour of the neurons in the brain, 
it then has a 

life of its own.’ The difficulty with Searle’s ac- 

count is that neither of his two conceptions of 

emergence is adequate: ‘causal emergence’ is 

too weak a notion, failing to sustain a robust ex- 

planation of the autonomy of emergent features, 

while the ‘more adventurous’ conception fails 

to do justice to the requirement that emergent 

features are dependent on the micro structures 

from which they emerge.”° Relatedly, the idea 
that the relation between mental and physi- 

cal properties is one of ‘material causation’ 

(upddana-karana) is not held, by later Indian 

materialists, to suffice for a satisfactory char- 

acterization of emergence. They recommend a 

conception of emergence distinct from either of 

the two distinguished by Searle. 

It is a deeply held intuition that nothing com- 
letely new can come into existence—nothing 

can come into existence which cannot be un- 

derstood in terms of the nature of fundamental 

components and the ways they can be combined. 

What had formerly seemed mysterious about 

chemical reaction no longer surprises us, with 

our much better understanding of the nature 

of chemical bonds and the structure of atomic 

matter. The Carvaka hypothesis about transfor- 

mation can be seen as a way to reconcile this 

attachment to homopathic law with the key fea- 

tures of emergentism. Without a transformation 

in the micro-base, a homopathic theory of the 

emergence of psychological capacities is driven 

inevitably in the direction of panpsychism, for 

(so the thought goes) a complex could not think 

if the elements do not, any more than a whole 

could have a mass if all its parts were massless. 

The panpsychist alternative to emergentism has 

indeed been taken seriously by a number of phi- 

losophers in recent times,”! but our sources pro- 

vide two strong counter-arguments. One is that 

an ave psychological 

capacities, and we are lacking a clear criterion 

why only some do and others do not, The other 
zy cs } 2 ee 

is that, within body, there will be many 

sites of awareness, but no ‘governing principle’ 
or ‘ . 

Even as the power to intoxicate resides to a 
small measure in each part of the intoxicating 
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liquor, so too [the materialist must claim that] 

thinking is to a small measure in the parts of 

the body. And then many things will be think- 

ing in one body. But it is impossible for the re- 
spective aims of many thinking entities to act in 

conformity, any more than many flying birds, 

bound by a single cord but disposed to move in 

conflicting directions, are able to cross even the 

distance of a span, even though the capacity is 

there for them to do so. So too the body would 

be unable to do anything. (Vacaspati 1980, p. 
767, 21-24; cf. 1996, p. 531, 13-19) 

It is in order to provide a non-panpsychist but 

not epiphenomenalist explanation of mental 

causation that the transformation theory is in- 

troduced. Let us suppose that the blending or 

combining of the elements ‘transforms’ them in 

such a way that in their transformed state their 

combination, according to homopathic prin- 

ciples, instantiates psychological properties. 

Then it will be true to say that mental proper- 

ties are reducible to the properties of the trans- 

formed physical base but equally true that they 

are irreducible to the properties of the untrans- 

formed base. 

One of our sources says that the view is that 

‘matter, although insentient in its inert state, 

will be bestowed with consciousness when in 

a body transformed’ (Jayanta 1982, pp. 201, 

26-202,1). Another says that it is the view that 

thinking, although not observed in the mate- 

rial earth out there, is present in the elements 

as transformed in the form of a body (Sankara 

1917, p. 765, 7-8). As so expressed, the idea 

seems to be that the elements themselves ac- 

quire new causal powers when they are in a 

certain state, namely the state of jointly com- 

posing a body, powers that they did not have 

beforehand when they were in other combina- 

tions with other elements. This is different from 

the view that the body as a whole has powers 

which none of its parts have individually. It is 

instead the view that the parts themselves have 

new powers conditionally upon their member- 

ship of the whole. 

There is a resonance of this idea in the way 

Galen distinguishes between resultant and 

emergent properties. He says: 

Consider the first elements. Even though these 
substrata are unable to perceive, a body capa- 

ble of perceiving can at some point come into 
being, because they are able to act on each other 

and be affected in various ways in many succes- 
sive alterations. For anything constituted out of 
many things will be the same sort of thing the 
constituents happen to be, should they continue 



154 

to be such throughout; it will not acquire any 
novel characteristic from outside, one that did 

not also belong to the constituents. But if the 

constituents were altered, transformed, and 

changed in manifold ways, something of a differ- 

ent type could belong to the composite that did 
not belong to the elements . . . Consequently, 
something heterogenous cannot come from ele- 
ments that do not change their qualities. But it 
is possible from ones that do . . . Therefore, it 

is necessary that that which is going to sense 

be constituted either (i) from first elements ca- 

pable of sensation or (ii) from ones incapable 
of sensation, but naturally such as to change 

and alter. (Galen, On the Elements according to 
Hippocrates, 1.3, 70.15—25, 72.19-21, 74.14— 

17, trans. Caston, 1997, pp. 355-7; my italics)” 

Here Galen distinguishes two possibilities. One 

possibility is that the power to sense is an ad- 

ditive, resultant property, a possibility which 

leads directly to panpsychism., The other pos- 

sibility is that the power to sense is an emer- 

gent property, and Galen’s commitment to the 

principle that “something heterogenous cannot 

come from elements that do not change their 

qualities’ leads to the conclusion that the ele- 

ments must be transformed. 

The early British emergentists also use 

the word ‘transformation.’ but seem to mean 

something rather different by it. Thus Samuel 

Alexander: 

physiological complexes of a sufficient com- 
plexity carry mind or consciousness. They may 
be said to be ‘transformed’ in the consciousness 
they carry .. . the parts are used up to produce 

something different from them and transcend- 

ing them, but, used up as they are, they are not 

altered or superseded but subserve. In this spe- 
cial sense there is a ‘transformation’ of the parts 
in building up a higher existence, but the parts 
remain what they were. (Alexander 1920, p. 

370; my italics) 
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Alexander clearly asserts that in his view the 

‘parts remain what they were.’ Carl Gillett 

(2006) has proposed that one reads this as the 

claim that an emergent property partly deter- 

mines which causal powers are contributed 
by the base properties, that the base proper- 

ties contribute causal powers in a way that is 

conditional upon the fact that they realize an 

emergent property. What distinguishes the 

Indian transformation theory from Samuel 

Alexander’s is its claim that the emergent 

property determines not only what causal 

powers the base properties ‘contribute,’ but 

what causal powers they actually possess. The 

idea is that the parts have new powers in virtue 

of being parts of the whole and therefore intel- 

ligible only in reference to the whole to which 

they have come to belong. What powers an ele- 

ment has is conditional on what combination it 

is in, Emergence by transformation is the idea 

that the elements have cognitive powers only 

= igunianiies Ranke otal anedace wae ee 
“they do not have in other sorts of Combination 
or in no combination at all. 

What this brings into view is the availabil- 

ity of a conception of emergence distinct from 

either of the two conceptions distinguished 

by Searle. The proposal motivating the trans- 

formation theory is that, when micro-entities 

come together in appropriately complex sys- 

tems of organization, the micro-properties they 

instantiate are transformed so as to give rise to 

novel causal powers in the macro-entity they 

constitute. The emergence of conscious states 

is not merely a fact about our inability to pre- 

dict the behaviour of very complex systems, 

nor is consciousness something which is just 

‘squirted out.’ It is a fact about the powers of 

micro-entities when they belong to macrophysi- 
cal structures. 
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APPENDIX 

Authors and their dates 

Dicaearchus (350-285 sce) Aristotelian epiphenome- 
nalist 

Aristoxenus (fl. 335 BcE) Aristotelian epiphenomenalist 

Galen (129-216 cE) Physician/Philosopher 

Alexander (c. 200 cE) Aristotelian commentator 

Brhaspati (date unknown”) Indian Materialist 

Sankara (c. 710) Vedantin 
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KamalaSila (c. 740-795) Buddhist 

Bhatta Udbhata (c. 800) Materialist/Nyaya 

Jayanta (c. 870) Nyaya 

Vacaspati (c. 960) Polymath/Nyaya 

10. 

NOTES 

. J. S. Mill 1854, and then Lewes 1875, Morgan 1923, 

Alexander 1920, and Broad 1925. 

. See for example Van Cleve 1990; O’Connor 1994; 
McLaughlin 1997; Kim 1999, 2006a, 2006b; 
Chalmers 1996, 2006; Crane 1999; Shoemaker 2007; 

Macdonald and Macdonald 2010a. Humphreys 

1997, O’Connor 2000, and Lowe 1996, however, 

defend non-supervenience-based accounts. 

. I will discuss an alleged conception of emergence 
which denies this, so-called ‘weak emergence.’ 
below. 

. As Mark Bedau observes, ‘emergent phenomena 
are Janus-faced; they depend on more basic phe- 

nomena and yet are autonomous from that base’ 

(Introduction to Bedau and Humphreys 2008, p. 6); 

he elsewhere identifies dependence and autonomy 
as the two hallmarks of emergence (2003, p. 155). 

. Pronounced Bri-hus-puti; date unknown (but see 
Appendix). 

. athatas tattvam vyakhyasyamah |  prthivydpastej 
ovayurititattvani | tatsamudayeSarirendriyavisay 
asamjfiah | tebhyaScaitanyam | kinvadibhyo 

madaSaktivat | caitanyavisistah kayah 

purusah | Sarirad eva | Sarire bhavat | 

(Bhattacharya 2002, pp. 603-4). 

. I take it that emergence as a philosophical thesis 

about the nature of metaphysical dependence on the 

physical is independent of the truth of any particular 
physical theory. For this reason I reject the sugges- 
tion that ancient philosophies of mind are no longer 
credible because ancient physics is not (Burnyeat 

1992). Burnyeat’s argument, in any case, is based 

on specific details of Aristotle’s account of the 
physiology of vision, which, he alleged, prevent us 
from finding in him a proto-functionalist analysis of 
perception. 

. janmavaicitryabhedaj jagad api vicitram | 

mayuracandrakavat (Bhattacharya 2002, p. 604). 

. Brhaspati reserves for the term purusa ‘human 

being’ the same sense that P. F. Strawson does the 

term ‘person,’ that is with reference to specimens 
of a type of entity ‘such that to each individual of 

that type there must be ascribed, or ascribable, both 

states of consciousness and corporeal characteris- 

tics’ (Strawson 1963, p. 104). 

Aristoxenus, another supporter of the harmonia 
theory, and someone who went with Alexander the 
Great to India, took the tuning to be of the organs 

and limbs rather than of the four elements within the 

body. 
. Caston 2001, p. 185: ‘He accepts Aristotle’s claim 

that a harmonia cannot have causal powers. But he 
does not think that this is a reason to reject the har- 

monia theory; if anything, it is a reason to change our 
views about the soul. He thinks that while there are 
mental events, they are completely inefficacious— 
their alleged effects are to be accounted for solely in 
terms of the powers of the body. Dicaearchus’ posi- 
tion is that of the modern epiphenomenalist.’ Caston 
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Prabhacandra (980-1065) Jaina 

H. T. Colebrooke (1765-1837); J. S. Mill (1806-1873); 

G. H. Lewes (1817-1878); C. Lloyd Morgan (1852- 
1936); Samuel Alexander (1859-1938); C. D. Broad 

(1887-1971) 

14. 

17. 
18. 

mentions a passage from Plutarch’s On Desire 
and Grief which attributes the view, apparently to 
Dicaearchus, that ‘Some straightforwardly extend 

belief and calculation into the body, saying that the 
soul is not a cause at all, but that it is rather by the 

difference, quality, and power of the body that such 
things come about’ (Caston 2001, p. 185; cf. Caston 
1997, p. 345). 

. | owe this information to Richard Sorabji. See fur- 
ther his 2003; 2005, vol. 1, pp. 194, 201, 202; 2010, 
pp. 33-4. 

. Gautama 1997, p. 203, 3 (Nydya-siitra 3.2.46). 
Compare Sankara 1917 
313205)! 
In the modal rather than the possible worlds formu- 
lation, given two families of properties A and B, A 
weakly supervenes on B if and only if necessarily, if 
anything x has some property F in A, then there is 

at least one property G in B such that x has G, and 

everything that has G has F; and A strongly super- 

venes on B if and only if necessarily, if anything x 

has some property F in A, then there is at least one 

property G in B such that x has G, and necessarily 
everything that has G has F. 

(Brahma-sutra-bhdsya 

. Compare with Kim’s formulation of what he calls 
the Principle of Downward Causation: ‘To cause 
any property (except those at the very bottom level) 

to be instantiated, you must cause the basal condi- 

tions from which it arises’ (1999, p. 24; my italics). 

The locative absolute in Sanskrit, like the genitive 
absolute of Greek, can have a conditional, causal, 

temporal, or circumstantial force. Caston has ob- 

served that the genitive absolute is used, in ancient 

formulations of supervenience, with conditional 

force, expressing an antecedent (1997, p. 335). Here 
the locative absolute is being used in the same way. 

Caston has also pointed out that “Aristotle... might 
have made his claim with the outermost necessity 

operator left implicit; philosophers often overlook 
this operator when speaking more loosely’ (1992). 

Something very similar occurs here. An agreement 

in presence and absence is elsewhere described as a 

‘rule’ or a ‘principle’ (niyama) (Uddyotakara says, 

for instance, that ‘material things possessing weight 

fall because of it: this is [a case of] a rule’). It fol- 

lows that the supervenience relation in emergence 

is here affirmed to carry nomologically rather than 

modally strong necessity (agreeing thereby with 

Noordhof 2010, pp. 71-2, that supervenience in 

emergence is nomologically strong). 

See Bedau 1997, 2003; cf. Rueger 2000a, 2000b. 
Chalmers (2006, pp. 252-3) considers a definition 
of weak emergence based on complexity (‘Weak 

emergence is the phenomenon wherein complex, 
interesting high-level function is produced as a 

result of combining simple low-level mechanisms 
in simple ways’) but prefers a more overtly episte- 

mological definition, resting on notions of interest 

and unexpectedness (‘A weakly emergent property 
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of a system is an interesting property that is unex- 
pected, given the underlying principles governing 
the system’). He recommends that strong emergence 
is best characterized as ‘non-deducibility even in 

principle,’ and suggests that consciousness is the 
only strongly emergent phenomenon, all other ex- 

amples of emergence being weak. The conception 
of emergence I am developing will be stronger than 
Chalmers’s ‘weak emergence,’ but weaker than his 

‘strong emergence.’ 
19. Colebrooke’s primary source for Carvaka, 

Ramatirtha’s commentary on the Vedanta-sara, was 

first published in 1828. It was translated into English by 

Ram Mohun Roy in 1832 and into German by Othmar 
Frank in 1835. Two influential British Indologists, 
J. R. Ballantyne and A. E. Gough, published transla- 
tions in subsequent decades. Thus, classical Indian 

emergentism was readily available to English-speaking 

audiences in the early nineteenth century, 
20. Causal emergence has also been recommended in 

O’Connor and Wong 2005; Wong 2006. 

21. Nagel 1979, pp. 181-95; G. Strawson 2006; Van 
Cleve 1990. Nagel’s argument for panpsychism 

goes as follows: Human beings are complex systems 
composed entirely of matter (Materialism, Anti- 
Dualism]. Mental properties are not logically im- 
plied by any physical properties [Anti-Reductivism]. 
Human beings do have mental properties [Anti- 
Eliminativism]. There are no emergent properties 
[Anti-Emergence]. Therefore, the basic physical 

constituents of the universe have mental properties 

[Panpsychism]. 

Post-Physicalism 
Barbara Montero 

Introduction 

What is the problem, inherited from Descartes, 

that we now call ‘the mind-body problem’? In 

his most recent book, Jaegwon Kim provides 

an answer with which many would agree. 

‘Through the 70s and 80s and down to this day,’ 

Kim tells us, ‘the mind-body problem—our 

mind-body problem—has been that of finding 

a place for the mind in a world that is funda- 

mentally physical’ (Kim 1998, p. 2). This prob- 

lem, which at one time was at home mainly in 

departments of philosophy, is now studied by a 

broad range of disciplines. One finds, for exam- 

ple, neuroscientists arguing that certain discov- 
eries about the brain show that consciousness 
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22. Although rightly seeing in the passage an early 
anticipation of the distinction between emergent 
and resultant properties, Caston curiously does 
not remark on the role to which Galen accords the 
concept of transformation. Neither does Kim, who 
quotes the passage in his 2006b, but glosses it in 
such a way that the idea of transformation entirely 
disappears: ‘Galen is saying that a composite object 
made up of simpler constituents, when these constit- 
uents enter into special complex relationships (“act 
on each other and be affected in various ways”), can 

come to exhibit a novel property (“something of a 
different type”) not possessed by its constituents’ 
(2006b, p. 189). It seems to me that Caston and Kim 

are too keen to read Galen as anticipating modern 
understandings of emergence, and in doing so fail 

to notice an idea which an examination of the Indian 
theory makes vivid. 

32. The first known reference to Brhaspati is from the 

sixth century. He composed his text in the sutra 

style, and the usual period of production for texts 

in that style is thought to be the interval between 
200 BCE and 200 CE. Such texts were often dis- 
tillations of ideas already in circulation. There are 

formal resemblances between Brhaspati’s text and 

other sUtra texts whose dates have been more pre- 

cisely ascertained; in the Nyayasitra, for example, 

one finds the sentence ‘The senses are from the ma- 
terial elements (bhiitebhyah).’ It is reasonable to 

speculate, therefore, that Brhaspati is no later than 

200 CE. For further speculation, see Muir 1862, 

Cowell 1862. 

is physical; researchers in artificial intelligence 

claiming that because human thought can simu- 

lated by complex computers, thought requires 

nothing beyond the physical; and evolutionary 

biologists declaring that insights into the evolu- 

tion of the mind indicate that it must be funda- 

mentally physical. But what does it mean to be 

physical? While the basic results of the research 
being done may be clear enough, how are we to 
interpret the further claim ‘and this shows that 
the mind is physical’? The answer is that we 
have no idea. 

I am going to argue that it is time to come 
to terms with the difficulty of understanding 
what it means to be physical and start think- 
ing about the mind-body problem from a new 

From Journal of Consciousness Studies, 8:2, pp. 61-80, 2001. Reprinted with permission of the 
author and the publisher. 
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perspective. Instead of construing it as the prob- 

lem of finding a place for mentality in a funda- 

mentally physical world, we should think of it 

as the problem of finding a place for mentality 

in a fundamentally nonmental world, a world 

that is at its most fundamental level entirely 

nonmental. The mind-body problem, I want to 

argue, is the problem of determining whether 

mentality can be accounted for in terms of non- 

mental phenomena. In other words, it is the 

question, ‘is mentality a fundamental feature of 
the world?’! 

l: The Current State of the 

Debate 

Currently most philosophers working on the 

mind-body problem see the debate in terms of 

the physical and the nonphysical: the question 

most are concerned with is whether mentality 

is fundamentally physical.? Indeed, since most 

think that the mind must be physical, the proj- 

ect they are engaged in is not so much arguing 

that the mind is physical, but, rather, trying to 

show how the mind could be physical (given 

that it is). And so, whether the account of men- 

tality that physicalists propound is expressed 

in terms of reduction, realization, identity, 

supervenience, explanation or even elimina- 

tion, the goal is to provide a plausible theory 

of mentality (or, as the case may be, a theory 

that accounts for what we mistakenly took to 

be mentality) that is compatible with the view 

that the world is fundamentally physical. For 

example, if one thinks that it is incumbent on 

physicalists to explain mentality then the ex- 

planation, it is thought, must make reference 

exclusively to physical phenomena; if one 

thinks supervenience suffices for physicalism, 

then the supervenience base must be entirely 

physical; and so forth. But what does it mean 
to be physical? It seems that those who take the 

central concern of the mind-body problem to be 

the relationship between mental properties and 

physical properties—and if Kim is right, this 

is just about every-one—should have at least 

a rough idea of what it means to be physical, 

not necessarily a strict definition, but at least a 

notion of the physical that excludes some, if not 

actual, then at least possible, phenomena from 

being physical. For if we cannot even conceive 

of something being nonphysical, it is difficult to 

grasp what physicalists could be arguing for— 

to say nothing of what that they could be argu- 

ing against.° 
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It is not at all clear, however, that physical- 

ists can provide even this minimal condition. 

Current physics, which posits such things as 

particles with no determinate location, curved 

space-time, and wave-particle duality, tells us 

that the world is indeed more ghostly than any 

ghost in the machine. And if the existence of 

ghostly phenomena does not falsify physical- 

ism it is difficult to say what would. As Richard 

Healey puts it, ‘[the] expanding catalogue of 

elementary particle states of an increasingly 

recondite nature seems to have made it in- 

creasingly hard for the physicists to run across 

evidence that would cast doubt on a thesis of 

contemporary physicalism stated in terms of it’ 

(Healey 1979, p. 208). In other words, if such 

things as one-dimensional strings and mass- 

less particles are physical, it is difficult to say 

what wouldn’t be. Bertrand Russell made this 

basic point back in 1927: ‘matter,’ he said, 

‘has become as ghostly as anything in a spiri- 

tualist’s séance.’* And over the past seventy 

years Russell’s point has, if anything, been 

reinforced. Presumably things could change. 

Philosophy, as we all know, is not noted for its 

rapid progress and perhaps in another seventy 

years or so we will have a clear idea of what 

it means to be physical. However, it seems to 

me that until such clarification comes about, we 

ought to rethink the project of accommodating 

the mental in the physical world. That is, we 

ought to rethink what Kim tells us is ‘the shared 

project of the majority of those who have been 

working on the mind-body problem over the 

past few decades’ (Kim 1998, p. 2). 

Not surprisingly, most physicalists are of 

a somewhat different opinion. While many 

physicalists admit that our understanding of 

what it means to be physical is rather tenuous, 

they usually think that the notion, and thus the 

crux of the debate, is clear enough. The mind- 

body problem, according to most physicalists, 

is the problem of explaining how the mind 

can be physical, where what counts as physi- 

cal is given to us by science. In John Searle’s 

words, the mind-body problem is the problem 

of locating mentality ‘within our overall “sci- 

entific” conception of the world.’° And so, it 
does not matter what kinds of ghostly and bi- 

zarre phenomena science may posit, for it is 

science itself that serves as a reality test. Searle 

thinks mentality passes the test because mental- 

ity, he argues, is ‘as much part of our biologi- 

cal natural history as digestion’ (Searle 1992). 

Others, however, are a bit harsher in their grad- 

ing policy. According to Patricia Churchland, 
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for example, it is premature to say that every 

aspect of what we now think of as mentality can 

be accommodated in our scientific world-view 

(and for Churchland the relevant science here 

is neuroscience) since, for all we know, certain 

aspects of mentality might fail the test and go 

the way of phlogiston (Churchland 1995). Yet 

as different as their views may be, both Searle 

and Churchland, as well as most other physi- 
calists, abide by Wilfred Sellars’ well known 

dictum, ‘in the dimension of describing and 

explaining the world, science is the measure 

of all things, of what is that it is, and of what 

is not that it is not.’® Physicalists may disagree 

about just how far to take this claim: must we 

be ‘nothing butists,’ or can we accept an ontol- 

ogy that goes beyond science as long as it is 

related to the posits of science ‘in the proper 

way’?’ However, when it comes to fundamental 

ontological matters, they are, for the most part, 

united: the ultimate authority is science. 

But what is meant here by ‘science’? 

Physicalists usually shy away from express- 

ing their views about which specific theories 

will account for the fundamental nature of, as 

it were, everything. And this, of course, is the 

safest strategy. For as David Lewis advises, 

physicalists should ‘side with physics, but not 

take sides within physics’ (Lewis 1983, p. 364). 

Samuel Guttenplan advocates this strategy 

as well; in his words, ‘all we [physicalists] 

are claiming is that any phenomenon that is a 

genuine happening in this world is in principle 

explicable by a science albeit by a science that 

might be quite different from any we now have 

at our disposal’ (Guttenplan 1995, p. 77). But 

if this is all that physicalists are claiming, it is 

difficult to see what prevents anything from 

being physical: if physics (correctly) tells us 

that some things have no mass or no determi- 

nate spatial location, well then, physicalists 

will say, those things will still count as physi- 

cal, Even if physics were to one day reveal that 

our current theory of space-time is mistaken 

and that space and time actually are distinct so 

that some phenomena have temporal, but not 

spatial properties, then physicalists, I assume, 

would say that those things too, if they actually 

exist, will be physical. Even more, if, as some 

physicists have begun to speculate, there is 

some sort of nonspatial, nontemporal stuff out 

of which space-time itself emerges, physicalists 

will once again declare victory.* But if this is 
so, it seems that the strategy of simply siding 

with science, whatever science may ultimately 

say, is So safe as to bestow physicalism with 
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what Popper thought was the very unscientific 

virtue of being, even in principle, unfalsifiable. 

Perhaps the deep eternal truths that are the 

domain of philosophy as well as mathematics 

are not at all likely to be falsifiable. Yet it seems 

that without any restrictions on how the science 

in question is to progress, or on what entities 

and properties it is to incorporate, physicalism, 

that is, the view that everything is physical, be- 

comes not only unfalsifiable, but also trivial.’ 

That is, without any restrictions whatsoever, the 

view that everything is physical ends up as the 

view that everything exists. And this, it seems 

to me, is a position that most philosophers, 

save, of course, for Meinongians, are not inter- 

ested in discussing. 

While a number of physicalists, including 

Lewis himself, have tried to avoid this obstacle 

in their formulations of physicalism, I think that 

ultimately there is no way around it.'° As long 
as one defines the physical in relation to what 

science tells us about the world, the problem 

of explaining what it means to be physical in 
the context of the mind-body problem, a prob- 

lem I call ‘the body problem,’ currently has no 

solution.'! But what is left of the mind-body 
problem if we have no notion of body? In other 

words, is there room for the mind-body prob- 

lem in a post-physical world?!” 

Il: Is There Still a Mind-Body 
Problem? 

One might think that the only reasonable con- 

clusion to draw from the view that we have no 

notion of the physical is that we should give 

up the mind-body problem altogether: de- 

clare it dissolved and move on to other, hope- 

fully better-defined, problems. And as far as I 
know, most of those who argue that we have 

no philosophically useful notion of the physical 
are, it seems inevitably, drawn to this conclu- 

sion. Noam Chomsky is a good example. He 

tells us, ‘we can speak intelligibly of physical 

phenomena (processes, etc.) as we speak of the 

real truth or the real world, but without sup- 

posing that there is some other truth or world’ 

(Chomsky 1998, p. 438). And he takes this to 

mean, ‘we have no coherent way to formulate 

issues related to the “mind-body problem” 

(Chomsky 1995, p. 5; see also Chomsky 1993). 

Similarly, Bas van Fraassen argues that the fact 
that physicalists will usually count ‘whatever 
science comes up with’ as physical shows that 
the thesis of physicalism lacks content (van 
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Fraassen 1996, p. 167). Chris Daly, who, in a 
recent paper, argues quite forcefully that we 

have no notion of a physical property, con- 

cludes, ‘no debate between physicalism and 

dualism can even be set up’ (Daly 1998, p. 213; 

also see Scheffler 1950). While Tim Crane and 

Hugh Mellor, after finding flaws with a wide 

variety of proposals for defining physicalism, 

conclude that their paper ‘should really be the 

last paper on the subject’ (Crane and Mellor 

1990, p. 83). The pattern is clear. And it is not 

at all difficult to see the motivation behind it: 

for if we have no notion of the physical, there 

seems to be little use in asking how the mind 

could be physical and, thus, little point in dis- 

cussing the mind-body problem. But is this the 

only conclusion one can draw? Must our inabil- 

ity to solve the body problem lead to the demise 

of the mind-body problem as well? 

To be sure, one obvious worry about con- 

cluding that we must abandon the mind-body 

problem is that, as a matter of fact, very few 

will follow suit. Philosophy, it has been said, 

has a penchant for burying its undertakers, and 

despite repeated pronouncements of the death 

of the mind-body problem, most people feel 

that a problem of some sort—perhaps of a very 

deep sort—remains. Even Crane and Mellor re- 

alize that this creates some tension in their view. 

For after stating quite boldly that their paper 

should definitely be the last on the topic, they 

also sheepishly admit that they actually know 

it will not. And here they were certainly right. 

Since their paper came out, about ten years ago, 

the question, “what is the fundamental nature of 

the mind?’—a question to which ‘it is physi- 

cal’ is supposed to provide an answer—has, if 

anything, been even more widely discussed. 

But why is this, if, as the title of their paper pro- 

claims, ‘there is no question of physicalism’? 
Of course, the mere fact that many continue 

thinking about a problem does not show that a 

problem really exists. For it might be that no 

one has listened to Crane and Mellor’s protests 

that we have no notion of the physical capable 

of grounding questions about whether the mind 

is physical. While there may be something to 

this, there is more to be said. For there actually 

is an interesting question to ask about the fun- 

damental nature of the mind. It is just not the 

question of whether the fundamental nature of 

the mind is physical. 
What other broad, philosophical questions 

can we ask about the fundamental nature of the 

mind—dquestions, that is, which could reason- 

ably be thought to address the set of concerns 
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that we have come to think of as the mind- 

body problem? Certainly, even if there were no 

philosophical problem called ‘the mind-body 

problem,’ there would still be specific questions 

about the mind left to investigate. For example, 

regardless of whether we have a notion of the 

physical, we may still arrive at a deeper under- 

standing of our mental lives, perhaps by study- 

ing the relationship between consciousness and 

various neural process or, say, investigating 

which sorts of pains are correlated with A-fibre 

stimulation, which with C-fibre stimulation. 

Daly emphasizes this point towards the end of 

his paper. As he says, ‘for even in absence of 

a principled account of the distinction between 

physical properties and all other properties, 

terms used to designate specific properties may 

be sufficiently well defined for us to raise spe- 

cific issues [such as, how pain relates to C-fibre 

stimulation]? (Daly 1998, pp. 213-14). And I 

take it that many of those who take sides within 

science (rather than simply siding with science) 

are engaged in addressing specific questions— 

like those the neuroscientist asks—that do not 

depend on such a distinction. But are specific 

questions the only sorts of questions left? I 

think that they are not, for regardless of whether 

we know what it means to be physical, we can 

still ask whether mentality is a fundamental fea- 

ture of the world. In other words, does mental- 

ity ultimately depend on nonmental phenomena 

or, as it were, is it mental all the way down? 

As I see it, in its most general structure, this 

is the crux of the mind-body problem. Yet a 

glance through the literature, where one comes 

across numerous papers with titles such as, 

‘Can Science Explain Consciousness?’ does 

not make this apparent (see, for example, Shear 

1997). That is, the question of whether mental- 
ity is fundamental is crucial to the debate, yet 

rarely is it addressed directly. I think this is a 

mistake. And a serious one since physicalists 

aim to refute dualism, yet dualism is the view 

that mentality is fundamental. 

To say that the question is rarely addressed 

directly, however, is not to say that philosophers 

are indifferent as to its outcome. For despite the 

fact that most recent discussions about the mind 

focus on whether mentality will be somehow 

subsumed under the scope of the scientifically 

acceptable, what I call ‘the science question,’ 

one often does find that the underlying con- 

cern in these debates is the question of whether 

mentality is a fundamental feature of the world 

(what J call ‘the mind-body problem’). And, 

for the most part, philosophers’ views on this 
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come down along party lines: the dualists are 

for it and the physicalists are against it.'* For 

example, when Kim lays out the basic physical- 

ist commitments, along with the claim that the 

mental supervenes on and is determined by the 

physical is the claim that there are ‘no funda- 

mental mental entities.’'* David Chalmers also 

makes clear what side he is on: when address- 

ing the question of whether it would be more 

accurate to call his view a version of physical- 

ism, since he allows that the mental may in the 

future be accounted for by an expanded phys- 

ics, he holds fast to the dualist classification be- 

cause, as he says, his view admits ‘phenomenal 
or protophenomenal properties as fundamental’ 

(Chalmers 1996, p. 136; see also Foster 1989, 

pp. 1-15). 

But, again, while many physicalists claim 

that mentality is not fundamental, few spend 

much time defending this claim. Rather, most 

focus on the science question, the question of 

whether science will account for the mind.’ 

Yet these two views do not make the same cut: 

science may account for mentality (in as much 

as it accounts for any other fundamental feature 

of the world) but mentality may still be a funda- 

mental feature of the world. Of course, physics, 

for the most part, does not posit anything funda- 

mentally mental. However, it is not too much of 

a stretch of the imagination to see how it could. 

For example, if Wigner’s hypothesis—the hy- 

pothesis that acts of pure consciousness (in other 

words, fundamentally mental entities) are re- 

quired to explain the collapse of the wave func- 

tion—were accepted, or, to put it more strongly, 

if it were true, there would be a sense in which 

consciousness fits perfectly into our scientific 

world-view: acts of pure consciousness would 

be just one of the many fundamental entities 

posited by physics.'° Yet mentality would still 
be a fundamental feature of the world. Certain 

interpretations of the anthropic principle, a 
principle sometimes invoked to explain or at 

least constrain other explanations about why 

things are just as they are, also seem to take 

mentality as, at least explanatorily, fundamen- 

tal. For example, it is sometimes claimed that 
the reason why a particular state of the carbon 
nucleus has the precise energy that it does is 

that if this value were only slightly greater or 

slightly less, human beings would never have 

developed and thus we would not be able to 

ask this very question. As such, the existence 

of human consciousness is taken as a starting 

point in explaining other aspects of the uni- 

verse.'’ To be sure, both the anthropic principle 

FOUNDATIONS 

and Wigner’s hypothesis are highly controver- 

sial, and perhaps neither should be taken as part 
of physics. But I think they do illustrate a pos- 

sibility: the possibility of how physics could 
incorporate mentality as a fundamental. And as 

long as physicalists accept this mere possibility, 

they are accepting the possibility that mental- 

ity could be accounted for by science, yet still 

be fundamental.'® Arguing that science can in 
principle account for mentality, then, does not 

suffice to show that mentality is not fundamen- 

tal; in this sense, an argument for physicalism is 

not an argument against dualism.” 
But while physicalists, in claiming that sci- 

ence or physics will account for mentality, may 

assert a view that is not opposed to dualism, 

they nonetheless usually exclude the mental 

from their fundamental ontology. And since 

they do, they in fact are not simply deferring 

to science to tell us how things are. Rather, 

they are putting forth a substantive ontologi- 

cal thesis, namely, that mentality is not a fun- 

damental feature of the world (regardless of 

what physics reveals). If physics posits things 

that cannot be analysed in terms of (or are not 

ultimately reducible to or determined by or con- 

stituted out of—pick your favourite dependence 

relationship) nonmental phenomena, physical- 

ists typically will not go on to acknowledge 

those things as physical. Science may, indeed, 

be the measure of all things, but if science posits 

fundamental mental entities or properties, phys- 

icalists, I take it, throw in the towel. And so, 

despite much talk about the wonders science is 

capable of achieving, the crux of the mind-body 

problem is actually not the question ‘is the mind 

physical?’ (where this notion is tied to what sci- 

ence can achieve) but is rather the question, ‘is 

the mind fundamentally nonmental?’”° 

Ill: Physicalism Without 
Naturalism = Fundamental 

Nonmentalism 

Convincing physicalists that we need to focus 

on the question of whether mentality is funda- 

mental may not be easy since physicalists are 
usually intent on trying to have things both 
ways. As I see it, physicalists have long strug- 
gled to find some middle ground between their 
desire to be naturalists, that is, their desire to 
defer to science for matters about fundamen- 
tal ontology, and their desire to put forth a 
significant thesis about the mind, that is, their 
desire to express a view that at least amounts 
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to more than the claim that mentality fits into 
our scientific world-view, where our scientific 

world-view can turn out to encompass any- 

thing including, if it so happens, acts of pure 
consciousness. But it is very difficult to do the 

latter while upholding the former. In order to 

make their notion of physicalism a substantive 

claim about the world, some restriction needs to 

be placed on what counts as science.”! Putnam 
makes this point forcefully: ‘if no restraint at all 

is placed on what counts as a possible “funda- 

mental magnitude” in future physics, then refer- 

ence to soul or good could even be fundamental 

magnitudes in future physics!’*? Yet placing a 
priori restrictions on science, on what it is and 

how it is allowed to progress seems blatantly 

anti-naturalistic: according to the deferen- 

tial naturalist, what sorts of theories about the 

world, what sorts of entities, relations, and laws 

science can posit as well as what sorts method- 

ologies it can avail itself of, will be determined 

by science itself, not by armchair philosophy. 
Given this conflict of interests, I say physical- 

ists should abandon one or the other: naturalism 

or ontological significance.” 
Naturalists might try to avoid this conflict 

by claiming that their intent is not to place re- 

strictions on the posits of science but, rather, to 

make a prediction about its course, namely, that 

mentality will not show up as a fundamental.” 
But this consistency is purchased at a price. For 

to adopt a policy of strict noninterference and 

recede to mere prediction is to step out of the 
debate between physicalists and dualists. Some 

naturalists may not mind this retreat, yet I think 
that they are not the majority. Rather, many nat- 

uralists both positively assert that mentality is 

not fundamental and claim to defer all ontologi- 
cal matters to the scientist and, thus, struggle 

valiantly to remain faithful to an ontology that 

excludes fundamental mentality and to deferen- 
tial naturalism. Yet this, I think, is something 

that cannot be done with consistency. 

David Papineau is a good example of some- 

one engaged in such a struggle. Papineau pro- 

vides a clear account of which dependence 

relation he prefers: the mental, he claims, su- 

pervenes on and is token congruent with the 

physical. He takes supervenience to be a thesis 

about variation between intrinsic properties 

of systems: two systems cannot differ (across 
possible worlds that share our laws of phys- 

ics) without differing in terms of their intrinsic 

physical properties. And he takes two properties 

to be token congruent if one realizes the other 

or if they are actually type identical.”* But when 
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it comes to explaining what he means by ‘phys- 

ical,’ a conflict becomes apparent. His commit- 

ment to naturalism leads him to take a hands-off 

approach and to let the answer to this question 

come from within physics itself. Not today’s 

physics, since he thinks that current physics 

is certainly inadequate, but rather a true and 

complete physics, a physics that he simply de- 

fines as ‘the science of whatever categories are 

needed to give full explanations for all physical 

effects.’°° But now the threat of triviality enters 
the picture: for if psychological categories are 

part of this science, Papineau’s position loses 

its punch. That is, if psychological categories 

are part of the science that is needed to explain 

all physical effects, psychology will indeed 

supervene on the physical, but only because 

it will be part of the physical (there will be no 

change in psychological properties without a 

change in the physical base properties because 

the psychological, itself, will be a physical base 

property). 

Papineau, however, well aware of this threat, 

tries to compromise. The mind, he claims, will 

be accounted for by science, yet the science 

will be one without psychological categories 

(Papineau 1993, p. 31). But it seems to me that 

this exclusion is really the whole game. The 

bottom line, it turns out, is not whether mental- 

ity can be accounted for by science. For when 

the notion of science is left entirely open-ended, 

as Papineau, being a good naturalist, is drawn to 

do, we can say nothing about whether psycho- 

logical categories will be part of the final scien- 

tific dependence base. Rather, the bottom line is 

whether mentality can be accounted for without 

involving psychological categories themselves. 

Robert Kirk’s discussion of what he means 
by ‘physical’ exemplifies a similar conflict of 

interests. The physical, Kirk says, is simply 

‘whatever is posited by physics.’ Yet, just to be 

safe; he also says, ‘we can explicitly exclude 

all expressions that would ordinarily be counted 

as mental or psychological’ (Kirk 1994, p. 78). 

But clearly one cannot leave everything up 

to the physicists while at the same time plac- 

ing restrictions on what they can do. One can 

embrace naturalism wholeheartedly: take one’s 

ontological commitments to reach only as far as 

what is sanctioned by science and thereby defer 

all substantial ontological questions. Or one can 

take a stance: reject naturalism and start being a 

little less deferential. 

The middle ground that Papineau and Kirk 
try to set out, that is, leaving the job of making 

all substantial ontological hypotheses up to 
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the scientists except for the hypothesis that the 

mental is not fundamental, seems oddly ad hoc. 

Why should this bit of a priori reasoning be al- 

lowed and not others??’” Some might say that 

it should be allowed because the hypothesis 

that mentality is fundamental is abhorrent to 

common sense, simply unimaginable. And per- 

haps this is so. For as Thomas Nagel has said, 

‘there is a deep-seated aversion in the modern 

“disenchanted” Weltanschauung to any ultimate 

principles that are not dead—that is, devoid of 

any reference to the possibility of life or con- 

sciousness’ (Nagel 1996, p. 133). However, 

reasoning from what is or is not abhorrent to 

common sense is not usually a type of reason- 

ing condoned by naturalists. According to the 

naturalist, scientific judgments are one thing 

and intuitions are something else. For example, 

naturalists may admit that it is intuitively dif- 

ficult to understand how pain could be identical 

to, or even just constituted by some brain state. 

But this, they quickly point out, does not fal- 

sify physicalism. Newtonian gravity was diffi- 
cult to imagine, naturalists often remind us, but 

this didn’t stop Newton and likewise the fact 

that some hypothesis is unintuitive or difficult 

to imagine should not stop physicalism. But if 

naturalists reject reliance on what is or is not 

abhorrent to common sense in these situations, 

it seems that consistency should lead them to 

reject it in reasoning about whether mentality is 

a fundamental feature of the world. If the natu- 

ralist wants to leave everything up to science, 

then he should do so. For there is nothing wrong 

with adopting the strategy of ‘let’s just wait and 

see.’ It is just that this strategy does not make 

for much of a debate. 

It might seem, however, that the distinc- 

tion between the naturalist who defers to the 

scientist and the armchair philosopher who 

denies the fundamental status of mentality is 

somewhat artificial. For isn’t it the case that 

science, in fact, already tells us that mental- 

ity is not fundamental? To be sure, if we try to 

look up mentality in the ‘Berkeley booklet,’ the 

physicists’ ever expanding little black book of 

the fundamental entities and properties known 

to date, we will find no listing.?* But accord- 
ing to most physicalists, not being listed in 

today’s Berkeley booklet does not exclude a 

fundamental entity or property from the physi- 

cal realm. What matters is what will show up 

in the final edition. That is, physicalists do not 
merely claim that mentality is not currently 

classified by physicists as a fundamental fea- 

ture of the world; rather, according to such 
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philosophers as Papineau and Kirk, mentality 

will be forever unlisted in the physicists’ little 

black book.” But it is difficult to see how natu- 
ralists can make such an assertion. The world 
as we know it is full of fundamental properties 

and fundamental mental properties (if there are 

such things) should, at least in principle, be no 

more (or for that matter, no less) mysterious, 

or necessarily outside the realm of science than 

any other fundamental properties.*’ Of course, 
there may be reasons to avoid such a conclu- 

sion. For example, considerations of simplicity 

may lead us to want explanations with as few 

primitive terms as possible and encourage us to 

do without mentality as a primitive term if pos- 

sible. But the question of whether it is possible 

is the central point of the debate so we should 

not start out assuming this. 

That said, one still might feel that there is 

something defeatist about the view that men- 

tality is fundamental. For if one claims that 

mentality is fundamental isn’t one, rather than 

presenting a possible solution to the mind-body 

problem, giving up on it?*! I suppose this de- 

pends on what one means by ‘giving up.’ To 

be sure, fundamental principles or phenom- 

ena do, by their very nature, leave something 

unexplained. And in this sense, claiming that 

mentality is fundamental is tantamount to deny- 

ing any possible further explanation of it, any 

explanation of it in terms of something else. 

Nevertheless, to successfully argue that men- 

tality is fundamental is to provide a solution to 

the mind-body problem. That is, that answer to 

the question ‘what is the relationship between 

mental phenomena and nonmental phenom- 

ena?’ will be that the mental is fundamentally 

distinct from the nonmental. 

Of course, the distinction between the mental 
and the nonmental may not be sharp. And in 

fact, physicalists may need to hold that it is 

not. Physicalists (of the noneliminative sort) 

think that the nonmental, arranged in the right 

way, as it were, gives us the mental; yet if you 

hold that the mental/nonmental distinction is 

sharp, it is very difficult to see how to bridge 

that divide. For example, if you are interested 

in explaining subjectivity and you take the line 

between the subjective and the objective (i.e., 

the nonsubjective) to be sharp, physicalism—or 
rather, fundamental nonmentalism—becomes 
very difficult, if not impossible to defend. This 
is true of the intrinsic/extrinsic divide as well: if 
it is sharp, and one takes the properties of con- 
sciousness to be intrinsic and physical proper- 
ties to be extrinsic, it is very difficult to see how 
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an anti-physicalist view could fail to follow.*? 
As a sharp distinction between the living and 
the non-living seems to lead us to posit a fun- 

damental life-force, or élan vital, a sharp dis- 

tinction between the mental and the nonmental 

seems to lead to dualism. So in debating the 

mind-body problem, we should focus on the 

mental/nonmental distinction but not presup- 

pose that the distinction is sharp since the out- 

come of the debate may partially turn on this. 

IV: Some Difficult 

Classifications 

I have argued that physicalists are committed 

to the claim that mentality is not a fundamental 

feature of the world and that this commitment is 

incompatible with the naturalist’s commitment 

to defer all substantial ontological questions to 

the physicists. The latter leads to a hands-off 
approach that basically amounts to stepping 

out of the debate, while the former presents in 

extremely general form a relatively clear way 

of posing the mind-body problem, a way that 

enables a real debate, that is, a debate that has 

more than one side. But two sides, while better 

than one, do not cover all possible positions 

and it may not be entirely clear how to classify 

some of them. For example where do we place 

Chalmers’ suggestion that mentality may be ac- 

countable for in terms of something like ‘proto- 

mentality,’ and that ‘proto-mentality’ is a rock 

bottom feature of the world? For it apparently 

amounts neither to the view that mentality is fun- 

damental nor to the view it is not fundamental. 

Similarly, where does one place the view that an 

explanation of the mental not only requires ref- 

erence to lower level neurological processes but 

also requires reference to higher level features of 

the world, such as social features and natural se- 

lection? (See, for example, Wimsatt 1976; 1994; 

Clark 1997). While such positions illustrate bor- 
derline or hybrid cases, I do not think that the 

existence of such cases reduces the usefulness 

of setting out the two extremes. 

But things can get tricky: What if one thinks 

that in order to account for mentality we need to 

invoke God? Proponents of this view certainly 

do not think of themselves as physicalists; yet 

it is not clear that they think of mentality as 

being fundamental either. Nevertheless, there is 

a sense in which they take mentality as funda- 

mental feature since adverting to God often in- 

volves adverting to mentality. Perhaps for some 

believers, those who think of God as something 
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like energy, or perhaps even the big-bang, this 

is not the case. If so, they fall on the other side 

of the debate. 

Trickier still, however, is view that we need 
norms to account for mentality. Roughly speak- 

ing, this is the view that mentality—more 

specifically, intentionality—is fundamentally 

normative.*? Thus normativity, and not nec- 
essarily mentality, is taken as fundamental. 

But, someone might object, the fundamentally 

normative is just as abhorrent to physicalists 

as the fundamentally mental. As with advert- 

ing to God, it is not clear on which side of the 

debate this view lies. But here, again, I would 

want to ask whether the account of mentality 

provided is an account of mentality in terms of 

the nonmental.** If intentionality is accounted 
for by norms that are themselves irreducibly 

intentional, this is an instance of taking inten- 

tionality to be irreducible. And if intentional- 

ity is accounted for by the nonintentional, but 

normative, this is simply an account of inten- 

tionality in nonintentional terms. To those who 

may protest that this latter position would none- 

theless be antiphysicalistic, I can only ask them 

for their solution to the body problem. Without 

some understanding of what it means to be 

physical, these protests fall dead in their tracks. 

In any event, the possibility of a normative ac- 

count of mentality provides no reason to return 

to the science question. For it is not clear that 

there is anything inherently unscientific about 

fundamental norms. If they exist, I suppose that 

they too will need to be included in that prover- 

bial true and complete catalogue of the funda- 

mental features of the world. 

V: The Impact on the Debate 

One might accept my formulation of the mind- 

body problem, but still wonder if it will have 

any interesting effect on the debate. If not, we 

might as well save the ink and leave everything 

as is. A look, however, at what some see as 

the most persuasive argument for physicalism 

indicates that we can’t. Why believe in physi- 

calism? One not uncommon answer is that the 

tremendous success and progress of the physi- 

cal sciences gives us reason to think that physi- 

calism is true. But the tremendous success of 

physics, while possibly very relevant to the 

outcome of the debate, does not settle the issue 

between physicalists and dualists. For it seems 

that physics could be tremendously successful 

in either case. 
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Moreover, I think that focusing on the 

mental/nonmental distinction rather than the 

physical/nonphysical distinction will also affect 

the debate about mental causation. The problem 

of mental causation is usually thought of as the 

problem of explaining how mental properties 

could be casually efficacious in a world that is 

fundamentally physical. The difficulty arises, 

it is thought, for anyone who thinks that (1) 

mentality exists but is not identical to anything 

physical, (2) there is no causal overdetermi- 

nation, and (3) the physical world is causally 

closed, i.e. all physical effects (which have 

causes) have sufficient physical causes. Many 

philosophers have thought that there are good 

reasons to accept all three of these claims. But it 

seems to me that when we shift our focus to the 
mental/nonmental distinction, the reasons usu- 

ally given for the third claim, the causal closure 

of the physical, no longer apply. For the reasons 

usually given for why we should believe in the 

causal closure of the physical are the reasons 

usually given for why we should believe in 

the causal closure of physics. As Kim puts it, 

if the physical world were not causally closed 

then ‘to explain some physical events you must 

go outside the physical realm and appeal to 

nonphysical causal agents and laws governing 

their behavior!’*> And what this entails, and I 

take it why Kim finds it exclamatory, is, as he 

says, ‘complete physics would in principle be 

impossible, even as an idealized goal’ (Kim 

1996, p. 147). This is true when the physical 

is defined over physics, but it is not a reason to 

accept the causal closure of the fundamentally 
nonmental.*° 

Some might claim that one potentially un- 

welcome result of my formulation will be the 

demise of the identity theory—the old example 
being that pain is identical to C-fibre stimula- 

tion. For what could the identity theory amount 

to if we take the relevant distinction to be be- 
tween the mental and the nonmental?*’ If we 
think of C-fibre stimulation, for example, as en- 

tirely nonmental, what could it mean to say that 

C-fibre stimulation is identical to something 

mental? Yet if you allow C-fibre stimulation to 
have an irreducible mental aspect, in what sense 

are you a physicalist? In general, isn’t it hope- 

lessly paradoxical to say that mental property M 

is identical to nonmental property N?** Perhaps 
it is, but my claim is not that we should replace 

the notion of being physical with the notion of 

being nonmental, from which it would follow 

immediately that the identity theory is impos- 

sible. Rather, it is that we should replace the 
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notion of being physical with the notion of 

being fundamentally nonmental. As such, it 

seems at least possible to carve out a space for 

the identity theory: the identity theory would be 

true if both pain and C-fibre activity are, at least 

in some sense, mental yet the fundamental con- 

stituents of C-fibre stimulation (as well as pain) 

are entirely nonmental. 
Most importantly, however, I think that 

focusing on the mental/nonmental distinc- 

tion will facilitate an actual head-on debate 

between physicalists and dualists. As things 

stand, physicalists usually take themselves to 

be arguing against views about the mind that 

are anti-scientific, views that hold that men- 

tality will forever be beyond the scope of sci- 

ence. Yet dualists often take themselves to be 

arguing against the view that mentality is not 

fundamental (regardless of whether it can be 

accounted for by science). So it is not surprising 

that the two sides of the debate often talk past 

each other. If we focus on the mental/nonmen- 

tal distinction, this may change. 

Vi: Is the Mental/Nonmental 
Distinction Clearer Than 
the Physical/Nonphysical 
Distinction? 

The change, I hope, would be for the better; yet 

it may not if the distinction between the mental 
and the nonmental is no clearer than the distinc- 

tion between the physical and the nonphysical.*° 
It is not an easy task to delineate the mental 

from the nonmental. However, I do think that 

this distinction is better off than the physical 

nonphysical distinction. Why do I think this? I 

could say, as one is prone to do when asked this 

question, that we are familiar with what is often 

classified as the qualitative aspect of mentality, 

that is, what it is like from our first-person per- 

spective, for example, to feel pain, to see red, to 

taste chocolate, to have the unpleasant experi- 

ence of being embarrassed or the wonderful ex- 

perience of feeling proud, and so on. Yet to do 

so does little to convince those who resolutely 

deny having any understanding of phenomenal 

experiences that they actually know what they 
are like. And eliminativists are just such people: 
according to (the more radical) eliminativists, 
we couldn’t have any understanding of mental- 
ity since there really isn’t any such thing. And 
it is difficult to know what sort of argument one 
could give that would convince them to believe 
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otherwise (this is especially tricky when they 

claim that, strictly speaking, they have no 
beliefs).*° 

So let me try a new tack. An indication that 

we have a grasp of the mental is that while there 

may be no agreed upon ‘mark of the mental,’ 

we can and do classify various kinds of mental- 

ity: qualitative, intentional, and affective phe- 

nomena, for example, all fall under its scope. 

And we can beneficially address each of these 

individually. But if I am willing to address 

specific kinds of mental phenomena why am I 
not willing to address specific kinds of physi- 

cal phenomena? Don’t we also have a grasp of 

specific kinds of physical phenomena? As I’ve 

argued here and in more depth elsewhere, for 

the purpose of formulating the mind-body prob- 
lem we do not (Montero 1999). With respect to 

the mental/nonmental distinction, while we do 
not have a definition of the mental, we none- 

theless have a handle on the concept since we 

have a relatively clear idea of phenomena that 

fall on each side of the divide. However, with 

the physical/nonphysical distinction we lack 

even this. Of course, if panpsychism is true, ev- 

erything will be fundamentally mental. But this 

does not mean that in stepping into the debate 

we have no grasp of the nonmental.*'! For we 
can easily conceive of something being funda- 

mentally nonmental. Yet the concept of being 

fundamentally nonphysical seems to elude us 

entirely. What in the world (or, perhaps I should 

say ‘out of the world’) is supposed to count as 

being nonphysical? 

The fact that we have no answer to this ques- 

tion shows that even if our grasp of the mental/ 

nonmental distinction is far from clear, it is 

better than our grasp of the physical/nonphysi- 

cal distinction. Furthermore, even if one thinks 

that both distinctions are equally opaque, this 

should not be reason to favour the current for- 
mulation of the mind-body problem because 

understanding the mental/nonmental distinc- 

tion is no less exigent for understanding the 

current formulation than it is for understand- 

ing my proposed formulation. This is because 
those who think that the mind-body problem 

is the problem of explaining how the mind is 
physical assume that we have some intuitive 
understanding of that which they claim is en- 

tirely physical. (Beyond this they also assume 

an understanding of what it means to be physi- 

cal.) More, of course, needs to be said about 

the mental. And, indeed, in debating the mind- 

body problem we are debating what exactly 

this should be. 
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Vil: Spatiotemporality 
and Mentality 

Some might object that I have missed my target 

entirely: the mind-body problem is not the ques- 

tion of whether mentality is fundamental, nor, 

for that matter, of whether it will ultimately be 

explainable by science (or, more specifically, 

physics). Rather, it is the question of whether 

it is spatiotemporal. For to be physical, some 

might say, is to be spatiotemporal.” 

While this question echoes Descartes’ con- 

cern with the mind-body problem—according 

to Descartes, mind is nonspatial, or at least 

unextended, and body is spatially extended—I 

think that it does not addresses the heart of the 

debate between physicalists and dualists.*? For 

it seems to me that if mentality is fundamental, 

this, more than its being nonspatial or nonspa- 

tiotemporal, would capture what dualists be- 

lieve is true about the mind: it is not reducible to 

anything else and thus has a rather special place 

in the world. What is more, being nonspatial 

or nonspatiotemporal seems neither sufficient 

nor necessary for dualism. For if the reason 

mentality is not spatiotemporal is simply that 

our theory of spacetime is incorrect I think that 

most physicalists would not take this to validate 

dualism. Or if mentality is in some sense purely 

abstract—the abstract program of the brain, 

perhaps—then physicalists who were happy 

with abstracta could be happy with a nonspatial 

mind. Finally being nonspatiotemporal is not 

even necessary for dualism since if mentality 

were a fundamental spatiotemporal feature of 

the world, physicalists would not feel victori- 

ous. What matters to dualists is the fundamental 

nature of the mind, which 1s just what physical- 

ists should argue against. 

Vill: The Path Ahead 

As I see it, then, focusing on such questions as 

whether mentality is a natural phenomenon, a 

physical phenomenon, or a spatial phenomenon 

sidesteps the hard question that lies at the heart 

of the debate. It is time to confront this question 

head-on: Is mentality a fundamental feature of 

the world? Physicalists will then need to make 
a decision: they can uphold deferential natural- 

ism, the view, as Sellars put it, that science is 

the measure of all things, or they can put forth a 

substantive hypothesis about the general nature 

of the mind. To choose naturalism is to follow 
the course of science wherever it may lead, 
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which is, perhaps, not to abandon the mind- 

body problem, but to hand it over to someone 

else. But there is another option: take a stance 

and think of the mind-body problem as the 
problem of whether mentality is fundamentally 

nonmental. And without the cloak of natural- 

ism, physicalists can do this openly and with a 

clear conscience. As such, they will not be natu- 

ralists in the sense that they will not simply be 

deferring to science to tell us what is and what 

is not. But, nevertheless, this does not mean that 

in putting forth their hypotheses they are neces- 

sarily being anti-scientific. To put forth a view, 

to state a hypothesis is to work hand in hand 

with science; to leave the mind-body problem 

up to someone else is not. 

Of course, it may be the case that such hy- 

potheses about the ultimate constituents of 

the universe might not admit of definitive 
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refutation. For it might be difficult to know 

with certainty that any particular level is the 

bottom level. Alternatively, if there actually 

is no bottom level, if the world is in some 

sense infinitely divisible, then the question 

would become whether, after a certain level, 

it is nonmental ad infinitum. And who knows 

how to address that question. But in any case, 

I think that looking at the mind-body problem 

in terms of the distinction between the mental 

and the nonmental rather than the distinction 

between the physical and the nonphysical will 

not only relieve the conflict between natural- 

ism and ontological significance (basically 

by giving each its own territory) but will also 

pave the way for what I hope will be a clearer, 

more interesting, and potentially even termi- 

nable debate about the fundamental nature of 

the mind.* 
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NOTES 

1. The term ‘fundamental’ can, if you like, stand for 
whatever dependence relation you prefer. That is, 

when I say that the mind-body problem is the ques- 
tion of whether mentality is fundamentally non- 
mental you can substitute the question of whether 

mentality is reducible to (or constituted by, or super- 
venient on, etc.) the nonmental. Of course, the vari- 

ous notions of dependence are not unproblematic 

themselves, and there is little agreement on what 

relations between the lower level physical phenom- 
ena and higher lever mental phenomena suffice for 
physicalism. But let us take one problem at a time: 
the problem I am concerned with here is here is not 
how to understand the dependence relation, but how 

to understand the dependence base. 
2. While I use the term ‘mentality’ rather than the 

more specific term ‘experience,’ most of what I 

say is directed at those engaged in the debate about 

experience, since many of those writing about in- 
tentionality already focus on the intentional/non- 
intentional distinction rather than the physical/ 
non-physical distinction. Fodor 1987 is a good ex- 

ample: ‘if the semantic and intentional are real prop- 
erties of things, it must be in virtue of their identity 
with (or maybe supervenience on?) properties that 
are themselves neither intentional nor semantic.’ 
(Thanks to Joseph Levine for pointing this out 

to me.) 

3. At the 1999 Robert S. Cohen Colloquium: 
Naturalism and its Discontents, Kim emphasized 
this as does Stroud 1996. 

4. Russell 1927/1992, p. 78. In an interesting forth- 
coming paper Galen Strawson points out that Joseph 
Priestley made more or less the same point in 1777. 
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5. Searle 1992, p. 84. To be sure, Searle is also not sat- 
isfied with the current terminology used to describe 

the mind-body problem. 
6. Sellars 1963, p. 173. Or as Quine 1981, puts it, “it is 

within science itself, and not in some prior philoso- 
phy, that reality is to be identified and described’ 

(p. 21). 
7. Credit goes to William Wimsatt for the droll phrase 

‘nothing butists.’ 
8. See Greene 1999. Speculation about such nonspa- 

tial, nontemporal stuff (or perhaps it would be better 
to call it ‘nonstuff’) should also be a bit worrisome 

for those who define the abstract over the nonspatio- 
temporal—do we want to say that our spatial world 

emerges out of abstracta? 
9. Even if the results of mathematics, if true, are 

necessarily true, an argument is only interesting if 
there is some Step in it that is not immediately obvi- 

ous to everyone. (Why bother publishing a proof 
that everyone already knows?) Perhaps certain 

sceptical hypotheses, such as the hypothesis that 
the world was created five minutes ago with all ap- 

parent evidence of an earlier creation in place, are 

also, even in principle, unfalsifiable. But while we 
could never havé evidence that could show such a 
hypothesis to be mistaken, there would still be an 
objective difference between the two situations— 

God, as it were, could khow that the hypothesis is 
false. But if being physical amounts to simply ex- 
isting, it is not clear that physicalism would be fal- 
sifiable even for God. Interestingly enough, Quine 

1981 seems to accept the triviality of physicalism. 
For as he says, ‘if the physicist suspected there was 
any event that did not consist in a redistribution of 
the elementary states allowed for by his physical 

theory he would seek a way of supplementing his 

theory’ (p. 98). 
10. See Lewis 1983. Lewis tries to carve out a position 

that is not trivial by explaining the physical in terms 
of whatever a future physics, which is significantly 
similar to current physics, but much improved, will 
tell us about the world. While one would like some 
explanation of what counts as ‘significantly similar’ 
and ‘much improved,’ the main difficulty with this 

notion of the physical is that if some groundbreaking 
discovery is made and physics goes through a major 

revolution, resulting in it not beirig sufficiently 
similar to today’s physics, physicalists would, most 

likely, not want to claim the new posits and laws 

of this physics as being nonphysical, For other at- 
tempts to solve the body problem see Hellman 1985; 

Papineau 1993; Poland 1994; Meehl and Sellars 
1956; Melnyk 1997; Smart 1978; Snowdon 1989, 

11. In Montero 1999, I present an in-depth argument for 

this point. Since the main focus of this paper is to 
present a new way of thinking about the mind-body 
problem in light of the view that we have no solu- 
tion to the body problem, my discussion hére of this 
point will be brief. However, in arguing here for my 
proposed focus on thé mind-body problem, I will 
also be arguing against retaining our current focus 
on the question of whether mentality is physical. 

12. I should mention that I am not the first to use the 
term, ‘post-physicalism.’ John Post suggests that 
‘a far happier name [for his non-reductive physi- 
calism], surely, would be “‘post-physicalism”.’ See 
Post 1987, p. 18. 
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14, 

13: 

16. 

17. 

18. 

19, 

FOUNDATIONS 

There are a few exceptions. For example, Strawson 
1994a seems to believe that the there are aspects 
of the world that are purely mental yet physical. 
And moreover, he seems to think that all physi- 

calists must hold this view (especially pp. 46-59). 
Also see Strawson 2008. And Searle 1992 seems 
to hold a similar view. While O’ Leary-Hawthorne 
and McDonough 1998 explicitly say that ‘if an ideal 
physics will have consciousness at the metaphysical 

ground-floor, property dualism is wrong’ (p. 350). 
This claim, according to Kim 1996, is implied by 

the principle of supervenience assuming that if there 
can be one purely mental being, there can be at 

least two that differ mentality. For the principle of 
supervenience states that if two beings are psycho- 
logically discernible, then they will be physically 

discernible and this, according to Kim, shows that 

(given the further assumption) they cannot, then, 

be purely mental. But the principle that there are no 
fundamental mental entities follows from the prin- 
ciple of supervenience plus the assumption that if 
there is one purely mental being there can be more 
than one purely mental being only given a further 
assumption: that the physical realm does not include 

fundamental mental entities, itself. 
To be sure, if you see science as the enterprise that 

investigates the world in nonanthropocentric or non- 
mental terms, an enterprise that we think essentially 
began in the seventeenth century with Descartes, 

then the two views I am trying to delineate are not 
distinct. (Thanks to Thomas Nagel for drawing my 

attention to this.) If this is what physicalists mean by 
‘science,’ making this explicit should have the same 
affect on the debate as focusing on the question of 
whether mentality is fundamental. 

I should emphasize that I am not intending to defend 
Wigner’s hypothesis but am merely Using it as a 
rough example of how physics might incorporate 
fundamental mentality. Yet it is not at all clear how 
to interpret it; in particular, it is not at all clear what 
is meant by ‘acts of pure consciousness.’ Apart from 
the question of what ‘consciousness’ means in this 
context (does an imaging device count? does animal 
consciousness’), there is the question of what ‘pure’ 
means. Does it mean fundamental? If not, then 
Wigner’s hypothesis could be true even though 
mentality would not be fundamental. 
Again, this is not a defence of the view. One prob- 
lem with this version of the anthropic principle, as 
Steven Weinberg has pointed out, is that while the 
existence of life may place some constraints on the 
energy of this state of the carbon nucleus, it does not 
constrain it entirely. Furthermore, even if it did, it is 
not clear that it would count as an explanation. 

Perhaps physicalists will claim that no true physics 
will account for mentality in this way. Perhaps not, 
but then they are really just claiming that (it is true 
that) mentality is not fundamental. 

If one defines science as whatever tells us about 
the purely structural and relational, and one also 
holds that relations are never fundamental, then 
one probably would hold that a scientific account 

of the mental suffices to show that it is not fun- 
damental. Russell 1927/1992 seems to hold such 
a view of science. And the view of science in 
Chalmers 1996 is very similar. Russell later aban- 
doned this view due to Max Newman’s criticism 
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20. 

21. 

22. 

23: 

24. 

PSY 

26. 

ike 

that if this is all physics tells us about the world the 

only nontrivial information about the world that 
physics provides is information about how many 
things there are. (See Demopoulos and Friedman 
1985 for an excellent discussion of this topic.) 

Since Chalmers’ picture of what science tells us 

about the world includes causation it may avoid 
Newman’s objection. 

Others have expressed similar views of the mind- 
body problem. Strawson 1994a,b and 2008 empha- 

sizes the importance of focusing on the distinction 
between the mental and the nonmental, specifi- 

cally on the experiential and the nonexperiential. 

However, he also relies on a notion of the physi- 
cal. And Levine 1998 says that materialism in phi- 
losophy of mind is the thesis that ‘there is no sharp 

discontinuity in nature between the mental and the 
nonmental’ (p. 449). 

Poland 1994 also discusses this problem and tries to 
resist it. While he explicitly rejects placing restric- 

tions on physics (p. 159), he tries to give physical- 

ism content by making a distinction between future 

physics (the course of which we cannot predict) and 
what physicists, in general, study: spacetime and the 

fundamental constituents of all occupants of space 
time and the fundamental attributes that account for 
all interaction of such occupants (pp. 163-4). Yet 

it seems that in putting forth a theory about what 
physicists study he is, nevertheless, restricting phys- 

ics. I discuss the significance of spatiality for the 

mind-body problem in section VII. 

Putnam 1970. Putnam addresses this problem by 
providing a programmatic definition of the fun- 
damental magnitudes, that is, he defines them as 

those magnitudes which physicists currently take to 

be fundamental. While this may be of use for the 

purposes of his paper, I think that it does not work 
for the purposes of the mind-body problem since it 

leaves the physicalist asserting a view she thinks is 

more likely false than true. For further discussion of 
this point see Montero 1999. 
While I am equating naturalism with deference to 
science, the term ‘naturalism’ is used in an enor- 
mous variety of ways. For example, Hornsby 1997 
calls herself a ‘naive naturalist’ even though she ex- 
plicitly denies that the mind is amenable to scientific 
investigation, while Stich 1996 argues against ‘natu- 
ralism’ while defending a view he calls ‘open ended 

pluralism’ which seems to amount pretty much to 
deferential naturalism. 
Much thanks to Gene Wittmere for his insightful 
comments on this issue. I should note that not all natu- 
ralists would be willing to go this route. For example, 
McGinn 1989 calls himself a naturalist yet he not only 
predicts, but also claims to have shown that mentality 
will never be accounted for in nonmental terms. 
He explains these notions in Papineau 1993, pp. 

10-16. 
Papineau 1993, pp. 29-30. Of course, in order to 

avoid circularity, he also needs to explain what he 
means by ‘physical effect.’ To do this, he relies 
on some ‘paradigmatic physical effects,’ of which 
he thinks we have an intuitive understanding. In 
Montero 1999, I argue that relying on intuitions in 

these sorts of cases will not work. 
Some have argued that the naturalist’s hypothesis 
itself is a priori. See van Fraassen 1995. 
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30. 
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The official title of the Berkeley booklet is, the 
Particle Physics Booklet, an abridged version of the 

Review of Particle Physics. The information in these 

books can be found at http://pdg.Ibl.gov/. 
However, see Melnyk 1997 for an argument that we 

should ground physicalism in current physics. 
As Nagel 1996 says, ‘atheists have no more reason 
to be alarmed by fundamental and irreducible mind- 

world relations than by fundamental and irreducible 

laws of physics’ (p. 131). David Chalmers 1996 has 
also argued for this point. As he sees it, the view that 

consciousness is a fundamental property is ‘entirely 
compatible with a contemporary scientific world- 
view’ (p. 127). 

This is related to the claim one often hears that even 

if Mary in the black and white room knows all the 

dualistic facts, she still would not know what it 
is like to see red. The implication, then, is that if 
Jackson’s thought experiment does pose a problem 
for physicalism, it poses just as serious a problem 

for dualism. But this is not quite right since dualists 
hold that the experience of seeing red is fundamen- 
tal, something that cannot be explained in terms of 
anything else. The fact Mary would need to know, 

claims the dualist, is nothing less than what it is like 
to see red; and if she knows what it is like to see red, 
she knows what it is like to see red. 
As I see it, Chalmers’ 1996 arguments for dualism 

mainly fall out of his assumption that the intrinsic/ex- 
trinsic divide is sharp and that the physical is extrinsic 
while the mental is intrinsic. Indeed, given these as- 

sumptions, it seems that his arguments for the possibil- 

ity of zombies are inessential. (Cf. Yablo 1999 claims 

that ‘almost everything’ in Chalmers’ argument turns 

on the claim that zombie worlds are possible.) 

See Brandom 1994, who argues that mentality pre- 

supposes norms and that norms, while they do not 

presuppose mentality, presuppose sociality. 

I should again emphasize that I do not take the dis- 
tinction between the mental and the nonmental to be 
exhaustive. The most interesting positions with re- 

spect to the normativity of the mental might be those 

that take mentality to be normative and normativ- 

ity to be not quite mental but not quite nonmental 
either (depending on what we say about the social, 
Brandom may fall into this camp). As I said before, 
I do not think that the existence of such borderline 
cases reduces the usefulness of setting out the two 

extremes. 
Kim 1996, p. 147. I should also point out that causal 
closure can mean (1) any physical effect (that has 
a cause) has a sufficient physical cause or (2) any 

physical cause has only physical effécts, or both. 

But Kim’s quote only addresses (1). 

Further problems arise if being fundamentally 
mental implies being free, since freedom of the will 
may not be compatible with any type of overarching 

theory. However, it is not clear that being fundamen- 
tally mental does imply being free. Furthermore, the 
debate between compatibilists and incompatibilists 
is far from settled: free will might fit into the oth- 

erwise nonfree world in an intelligible way. Or per- 
haps, if Nancy Cartwright is correct, what we would 
normally think of as the nonmental world, is, in a 

sense, actually more free than not; on her view, most 
of the world is not law governed (neither determin- 

istically nor probabilistically.) If so, fundamental 



172 

37. 

38. 

39. 

40. 

41. 

42. 

(free) mentality would be no more of a threat to a 
complete physics than most nonmental phenomena. 
I thank Leopold Stubenberg for his comments on 

this point. 
Of course, if C-fibre stimulation is thought of as fun- 
damentally mental, as, interestingly enough, Feigl 

1958 seems to think, eliminativism does not follow. 
See Stubenberg 1998 for an illuminating discussion 
and defence of Feig|’s identity theory. As Stubenberg 
puts it, on Feigl’s view, ‘the brain is made of qualia.’ 

As Gabby Sakamoto said to me, one might think that 
just as there is a body problem from those who ask 
‘is mentality fundamentally physical?’ there is a mind 
problem for those who ask ‘is mentality fur\damentally 
nonmental?’ Sober 1999 makes this point as well. 
Strawson 1994a remarks, only half-jokingly, that 
perhaps the best explanation for those who reso- 
lutely deny qualitative experience is that there really 

are zombies (functional duplicates of human beings 
that have no phenomenal states) and that the elimi- 

nativists are among them. 

Some arguments for idealism, however, do intend to 
show this. 
For example, according to Meehl and Sellars 1956: 
‘an event or entity is physical, if it belongs in the 
space-time network.’ (Something is physical,, 

they say, ‘if it is definable in terms of theoretical 

43. 

44. 

45. 
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primitives adequate to describe completely the 
actual states though not necessarily the potentialities 

of the universe before the appearance of life.’ As I 
see it, the problem here is that if physicists discov- 
ered that some sort of life-force was created in the 

big bang, or, perhaps, that the big-bang theory was 
wrong and that sentient life has existed all along, 

then any minimal class of theoretical primitives ad- 
equate to describe the universe before the appear- 
ance of life is, vacuously, empty. And so the concept 
of physical, in this case would pick out those things 
definable from nothing.) See also Armstrong 1995, 
who defines naturalism as ‘the doctrine that reality 

consists of nothing but a single all-embracing spa- 

tio-temporal system’ (p. 35). 
This is not to say that the question of whether men- 
tality is spatial is not an interesting one (see, for ex- 
ample, McGinn 1995). 
Of course, it is not easy to formulate the abstract/ 

concrete distinction either. 
I would like to thank Anne Eaton, Michael Forster, 

Joseph Goguen, Joel David Hamkins, John 

Haugeland, Sean Kelley, Thomas Nagel, Marya 

Schectman, Bradford Skow, Leopold Stubenberg, 

Michael Thompson, Michael Voytinsky, William 
Wimsatt, Gene Wittmere, and the three anonymous 
JCS referees for their very helpful comments. 



Consciousness 

Consciousness poses arguably the most difficult problems in the philosophy and science 

of the mind. What is consciousness? Can consciousness be explained in physical terms? 

Is consciousness itself something physical? How can we have a theory of conscious- 

ness? These questions have been central in the history of the philosophy of mind. Many 

of the foundational papers in Part I were concerned with questions about consciousness; 

but in recent years, these questions have received particularly close attention. Some of 

this discussion is represented by the papers in this section. 

A. General 

The term “consciousness” can be used with many different meanings, so at the start it is 

helpful to get these meanings clear. Ned Block’s contribution to this section (chapter 23) 

is particular useful here. Block distinguishes a number of senses of “consciousness.” 
The central sort of consciousness is phenomenal consciousness. We can say that a sub- 

ject is phenomenally conscious when there is something it is like to be that subject, and 

a mental state is phenomenally conscious when there is something it is like to be in that 

state. Phenomenally conscious mental states include the experience of seeing colors, 

feeling pains, and experiencing mental images and emotions. All of these involve a cer- 

tain qualitative, experiential character. Block distinguishes phenomenal consciousness 

from access consciousness (which involves a certain sort of access to information), self- 

consciousness (which involves representation of oneself), and monitoring conscious- 

ness (which involves representation of one's own mental states). All of these notions of 

consciousness are important, but phenomenal consciousness is by far the most puzzling, 

and it is the focus of most of the articles in this section. 

Block’s characterization of phenomenal consciousness in terms of “what it is like” 

is taken from Thomas Nagel’s important 1974 paper, “What it is like to be a bat?” 

(chapter 24). Here, Nagel focuses attention on this aspect of consciousness and argues 

that it is particularly difficult to explain. A major source of the difficulty is that standard 
explanations in science and philosophy are cast in objective terms, but consciousness is 

subjective by its nature. We might know all about the objective functioning in a bat’s 
brain, but we still would not know what it is like to be the bat, from its own subjective 
viewpoint. Nagel does not rule out an eventual understanding of consciousness in physi- 
cal terms, but suggests that it may require conceptual developments that are as yet quite 

beyond us. 

7S 
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A quite different perspective is given by Daniel Dennett's paper “Quining Qualia” 

(chapter 25). The term “qualia,” as standardly used, refers to the properties of mental 

states that characterize what it is like to have them; so qualia and phenomenal conscious- 

ness are tightly bound together. Dennett argues that there is no reason to believe that 

qualia exist. He suggests that qualia are standardly taken to be ineffable, intrinsic, pri- 

vate, and directly apprehensible; and he argues through a series of thought-experiments 

that there is no reason to believe that mental states have properties of this sort. Dennett 

suggests that the notion of “qualia” reflects a confusion and refers to no properties at all. 

What sorts of theories of consciousness can we develop? Some such theories of con- 

sciousness are scientific theories, cast in terms of neural and/or computational mecha- 

nisms. Other such theories are philosophical theories, explaining consciousness in terms 

of other concepts that do not presuppose consciousness. The remaining papers in this 

section discuss three important philosophical theories: higher-order thought theories, 

representationalist theories, and illusionist theories. 

Higher-order theories of consciousness explain conscious states in terms of the exis- 

tence of a higher-order mental state that is directed at the original state. These theories 

can be divided into higher-order perception theories and higher-order thought theories, 

of which the latter are the more popular. David Rosenthal (chapter 26) has developed 
a detailed account of this sort, holding that a mental state is conscious when it is the 

object of an appropriate sort of higher-order thought. Rosenthal argues for this conclu- 

sion from the premise that conscious states are states that we are conscious of, develops 

the view in some depth, and draws out consequences. 
Representationalist theories hold that consciousness is reducible to a sort of represen- 

tation: to a first approximation, the nature of a conscious state is exhausted by the way 

in which it represents the world. Michael Tye (chapter 27) argues for representational- 

ism, holding that perceptual consciousness is exhausted by its representational content. 

Tye argues for this conclusion in part by considering the “transparent” world-directed 

nature of conscious experience. Tye rebuts various objections and draws out a number 

of consequences of his view, including the consequence that the character of experience 

is not fully determined by the internal state of the subject. 

Illusionist theories of consciousness hold that phenomenal consciousness is an illu- 

sion. In Keith Frankish’s analysis (chapter 28), weak illusionism holds that some appar- 

ent features of phenomenal consciousness are illusory (but consciousness still exists), 

while strong illusionism holds that the very existence of phenomenal consciousness is 

illusory, Strong illusionism is highly counterintuitive, but Frankish suggests that it may 
be the best theory of consciousness that we can find. 

FURTHER READING 

Block, Flanagan, and Giizeldere 1997 is an excellent collection of important philosophi- 
cal articles on consciousness. Baars and Newman 2001 does the same for important 
scientific articles on consciousness. Nagel 1986, Dennett 1991, Tye 1995, and Rosenthal 
2005 give book-length statements of their respective views, while Frankish 2017 is a 
symposium on illusionism in response to his article. Numerous responses to Block’s ar- 
ticle are contained in the 1995 issue of Behavioral and Brain Sciences in which Block's 
article was published; some of these are included in the Block, Flanagan, and Giizeldere 
volume. Akins 1993 gives an account of the phenomenology of bats, based on empirical 
studies. Seager 1999 contains an extensive discussion of Dennett’s views, while also 
giving a general introduction to philosophical issues about consciousness. 

Another important higher-order thought view, on which consciousness involves po- 
tential higher-order thoughts, is set out by Carruthers 2000. Armstrong 1968 and Lycan 
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1995 develop higher-order perception views. Block (chapter 23), Byrne 1997, Dretske 
1993, Giizeldere 1997, and Siewert 1998 present objections to higher-order views. 
Other representationalist views are laid out by Byrne 2001, Dretske 1995, Harman 

1989, Lycan 1996, and Siewert 1998. Criticisms are developed by Block 1990, Neander 

1998, and Warfield 1999. 
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B. Consciousness and Materialism 

The most widely debated question in the philosophy of consciousness is whether conscious- 

ness is physical or nonphysical. The majority of contemporary philosophers of mind are 

materialists, but there have been a number of important arguments against materialism. 

My paper (chapter 29) gives an overview of issues about the metaphysics of conscious- 

ness. (As such, it can be used to complement this introduction.) It distinguishes the “hard” 

and “easy” problems of consciousness, and summarizes the three main sorts of arguments 

against materialism about consciousness: conceivability arguments, knowledge arguments, 

and explanatory arguments. It divides the theoretical landscape of views according to how 

they react to these arguments, all of which proceed by establishing an epistemic gap between 

physical processes and consciousness and inferring an ontological gap. The paper distin- 

guishes three sorts of broadly materialist views: type-A materialism (which denies the epis- 

temic gap), type-B materialism (which accepts the epistemic gap but denies the ontological 

gap), and type-C materialism (which accepts the epistemic gap but holds that it can be closed 

in principle). It also distinguishes three sorts of broadly nonreductive views: type-D dualism 

(interactionism), type-E dualism (epiphenomenalism), and type-F monism (a sort of “pan- 

protopsychism” locating the grounds of experience in the unknown intrinsic qualities of the 

physical world). In addition to taxonomy, the paper argues against the first three views and 

defends the last three views; as such, it can be seen as an extended argument against materi- 

alism about consciousness and an exploration of the alternative options. 

Perhaps the most important arguments against materialism have been the knowledge 
argument and the modal argument. The knowledge argument argues that there are truths 

about consciousness that cannot be deduced from physical truths and infers that conscious- 

ness is nonphysical. Its classic statement is given by Frank Jackson’s paper in this section 

(chapter 30). Jackson imagines a future neuroscientist, Mary, who has been brought up in a 

black-and-white room, but who knows all the physical truths about the brain. Jackson argues 

that although Mary knows all the physical facts, she does not know all the facts about con- 

sciousness: in particular, she does not know what it is like to see red. This can be seen by 

noting that she gains knowledge of what it is like to see red when she leaves the room. He 

infers that facts about consciousness are nonphysical facts, and that materialism is false and 

epiphenomenalism about consciousness is true. This paper is supplemented by an excerpt 

from Jackson’s 1987 paper “What Mary Didn’t Know,” which gives a formalization of the 
knowledge argument. 

Materialists have responded to this argument in a number of different ways. Almost every- 

one agrees that Mary learns something when she leaves the room, but materialists argue that 

this new knowledge does not threaten materialism. One important strategy (taken by type-A 

materialists in the sense above) argues that Mary does not gain any new factual knowledge, 

but merely gains an ability, analogous to the ability to ride a bicycle (which arguably goes 

beyond knowledge of facts). David Lewis (chapter 31) takes this strategy (the so-called 

“ability analysis”), holding that Mary lacked no factual knowledge when inside her black- 
and-white room, so that her physical knowledge was complete. 

Another important group of arguments exploit the modal notions of possibility and neces- 
sity to argument against materialism. The classic argument of this sort is Descartes’ argu- 
ment in the Sixth Meditation (chapter 1) that he can imagine himself existing without a body, 
so it is possible that he could exist without a body, so he is not physical. Contemporary 
modal arguments do not embrace exactly this reasoning, but like Descartes’ argument, they 
often proceed from the conceivability (or imaginability, or apparent possibility) of a disso- 
ciation between consciousness and physical processes to the possibility of such a dissocia- 
tion, and so to the falsity of materialism. One argument of this sort, Chalmers (chapter 29), 
appeals to the conceivability of zombies: creatures that are physically identical to conscious 
beings, but that are not conscious. From here, the argument infers the possibility of zombies, 
and so the falsity of materialism. 
At the end of his book Naming and Necessity, Saul Kripke gives a somewhat more in- 

tricate modal argument. Earlier in the book, Kripke has argued that true identities (such as 
“heat is the motion of molecules”) are necessary and hold in all possible worlds. He argues 
that when it seems that we can imagine that that heat is the motion of molecules, what we are 
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really imagining is that something other than molecular motion could have the appearance 
of heat. In the selection reproduced here (chapter 32), Kripke argues that for any mental state 
(e.g. pain) and any physical state (e.g. C-fiber firing), we can imagine the mental state with- 

out the physical state and vice versa. Further, he argues that this cannot be explained away 

as merely involving the appearance of the mental state, since the appearance of pain is itself 

pain. So he argues that it is possible that the mental state can exist without the physical state 

and vice versa. If so, and if true identities are necessary, mental states cannot be identical to 

physical states. Kripke uses this as an argument against (type- and token-) identity theories, 
but related arguments can be made against materialism more generally. 

Katalin Balog (chapter 33) gives a materialist response to modal arguments, focusing 

on the special role of phenomenal concepts in grounding our acquaintance with conscious- 

ness. This is a version of the phenomenal concept strategy, which aims to account for the 

epistemic gap between physical processes and consciousness in psychological terms. If this 

strategy succeeds, the materialist can acknowledge a gap between physical and phenomenal 

concepts, while denying any gap between physical and phenomenal properties in the world. 

Hedda Hassel M@rch (chapter 34) offers a defense of panpsychism: the view that there is 

an element of consciousness in all matter. She argues that the hard problem of consciousness 

is paralleled by a hard problem of matter: we only know physical processes by their struc- 

ture, and we do not know their intrinsic nature. The panpsychist suggests that the intrinsic 

nature of matter involves consciousness itself. This view accommodates the epistemological 

gap between physical processes and consciousness without requiring a dualism where con- 

sciousness is separate from the physical world. 

FURTHER READING 
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involving zombies are put forward by Campbell 1970 and Kirk 1974, and are developed 

by Chalmers 1996. Gendler and Hawthorne 2002 contains a number of recent papers 
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Russell 1926, which are developed in more depth by Lockwood 1989 and criticized by 
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A. General 

Concepts of Consciousness’ 
Ned Block 

The concept of consciousness is a hybrid or 

better, a mongrel concept: the word ‘conscious- 

ness’ connotes a number of different concepts 

and denotes a number of different phenomena. 

We reason about ‘consciousness using some 

premises that apply to one of the phenomena 

that fall under ‘consciousness,’ other premises 

that apply to other ‘consciousness’ and we end 

up with trouble. There are many parallels in 

the history of science. Aristotle used ‘veloc- 

ity’ sometimes to mean average velocity and 

sometimes to mean instantaneous velocity; 

his failure to see the distinction caused confu- 

sion. The Florentine Experimenters of the 17th 

Century used a single word (roughly translat- 

able as ‘degree of heat’) for temperature and for 

heat, generating paradoxes. For example, when 

they measured ‘degree of heat’ by whether vari- 

ous heat sources could melt paraffin, heat source 

A came out hotter than B, but when they mea- 

sured ‘degree of heat’ by how much ice a heat 

source could melt in a given time, B was hotter 

than A.” These are very different cases, but there 

is a similarity, one that they share with the case of 

‘consciousness.’ The similarity is: very different 

concepts are treated as a single concept. I think 

we all have some tendency to make this mistake 

in the case of “consciousness.” 

Phenomenal Consciousness 

First, consider phenomenal consciousness, or 

P-consciousness, as I will call it. Phenomenal 

consciousness is experience; what makes a 

state phenomenally conscious is that there 

is something ‘it is like’ (Nage 1974) to be in 

that state. Let me acknowledge at the outset 

that I cannot define P-consciousness in any 

remotely non-circular way. I don’t consider 

this an embarrassment. The history of reductive 

definitions in philosophy should lead one not to 

expect a reductive definition of anything. But 

the best one can do for P-consciousness is in 

some respects worse than for many other things 

because really all one can do is point to the phe- 

nomenon (cf. Goldman 1993a). Nonetheless, 

it is important to point properly. John Searle, 

acknowledging that consciousness cannot be 

defined non-circularly, defines it as follows: 

By consciousness I simply mean those subjec- 
tive states of awareness or sentience that begin 
when one wakes in the morning and continue 

throughout the period that one is awake until one 

falls into a dreamless sleep, into a coma, or dies 

or is otherwise, as they say, unconscious. [This 

comes from Searle 1990; there is a much longer 

attempt along the same lines in his 1992, p. 83ff.] 

I will argue that this sort of pointing is flawed 

because it points to too many things, too many 

different consciousnesses. 

So how should we point to P-consciousness? 

Well, one way is via rough synonyms. 

As I said, P-consciousness is experience. 

P-conscious properties are experiential proper- 

ties. P-conscious states are experiential states; 

that is, a state is P-conscious just in case it has 

experiential properties. The totality of the expe- 

riential properties of a state are “what it is like’ 

to have it. Moving from synonyms to examples, 

we have P-conscious states when we see, hear, 

smell, taste, and have pains. P-conscious prop- 

erties include the experiential properties of sen- 

sations, feelings, and perceptions, but I would 

also include thoughts, wants, and emotions.* 

An important feature of P-consciousness is that 

differences in intentional content often make a 
P-conscious difference. What it is like to hear a 

Abridged and revised from “On a Confusion about a Function of Consciousness,” Behavioral 

and Brain Sciences 18 (1995): pp. 227-47, 1995, with the permission of Cambridge 

University Press. 

ay, 
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sound as coming from the left differs from what 

it is like to hear a sound as coming from the right. 

Further, P-conscious differences often make an 

intentional difference. And this is partially ex- 

plained by the fact that P-consciousness is often— 

perhaps even always—tepresentational. (See 

Jackendoff 1987; van Gulick 1989; McGinn 1991, 

chapter 2; Flanagan 1992, chapter 4; Goldman 

1993b.) So far, I don’t take myself to have said 

anything terribly controversial. The controver- 

sial part is that I take P-conscious properties to be 

distinct from any cognitive, intentional, or func- 

tional property. At least, no such reduction of 

P-consciousness to the cognitive, intentional or 

functional can be known in the armchair manner 

of recent deflationist approaches. (Cognitive = 

essentially involving thought; intentional prop- 

erties = properties in virtue of which a repre- 

sentation or state is about something; functional 

properties = e.g., properties definable in terms of 

a computer program. See Searle 1983 on inten- 

tionality; See Block 1980, 1994, for better char- 

acterizations of a functional property.) But I am 

trying hard to limit the controversiality of my as- 

sumptions. Though I will be assuming that func- 

tionalism about P-consciousness 1s false, I will 

be pointing out that limited versions of many of 

the points I will be making can be acceptable to 

the functionalist.4 
By way of homing in on P-consciousness, it 

is useful to appeal to what may be a contingent 

property of it, namely the famous ‘explanatory 

gap.’ To quote T. H. Huxley (1866), ‘How it is 

that anything so remarkable as a state of con- 

sciousness comes about as a result of irritating 

nervous tissue, is just as unaccountable as the ap- 

pearance of Djin when Aladdin rubbed his lamp.’ 

Consider a famous neurophysiological theory of 

P-consciousness offered by Francis Crick and 

Christof Koch: namely, that a synchronized 

35-75 hertz neural oscillation in the sensory 

areas of the cortex is at the heart of phenomenal 

consciousness. Assuming for the moment that 

such neural oscillations are the neural basis of 

sensory consciousness, no one has produced the 

concepts that would allow us to explain why 

such oscillations are the neural basis of one phe- 

nomenally conscious state rather than another 

or why the oscillations are the neural basis of a 
phenomenally conscious state rather than a phe- 

nomenally unconscious state. 

However, Crick and Koch have offered a 
sketch of an account of how the 35-75 hertz 

oscillation might contribute to a solution to 

the ‘binding problem.’ Suppose one simulta- 

neously sees a red square moving to the right 
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and a blue circle moving to the left. Different 

areas of the visual cortex are differentially sen- 

sitive to color, shape, motion, etc. so what binds 

together redness, squareness and rightward 

motion? That is, why don’t you see redness and 

blueness without seeing them as belonging with 

particular shapes and particular motions? And 

why aren’t the colors normally seen as bound to 

the wrong shapes and motions? Representations 

of colors, shapes, and motions of a single object 

are supposed to involve oscillations that are in 

phase with one another but not with representa- 

tions of other objects. But even if the oscillation 

hypothesis deals with the informational aspect 

of the binding problem (and there is some evi- 

dence against it), how does it explain what it is 

like to see something as red in the first place— 

or for that matter, as square or as moving to the 

right? Why couldn’t there be brains function- 

ally or physiologically just like ours, including 

oscillation patterns, whose owners’ experience 

was different from ours or who had no expe- 

rience at all? (Note that I don’t say that there 

could be such brains. I just want to know why 

not.) No one has a clue how to answer these 

questions. 

The explanatory gap in the case of P- 

consciousness contrasts with our better (though 

still not very good) understanding of the scien- 

tific basis of cognition. We have two serious 

research programs into the nature of cognition, 

the classical ‘language of thought’ paradigm, 

and the connectionist research program. Both 

assume that the scientific basis of cognition is 
computational. If this idea is right—and it seems 

increasingly promising—it gives us a better grip 

on why the neural basis of a thought state is the 

neural basis of that thought rather than some 

other thought or none at all than we have about 

the analogous issue for consciousness. 

What I’ve been saying about P-consciousness 

is of course controversial in a variety of ways, 

both for some advocates and some opponents 

of some notion of P-consciousness. I have 

tried to steer clear of some controversies, €.8., 

controversies Over inverted and absent qualia; 

over Jackson’s (1986) Mary, the woman who 

is raised in a black and white room, learning all 

the physiological and functional facts about the 

brain and color vision, but nonetheless discoy- 
ers a new fact when she goes outside the room 
for the first time and learns what it is like to 
see red; and even Nagel’s view that we cannot 
know what it is like to be a bat.> Even if you 
think that P-consciousness as I have described 
it is an incoherent notion, you may be able to 
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agree with the main point of this paper, which 

is that a great deal of confusion arises as a result 

of confusing P-consciousness with something 

else. Not even the concept of what time it is 

now on the sun is so confused that it cannot 

itself be confused with something else. 

Access-Consciousness 

I now turn to the non-phenomenal notion 

of consciousness that is most easily and 

dangerously conflated with P-consciousness: 

access-consciousness. I will characterize access- 

consciousness, give some examples of how it 

makes sense for someone to have access-con- 

sciousness without phenomenal consciousness 

and vice versa, and then go on to the main theme 

of the paper, the damage done by conflating 

the two. 

A-consciousness is access-consciousness. A 

representation is A-conscious if it is broadcast 

for free use in reasoning and for direct ‘ratio- 

nal’ control of action (including reporting). 

An A-state is one that consists in having an 

A-representation. I see A-consciousness as a 

cluster concept in which reportability is the ele- 

ment of the cluster that has the smallest weight 

even though it is often the best practical guide 

to A-consciousness. 

The ‘rational’ is meant to rule out the kind 

of automatic control that obtains in blindsight. 

(Blindsight is a syndrome involving patients 

who have brain damage in the first stage of 

visual processing, primary visual cortex. These 

patients seem to have ‘holes’ in their visual 

fields. If the experimenter flashes stimuli in 

these holes and asks the patient what was 

flashed, the patient claims to see nothing but can 

often guess at high levels of accuracy, choosing 

between two locations or directions or whether 

what was flashed was an ‘X’ or an ‘O’.) 

I will suggest that A-consciousness plays a 

deep role in our ordinary ‘consciousness’ talk 

and thought. However, I must admit at the 

outset that this role allows for substantial in- 

determinacy in the concept itself. In addition, 

there are some loose ends in the characteriza- 

tion of the concept which cannot be tied up 
without deciding about certain controversial 

issues, to be mentioned below.° My guide in 

making precise the notion of A-consciousness 

is to formulate an information processing cor- 

relate of P-consciousness that is not ad hoc and 

mirrors P-consciousness as well as a non—ad 

hoc information processing notion can. 
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In the original version of this paper, I defined 

‘A-consciousness’ as (roughly) ‘poised for 

control of speech, reasoning, and action.’’ In a 

comment on the original version of this paper, 

David Chalmers 1997 suggested defining 

‘A-consciousness’ instead as ‘directly available 

for global control.’ Chalmers’ definition has the 

advantage of avoiding enumerating the kinds 

of control. That makes the notion more gen- 

eral, applying to creatures who have kinds of 

control that differ from ours. But it has the dis- 

advantage of that advantage, counting simple 

organisms as having A-consciousness if they 

have representations that are directly available 

for global control of whatever resources they 

happen to have. If the idea of A-consciousness 

is to be an information processing image of 

P-consciousness, it would not do to count a 

slug as having A-conscious states simply be- 

cause there is some machinery of control of the 

resources that a slug happens to command. 

As I noted, my goal in precisifying the ordi- 

nary notion of access as it is used in thinking 

about consciousness is to formulate a non—ad 

hoc notion that is close to an information pro- 

cessing image of P-consciousness. A flaw in 

both my definition and Chalmers’ definition is 

that they make A-consciousness dispositional 

whereas P-consciousness is occurrent. As noted 

in the critique by Atkinson and Davies 1995, 
that makes the relation between P-consciousness 

and A-consciousness the relation between the 

ground of a disposition and the disposition itself. 

(See also Burge 1997.) This has long been one 

ground of criticism of both functionalism and 

behaviorism (Block and Fodor 1972), but there 

is no real need for an information-processing 

notion of consciousness to be saddled with a 

category mistake of this sort. I have dealt with 

the issue here by using the term ‘broadcast,’ as 

in Baars’ 1988 theory that conscious represen- 

tations are ones that are broadcast in a global 

workspace. A-consciousness is similar to that 

notion and to Dennett’s 1993 notion of con- 

sciousness as cerebral celebrity.* 
The interest in the A/P distinction arises from 

the battle between two different conceptions of 

the mind, the biological and the computational. 

The computational approach supposes that all 

of the mind (including consciousness) can be 

captured with notions of information process- 

ing, computation, and function in a system. 

According to this view (often called function- 

alism by philosophers), the level of abstraction 

for understanding the mind is one that allows 

multiple realizations, just as one computer can 
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be realized electrically or hydraulically. Their 

bet is that the different realizations don’t matter 

to the mind, generally, and to consciousness 

specifically. The biological approach bets that 
the realization does matter. If P = A, the in- 

formation processing side is right. But if the 

biological nature of experience is crucial, then 

realizations do matter, and we can expect that P 

and A will diverge.? 
Although I make a distinction between 

A-consciousness and P-consciousness, I also 

want to insist that they interact. For example, 

what perceptual information is being accessed 

can change figure to ground and conversely, 

and a figure-ground switch can affect one’s 

phenomenal state. For example, attending to the 

feel of the shirt on your neck, accessing those 

perceptual contents, switches what was in the 

background to the foreground, thereby chang- 

ing one’s phenomenal state. (See Hill 1991, 

118-26; Searle 1992.) 

Of course, there are notions of access in 
which the blindsight patient’s guesses count as 

access. There is no right or wrong here. Access 

comes in various degrees and kinds, and my 

choice here is mainly determined by the desid- 

eratum of finding a notion of A-consciousness 

that mirrors P-consciousness. If the blindsight 

patient’s perceptual representations are not 

P-conscious, it would not do to count them as 

A-conscious. (I also happen to think that the 

notion I characterize is more or less one that 

plays a big role in our thought, but that won’t 

be a major factor here.) 

I will mention three main differences be- 

tween P-consciousness and A-consciousness. 

The first point, put crudely, is that P-conscious 

content is phenomenal, whereas A-conscious 

content is representational. It is of the essence 

of A-conscious content to play a role in reason- 

ing, and only representational content can figure 

in reasoning. The reason this way of putting the 

point is crude is that many (perhaps even all) 

phenomenal contents are also representational. 

And some of the representational contents of 

a P-conscious state may be intrinsic to those 

P-contents.'° 
(In the last paragraph, I used the notion of 

P-conscious content. The P-conscious content 
of a state is the totality of the state’s experien- 
tial properties, what it is like to be in that state. 

One can think of the P-conscious content of a 

state as the state’s experiential ‘value’ by anal- 

ogy to the representational content as the state’s 

representational ‘value.’ In my view, the con- 

tent of an experience can be both P-conscious 
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and A-conscious; the former in virtue of its 

phenomenal feel and the latter in virtue of its 

representational properties.) 

A closely related point: A-conscious states are 

necessarily transitive: A-conscious states must 

always be states of consciousness of. P-conscious 

states, by contrast, sometimes are and sometimes 

are not transitive. P-consciousness, as such, is 

not consciousness of. (I’ll return to this point in 

a few paragraphs.) 
Second, A-consciousness is a functional 

notion, and so A-conscious content is system- 

relative: what makes a state A-conscious is what 

a representation of its content does in a system. 

P-consciousness is not a functional notion.'! 
In terms of Schacter’s model of the mind (see 

the original version of this paper Block 1995), 

content gets to be P-conscious because of what 

happens inside the P-consciousness module. 

But what makes content A-conscious is not 

anything that could go on inside a module, but 

rather informational relations among modules. 

Content is A-conscious in virtue of (a represen- 

tation with that content) reaching the Executive 

system, the system that is in charge of rational 

control of action and speech, and to that extent, 

we could regard the Executive module as the 

A-consciousness module. But to regard any- 

thing as an A-consciousness module is mislead- 

ing, because what makes a typical A-conscious 

representation A-conscious is what getting to 

the Executive module sets it up to do, namely 

affect reasoning and action. 

A third difference is that there is such a 
thing as a P-conscious type or kind of state. 

For example the feel of pain is a P-conscious 

type—every pain must have that feel. But any 

particular token thought that is A-conscious at 

a given time could fail to be accessible at some 

other time, just as my car is accessible now, but 

will not be later when my wife has it. A state 

whose content is informationally promiscuous 

now may not be so later. 

The paradigm P-conscious states are sensa- 

tions, whereas the paradigm A-conscious states 

are ‘propositional attitude’ states like thoughts, 
beliefs and desires, states with representational 

content expressed by ‘that’ clauses. (E.g., the 

thought that grass is green.) What, then, gets 

broadcast when a P-conscious state is also 

A-conscious? The most straightforward answer 
is: the P-content itself. However, exactly what 
this comes to depends on what exactly P-content 
is. If P-content is non-conceptual, it may be said 
that P contents are not the right sort of thing 
to play a role in inference and guiding action. 
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However, even with non-humans, pain plays a 

rational role in guiding action. Different actions 

are appropriate responses to pains in different 

locations. Since the contents of pain do in fact 

play a rational role, either their contents are 

conceptualized enough, or else nonconceptual 

or not very conceptual content can play a ra- 

tional role. 

There is a familiar distinction, alluded to 

above, between ‘consciousness’ in the sense in 

which we speak of a state as being a conscious 

state (intransitive consciousness) and con- 

sciousness of something (transitive conscious- 

ness). (The transitive/intransitive terminology 

seems to have appeared first in Malcolm 1984, 

but see also Rosenthal 1997. Humphrey 1992 

mentions that the intransitive usage is much 

more recent, only 200 years old.) It is easy to 

fall into an identification of P-consciousness 

with intransitive consciousness and a corre- 

sponding identification of access-consciousness 

with transitive consciousness. Such an identifi- 

cation is over simple. As I mentioned earlier, 

P-conscious contents can be representational. 

Consider a perceptual state of seeing a square. 

This state has a P-conscious content that repre- 

sents something, a square, and thus it is a state 

of P-consciousness of the square. It is a state of 

P-consciousness of the square even if it doesn’t 

represent the square as a square, as would be 

the case if the perceptual state is a state of 

an animal that doesn’t have the concept of a 

square. Since there can be P-consciousness of 

something, P-consciousness is not to be identi- 

fied with intransitive consciousness. 

Here is a second reason why the transitive/ 

intransitive distinction cannot be identified 
with the P-consciousness/A-consciousness dis- 

tinction: The of-ness required for transitivity 

does not guarantee that a content be utilizable 

by a consuming system, a system that uses 
the representations for reasoning or planning 

or control of action at the level required for 
A-consciousness. For example, a perceptual 

state of a brain-damaged creature might be a 

state of P-consciousness of, say, motion, even 

though connections to reasoning and rational 

control of action are damaged so that the state 

is not A-conscious. In sum, P-consciousness can 

be consciousness of, and consciousness of need 

not be A-consciousness. 
Those who are uncomfortable with P- 

consciousness should pay close attention to 

A-consciousness because it is a good can- 

didate for a reductionist identification with 

P-consciousness.'* 
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Many of my critics (Searle 1992, Burge 

1997) have noted that if there can be ‘zombies,’ 

cases of A without P, they are not conscious in 

any sense of the term. I] am sympathetic, but 

I don’t agree with the conclusion that some 

have drawn that the A-sense is not a sense of 

‘consciousness’ and that A is not a kind of con- 

sciousness. A-consciousness can be a kind of 

consciousness even if it is parasitic on a core 

notion of P-consciousness. A parquet floor is 

a floor even though it requires another fioor 

beneath it. A-consciousness can come and go 

against a background of P-consciousness. 

The rationale for calling A-consciousness a 

kind of consciousness is first that it fits a cer- 

tain kind of quasi-ordinary usage. Suppose 

one has a vivid mental image that is repressed. 

Repression need not make the image go away 

or make it non-phenomenal. One might realize 

after psychoanalysis that one had the image all 

along, but that one could not cope with it. It is 

‘unconscious’ in the Freudian sense—which is 

A-unconsciousness. Second, A-consciousness 

is typically the kind of consciousness that is 

relevant to use of words like ‘conscious’ and 

‘aware’ in cognitive neuroscience. This point 

is made in detail in my comment on a spe- 

cial issue of the journal Cognition (Block 

2001) This issue summarizes the ‘state of the 

art’ and some of the writers are clearly talk- 

ing about A-consciousness (or one or another 

version of monitoring consciousness—see 

below) whereas others are usually talking about 

P-consciousness. The A notion of conscious- 
ness 1s the most prominent one in the discussion 

in that issue and in much of the rest of cognitive 

neuroscience. (See the article by Dehaene and 

Naccache in that volume which is very explicit 

about the use of A-consciousness.) Finally, 

recall that my purpose in framing the notion of 

A-consciousness is to get a functional notion of 

consciousness that is not ad hoc and comes as 

close to matching P-consciousness as a purely 

functional notion can. I hope to show that none- 

theless there are cracks between P and A. In this 

context, I prefer to be liberal with terminology, 

allowing that A is a form of consciousness but 

not identical to phenomenal consciousness. 

A-Consciousness without 

P-Consciousness 

The main point of this paper is that these two 

concepts of consciousness are distinct and quite 

likely have different extensions yet are easily 
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confused. Let us consider conceptually possible 

cases of one without the other. Actual cases will 

be more controversial. 

First, I will give some putative examples 

of A-consciousness without P-consciousness. 

If there could be a full-fledged phenomenal 

zombie, say a robot computationally identical to 

a person, but whose silicon brain did not support 

P-consciousness, that would do the trick. I think 
such cases conceptually possible, but this is very 

controversial. (See Shoemaker 1975, 1981.) 

But there is a less controversial kind of case, 

a very limited sort of partial zombie. Consider 

the blindsight patient who ‘guesses’ that there 

is an ‘X’ rather than an ‘O’ in his blind field. 

Taking his word for it (for the moment), I 

am assuming that he has no P-consciousness 

of the ‘X’. The blindsight patient also has no 
‘X’-representing A-conscious content, because 

although the information that there is an ‘X’ af- 

fects his ‘guess,’ it is not available as a premise 

in reasoning (until he has the quite distinct state 
of hearing and believing his own guess), or for 

rational control of action or speech. Marcel 

1986 points out that the thirsty blindsight pa- 

tient would not reach for a glass of water in the 

blind field. So the blindsight patient’s percep- 

tual or quasi-perceptual state is unconscious in 

the phenomenal and access senses (and in the 
monitoring senses to be mentioned below too). 

Now imagine something that may not exist, 

what we might call superblindsight. A real 

blindsight patient can only guess when given a 

choice from a small set of alternatives (“X’/’O’; 

horizontal/vertical, etc.). But suppose 

interestingly, apparently contrary to fact—that 

a blindsight patient could be trained to prompt 

himself at will, guessing what is in the blind 

field without being told to guess. The super- 

blindsighter spontaneously says, ‘Now I know 

that there is a horizontal line in my blind field 

even though I don’t actually see it.’ Visual in- 

formation of a certain limited sort (excluding 

color and complicated shapes) from his blind 
field simply pops into his thoughts in the way 

that solutions to problems we’ve been worry- 

ing about pop into our thoughts, or in the way 

some people just know the time or which way 

is North without having any perceptual expe- 

rience of it. He knows there is an ‘X’ in his 
blind field, but he doesn’t know the type font 

of the ‘X.’ The superblindsighter himself con- 

trasts what it is like to know visually about an 
‘*X’ in his blind field and an *X’ in his sighted 

field. There is something it is like to experience 

the latter, but not the former he says. It is the 

CONSCIOUSNESS 

difference between just knowing and knowing 

via a visual experience. Taking his word for 

it, here is the point: the perceptual content that 

there is an ‘X’ in his visual field is A-conscious 

but not P-conscious. The superblindsight case 

is a very limited partial zombie. 

Of course, the superblindsighter has a 

thought that there is an ‘X’ in his blind field 

that is both A-conscious and P-conscious. But 

I am not talking about the thought. Rather, I am 

talking about the state of his perceptual system 

that gives rise to the thought. It is this state that 

is A-conscious without being P-conscious."* 

The (apparent) non-existence of super- 

blindsight is a striking fact, one that a number 

of writers have noticed, more or less. What 

Marcel was in effect pointing out was that the 

blindsight patients, in not reaching for a glass 

of water, are not superblindsighters. (See also 

Farah 1994.) Blind perception is never super 

blind perception.’ 
Notice that the superblindsighter I have de- 

scribed is just a little bit different (though in a 

crucial way) from the ordinary blindsight pa- 

tient. In particular, I am not relying on what 

might be thought of as a full-fledged qua- 

sizombie, a super-duper-blindsighter whose 

blindsight is every bit as good, functionally 

speaking, as his sight. In the case of the super- 

duper blindsighter, the only difference between 

vision in the blind and sighted fields, function- 

ally speaking, is that the quasi-zombie himself 

regards them differently. Such an example 

will be regarded by some (though not me) as 

incoherent—see Dennett 1991, for example. 

But we can avoid disagreement about the 

super-duper-blindsighter by illustrating the idea 

of A-consciousness without P-consciousness 

by appealing only to the superblindsighter. 

Functionalists may want to know why the su- 

perblindsight case counts as A-conscious with- 

out P-consciousness. After all, they may say, 

if we have really high-quality access in mind, 

the superblindsighter that I have described does 

not have it, so he lacks both P-consciousness 
and really high-quality A-consciousness. The 

super-duper-blindsighter, on the other hand, 

has both, according to the functionalist, so in 

neither case, according to the objection, is there 
A-consciousness without P-consciousness. 

One could put the point by distinguishing 
three types of access: (1) really high-quality 
access, (2) medium access and (3) poor access. 
The actual blindsight patient has poor access 
(he has to be prompted to guess), the super- 
blindsight patient has medium access and the 
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super-duper blindsight patient—as well as most 

of us—has really high-quality access. The func- 

tionalist objector I am talking about identifies 

P-consciousness with A-consciousness of the 

really high-quality kind, whereas I am allow- 

ing A-consciousness with only medium access. 

(We agree in excluding low-quality access.) 

The issue, then, is whether the functionalist can 

get away with restricting access to high qual- 

ity access. I think not. I believe that in some 

cases, normal phenomenal vision involves only 

medium access. The easiest case to see for 

yourself with is peripheral vision. If you wave a 

colored object near your ear, you will find that 

in the right location you can see the movement 

without having the kind of rich access that you 

have in foveal vision. For example, your ability 

to recover shape and color is poor. 

Why isn’t peripheral vision a case of A with- 

out P? In peripheral vision, we are both A and 

P conscious of the same features—e.g., motion 

but not color. But in superblindsight—so the 

story goes—there is no P-consciousness of the 

horizontal line. (He just knows.) I conclude that 

A without P is conceptually possible even if not 

actual. 

P-Consciousness without 

A-Consciousness 

Consider an animal that you are happy to 

think of as having P-consciousness for which 

brain damage has destroyed centers of reason- 

ing and rational control of action, thus pre- 

venting A-consciousness. It certainly seems 

conceptually possible that the neural bases of 

P-consciousness systems and A-consciousness 

systems be distinct, and if they are distinct, then 

it is possible, at least conceptually possible, 

for one to be damaged while the other is work- 

ing well. Evidence has been accumulating for 

twenty-five years that the primate visual system 

has distinct dorsal and ventral subsystems. 

Though there is much disagreement about 

the specializations of the two systems, it does 

appear that much of the information in the ven- 

tral system is much more closely connected to 

P-consciousness than information in the dorsal 

system (Goodale and Milner 1992). So it may 

actually be possible to damage A-consciousness 

without P-consciousness and perhaps even 

conversely.!* 
Further, one might suppose (Rey 1983, 

1988; White 1987) that some of our own 

subsystems—say each of the two hemispheres 
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of the brain—might themselves be separately 

P-conscious. Some of these subsystems might 

also be A-consciousness, but other subsys- 

tems might not have sufficient machinery for 

reasoning or reporting or rational control of 

action to allow their P-conscious states to be 

A-conscious; so if those states are not acces- 

sible to another system that does have adequate 

machinery, they will be P-conscious but not 

A-conscious. 

Here is another reason to believe in 

P-consciousness without A-consciousness: 

Suppose that you are engaged in intense con- 

versation when suddenly at noon you realize 

that right outside your window, there is—and 

has been for some time—a pneumatic drill dig- 

ging up the street. You were aware of the noise 

all along, one might say, but only at noon are 

you consciously aware of it. That is, you were 

P-conscious of the noise all along, but at noon 

you are both P-conscious and A-conscious of 

it. Of course, there is a very similar string of 

events in which the crucial event at noon is a 

bit more intellectual. In this alternative sce- 

nario, at noon you realize not just that there is 

and has been a noise, but also that you are now 

and have been hearing the noise. In this alter- 

native scenario, you get ‘higher order thought’ 

as well as A-consciousness at noon. So on the 

first scenario, the belief that is acquired at noon 

is that there is and has been a noise, and on the 

second scenario, the beliefs that are acquired at 

noon are the first one plus the belief that you are 

and have been hearing the noise. But it is the 

first scenario, not the second that interests me. 

It is a good case of P-consciousness without 

A-consciousness. Only at noon is the content 

of your representation of the drill broadcast 

for use in rational control of action and speech. 

(Note that A-consciousness requires being 

broadcast, not merely being available for use.) 

In addition, this case involves a natural use 

of ‘conscious’ and ‘aware’ for A-consciousness 

and P-consciousness. ‘Conscious’ and ‘aware’ 

are more or less synonymous, so when we have 

one of them we might think of it as aware- 

ness, but when we have both it is natural to 

call that conscious awareness. This case of 

P-consciousness without A-consciousness ex- 

ploits what William James 1890 called ‘sec- 

ondary consciousness’ (at least I think it does; 

James scholars may know better), a category 

that he may have meant to include cases of 

P-consciousness without attention. 

I have found that the argument of the last 

paragraph makes those who are distrustful of 
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introspection uncomfortable. I agree that intro- 

spection is not the last word, but it is the first 

word, when it comes to P-consciousness. The 

example shows the conceptual distinctness of 

P-consciousness from A-consciousness and it 

also puts the burden of proof on anyone who 

would argue that as a matter of empirical fact 

they come to the same thing. 
A-consciousness and P-consciousness very 

often occur together. When one or the other 

is missing, we can often speak of unconscious 

states (when the context is right). Thus, in 

virtue of missing A-consciousness, we think of 

Freudian states as unconscious. And in virtue 

of missing P-consciousness, it is natural to 

describe the superblindsighter or the unfeel- 

ing robot or computer as unconscious. Lack 

of monitoring-consciousness in the presence 

of A and P is also sometimes described as un- 

consciousness. Thus Julian Jaynes describes 

Greeks as becoming conscious when—in be- 

tween the time of the Iliad and the Odyssey, 

they become more reflective. 

Flanagan 1992 criticizes my notion of 

A-consciousness, suggesting that we replace 

it with a more liberal notion of informational 

sensitivity that counts the blindsight patient as 

having access-consciousness of the stimuli in 

his blind field. The idea is that the blindsight pa- 

tient has some access to the information about 

the stimuli in the blind field, and that amount 
of access is enough for access consciousness. 

Of course, as I keep saying, the notion of 

A-consciousness that I have framed is just one 

of a family of access notions. But there is more 

than a verbal issue here. The real question is 

what good is A-consciousness as I have framed 

it in relation to the blindsight issue? The answer 

is that in blindsight, the patient is supposed to 

lack ‘consciousness’ of the stimuli in the blind 

field. My point is that the blindsight lacks both 

P-consciousness and a kind of access (both 

medium- and high-level access in the terminol- 

ogy used earlier), and that these are easily con- 

fused. This point is not challenged by pointing 

out that the blindsight patient also has a lower 

level of access to this information. 

The kind of access that I have built into 

A-consciousness plays a role in theory out- 

side of this issue and in daily life. Consider 

the Freudian unconscious. Suppose I have 

a Freudian unconscious desire to kill my 

father and marry my mother. Nothing in 

Freudian theory requires that this desire be 

P-unconscious; for all Freudians should care, it 

might be P-conscious. What is the key to the 
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desire being Freudianly unconscious is that 

it come out in slips, dreams, and the like, but 

not be freely available as a premise in reason- 

ing (in virtue of having the unconscious desire) 

and that it not be freely available to guide 

action and reporting. Coming out in slips and 

dreams makes it conscious in Flanagan’s sense, 

so that sense of access is no good for captur- 

ing the Freudian idea. But it is unconscious in 

my A-sense. If I can just tell you that I have a 

desire to kill my father and marry my mother 

(and not as a result of therapy), then it isn’t an 

unconscious state in either Freud’s sense or my 

A sense. Similar points can be made about a 

number of the syndromes that are often regarded 

as disorders of consciousness. For example, 

consider prosopagnosia, a syndrome in which 

someone who can see noses, eyes, etc., cannot 
recognize faces. Prosopagnosia is a disorder 

of A-consciousness, not P-consciousness and 
not Flanagan’s informational sensitivity. We 

count someone as a prosopagnosic even when 
they are able to guess at better than a chance 

level who the face belongs to, so that excludes 

Flanagan’s notion. Further, P-consciousness is 

irrelevant, and that excludes P-consciousness as 

a criterion. It isn’t the presence or absence of a 

feeling of familiarity that defines prosopagno- 

sia, but rather the patient not knowing who the 

person is whose face he is seeing or whether he 

knows that person. 

I am finished sketching the contrast between 

P-consciousness and A-consciousness. In the 

remainder of this section, I will briefly dis- 

cuss two cognitive notions of consciousness, 

so that they are firmly distinguished from both 

P-consciousness and A-consciousness. 

Self-Consciousness 

By this term, I mean the possession of the con- 

cept of the self and the ability to use this con- 

cept in thinking about oneself. A number of 

higher primates show signs of recognizing that 

they see themselves in mirrors. They display in- 

terest in correspondences between their own ac- 

tions and the movements of their mirror images. 

By contrast, dogs treat their mirror images as 
Strangers at first, slowly habituating. In one 
experimental paradigm, experimenters painted 
colored spots on the foreheads and ears of anes- 
thetized primates, watching what happened. 
Chimps between ages 7 and 15 usually try to 
wipe the spot off (Povinelli 1994: Gallup 1982). 
Monkeys do not do this, according to published 
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reports as of 1994. (Since then, Hauser et al. 

1995, have shown that monkeys can pass the 

test if the mark is salient enough.) Human 

babies don’t show similar behavior until the last 

half of their second year. Perhaps this is a test 

for self-consciousness. (Or perhaps it is only a 

test for understanding mirrors; but what is in- 

volved in understanding mirrors if not that it is 

oneself one is seeing?) But even if monkeys and 

dogs have no self-consciousness, no one should 

deny that they have P-conscious pains, or that 

there is something it is like for them to see their 

reflections in the mirror. P-conscious states 

often seem to have a ‘me-ishness’ about them, 

the phenomenal content often represents the 

State as a state of me. But this fact does not at 
all suggest that we can reduce P-consciousness 

to self-consciousness, since such ‘me-ishness’ 

is the same in states whose P-conscious content 

is different. For example, the experience as of 

red is the same as the experience as of green in 

self-orientation, but the two states are different 

in phenomenal feel.'® 

Monitoring-Consciousness 

The idea of consciousness as some sort of 

internal monitoring takes many forms, One 

notion is that of some sort of inner percep- 

tion. This could be a form of P-consciousness, 

namely P-consciousness of one’s own states 

or of the self. Another notion is often put in 

information-processing terms: internal scan- 

ning. And a third, metacognitive notion, is 

that of a conscious state as one that is accom- 

panied by a thought to the effect that one is in 

that state.'’ Let us lump these together as one 

or another form of monitoring-consciousness. 

Given my liberal terminological policy, I have 

no objection to monitoring-consciousness as a 

notion of consciousness. Where I balk is at the 

idea that P-consciousness just is one or another 

form of monitoring-consciousness. 

To identify P-consciousness with internal 

scanning is just to grease the slide to elimi- 

nativism about P-consciousness. Indeed, as 

Georges Rey 1983 has pointed out, ordinary 

laptop computers are capable of various types 

of self-scanning, but as he also points out, no 

one would think of their laptop computer as 

‘conscious’ (using the term in the ordinary 

way, without making any of the distinctions 

I’ve introduced). Since, according to Rey, in- 

ternal scanning is essential to consciousness, he 

concludes that the concept of consciousness is 
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incoherent. If one regards the various elements 

of the mongrel concept that I have been delin- 

eating as elements of a single concept, then that 

concept is indeed incoherent and needs repair by 

making distinctions along the lines I have been 

suggesting. I doubt that the ordinary concept of 

consciousness is sufficiently determinate for it 

to be incoherent, though whether or not this is so 

is an empirical question about how people use 

words that it is not my job to decide. However 

that inquiry turns out, Rey’s mistake is to trum- 

pet the putative incoherence of the concept of 

consciousness as if it showed the incoherence of 

the concept of phenomenal consciousness.!* 

Rosenthal 1997 defines reflexive conscious- 

ness as follows: S is areflexively conscious state of 

mine < S is accompanied by a thought—arrived 

at non-inferentially and non-observationally—to 

the effect that I am in S. He offers this ‘higher 

order thought’ (HOT) theory as a theory of phe- 

nomenal consciousness. It is obvious that phe- 

nomenal consciousness without HOT and HOT 

without phenomenal consciousness are both con- 

ceptually possible. For examples, perhaps dogs 

and infants have phenomenally conscious pains 

without higher order thoughts about them. For 

the converse case, imagine that by bio-feedback 

and imaging techniques of the distant future, I 

learn to detect the state in myself of having the 

Freudian unconscious thought that it would be 

nice to kill my father and marry my mother. I 

could come to know—non-inferentially and 

non-observationally—that I have this Freudian 

thought even though the thought is not phenom- 

enally conscious. 

Rosenthal sometimes talks as if it is supposed 

to be a basic law of nature that phenomenal 

states and HOTs about them co-occur. That 

is a very adventurous claim. But even if it is 

true, then there must be a mechanism that ex- 

plains the correlation, as the fact that both heat 

and electricity are carried by free electrons ex- 

plains the correlation of electrical and thermal 

conductivity. But any mechanism breaks down 

under extreme conditions, as does the correla- 

tion of electrical and thermal conductivity at 

extremely high temperatures. So the correlation 

between phenomenality and HOT would break 

down too, showing that higher order thought 

does not yield the basic scientific nature of 

phenomenality. 

Rosenthal’s definition of his version of 

monitoring-consciousness has a number of ad 

hoc features. “Non-observationally’ is required 

to rule out (e.g.) a case in which I know about a 

thought I have repressed by observing my own 
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behavior. ‘Non-inferentially’ is needed to avoid 

a somewhat different case in which I appreciate 

(non-observationally) my own pain and infer a 

repressed thought from it. Further, Rosenthal’s 

definition involves a stipulation that the pos- 

sessor of the monitoring-conscious state is the 

same as the thinker of the thought—otherwise 

my thinking about your pain would make it a 

conscious pain. All these ad hoc features can 

be eliminated by moving to the following 

definition of monitoring-consciousness: S is 

a monitoring-conscious state < S is phenom- 

enally presented in a thought about S. This defi- 

nition uses the notion of phenomenality, but this 

is no disadvantage unless one holds that there is 

no such thing apart from monitoring itself. The 

new definition, requiring phenomenality as it 

does, has the additional advantage of making it 

clear why monitoring-consciousness is a kind 

of consciousness. 
There is an element of plausibility to the 

collapse of P-consciousness into monitoring- 
consciousness. Consider two dogs, one of 

which has a perceptual state whereas the other 

has a similar perceptual state plus a represen- 

tation of it. Surely the latter dog has a con- 

scious state even if the former dog does not. 

Quite right, because consciousness of plausibly 

brings consciousness with it. (I’m only endors- 

ing the plausibility of this idea, not its truth.) 

But the converse is more problematic. If I am 

conscious of a pain or a thought, then, plausi- 

bly, that pain or thought has some P-conscious 

aspect. But even if consciousness of entails 

P-consciousness, that gives us no reason to 

believe that P-consciousness entails conscious- 

ness of, and it is the implausibility of this con- 

verse proposition that is pointed to by the dog 

problem. The first dog can have a P-conscious 

state too, even if it is not conscious of it. 

Perhaps you are wondering why I am 

being so terminologically liberal, counting 

P-consciousness, A-consciousness, monitor- 

ing consciousness and self-consciousness all as 

types of consciousness. Oddly, I find that many 

critics wonder why I would count phenomenal 

consciousness as consciousness, whereas many 

others wonder why I would count access or 

monitoring or self consciousness as conscious- 

ness. In fact two reviewers of this paper com- 

plained about my terminological liberalism, but 

for incompatible reasons. One reviewer said: 

“While what he uses [‘P-consciousness’ | to refer 

to—the ‘what it is like’ aspect of mentality— 

seems to me interesting and important, I sus- 

pect that the discussion of it under the heading 
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‘consciousness’ is a source of confusion . . . he 

is right to distinguish access-consciousness 

(which is what I think deserves the name ‘con- 

sciousness’) from this.’ Another reviewer said: 

‘T really still can’t see why access is called. . . 

access-consciousness? Why isn’t access 

just... a purely information processing (func- 

tionalist) analysis?’ This is not a merely verbal 

matter. In my view, all of us, despite our explicit 

verbal preferences, have some tendency to use 

‘conscious’ and related words in both ways, and 

our failure to see this causes a good deal of dif- 

ficulty in thinking about ‘consciousness.’ 

I’ve been talking about different concepts 

of ‘consciousness’ and I’ve also said that the 

concept of consciousness is a mongrel concept. 

Perhaps, you are thinking, I should make up my 

mind. My view is that ‘consciousness’ is actu- 

ally an ambiguous word, though the ambiguity 

I have in mind is not one that I’ve found in any 

dictionary. I started the paper with an analogy 

between ‘consciousness’ and ‘velocity,’ and I 

think there is an important similarity, One im- 

portant difference, however, is that in the case 

of ‘velocity,’ it is easy to get rid of the tempta- 

tion to conflate the two senses, even though for 

many purposes the distinction is not very useful. 

With ‘consciousness,’ there is a tendency to- 

wards ‘now you see it, now you don’t.’ I think 

the main reason for this is that P-consciousness 

presents itself to us in a way that makes it hard 

to imagine how a conscious state could fail to 

be accessible and self-reflective, so it is easy to 

fall into habits of thought that do not distinguish 
these concepts.'® 

The chief alternative to the ambiguity hy- 

pothesis is that there is a single concept of 

consciousness that is a cluster concept. For ex- 

ample, a prototypical religion involves belief in 

supernatural beings, sacred and profane objects, 

rituals, a moral code, religious feelings, prayer, 

a worldview, an organization of life based on 

the world view and a social group bound to- 

gether by the previous items (Alston 1967). 

But for all of these items, there are actual or 

possible religions that lack them. For example, 

some forms of Buddhism do not involve belief 

in a supreme being and Quakers have no sacred 

objects. It is convenient for us to use a concept 
of religion that binds together a number of dis- 
parate concepts whose referents are often found 
together. 

The distinction between ambiguity and clus- 
ter concept can be drawn in a number of equally 
legitimate ways that classify some cases differ- 
ently. That is, there is some indeterminacy in 
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the distinction. Some might even say that ve- 

locity is a cluster concept because for many 

purposes it is convenient to group average 

and instantaneous velocity together. I favor 

tying the distinction to the clear and present 

danger of conflation, especially in the form of 

equivocation in an argument. Of course, this 

is no analysis, since equivocation is definable 

in terms of ambiguity. My point, rather, is that 

one can make up one’s mind about whether 

there is ambiguity by finding equivocation hard 

to deny. In Block 1995, the longer paper from 

which this paper derives, I give some examples 

of conflations. 

When I called consciousness a mongrel con- 

cept I was not declaring allegiance to the cluster 

theory. Rather, what I had in mind was that an 
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ambiguous word often corresponds to an am- 

biguous mental representation, one that func- 

tions in thought as a unitary entity and thereby 

misleads. These are mongrels. I would also de- 

scribe velocity and degree of heat (as used by 

the Florentine Experiments of the 17th century) 

as mongrel concepts. This is the grain of truth 

in the cluster-concept theory. 

Note the distinction between the claim that 

the concept of consciousness is a mongrel 

concept and the claim that consciousness is 

not a natural kind (Churchland 1983, 1986). 

The former is a claim about the concept, one 

that can be verified by reflection alone. The 

latter is like the claim that dirt or cancer are 

not natural kinds, claims that require empirical 

investigation.”° 
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1. 

. I have 

NOTES 

Abridged (with changes by the author). I have 

changed only what seems mistaken even from the 

point of view of my former position. No attempt has 
been made to systematically update the references. 

. See Kuhn 1964 on velocity, and Block and Dworkin 

1974 and Wiser and Covey 1983 on heat. 
. But what is it about thoughts that makes them 

P-conscious? One possibility is that it is just a series 

of mental images or sub vocalizations that make 
thoughts P-conscious. Another possibility is that the 

contents themselves have a P-conscious aspect inde- 

pendently of their vehicles. See Lormand 1995. and 
Burge 1997. 

. My view is that although P-conscious content 
cannot be reduced to or identified with intentional 
content (at least not on relatively a priori grounds), 

P-conscious contents often—maybe always—have 

an intentional aspect, representing in a primitive 
non-intentional way. 

. I know some will think that I invoked inverted 

and absent qualia a few paragraphs above when 
I described the explanatory gap as involving the 
question of why a creature with a brain which has 

a physiological and functional nature like ours 
couldn’t have different experience or none at all. 

But the spirit of the question as I asked it allows for 

an answer that explains why such creatures cannot 

exist, and thus there is no presupposition that these 

are real possibilities. 
been using the P-consciousness/A- 

consciousness distinction in my lectures for many 
years, but it only found its way into print in my 

‘Consciousness and Accessibility’ (1990), and my 

1991, 1992, 1993. My claims about the distinc- 

tion have been criticized in Searle 1990, 1992 and 
Flanagan 1992—I reply to Flanagan below; 
and there is an illuminating discussion in Davies 

and Humphreys 1993b, a point of which will be 

taken up in a footnote to follow. See also Levine’s 
(1994) review of Flanagan which discusses 

Flanagan’s critique of the distinction. See also 
Kirk 1992 for an identification of P-consciousness 
with something like A-consciousness. 

. The full definition was: A state is access-conscious 

if, in virtue of one’s having the state, a representa- 
tion of its content is (1) inferentially promiscuous, 

that is, poised for use as a premise in reasoning, (2) 

poised for rational control of action, and (3) poised 

for rational control of speech. 
. Dennett 1991 and Dennett and Kinsbourne (1992) 

advocate the ‘multiple drafts’ account of conscious- 
ness. Dennett switched to the cerebral celebrity 

view in his 1993 paper. 
See Dennett 2001 and Block 2001 for a more so- 
phisticated treatment of this dialectic. 
Some may say that only fully conceptualized con- 

tent can play a role in reasoning, be reportable, and 
rationally control action. Such a view should not be 
adopted in isolation from views about which con- 
tents are personal and which are sub-personal. 

. The concept of P-consciousness is not a functional 
concept, however, I acknowledge the empirical pos- 

sibility that the scientific nature of P-consciousness 

1, 

iI3y. 

14. 

19) 

20. 
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has something to do with information processing. 

We can ill afford to close off empirical possibili- 
ties given the difficulty of solving the mystery of 
P-consciousness. 
The distinction has some similarity to the sensation/ 
perception distinction; I won’t take the space to lay 

out the differences. See Humphrey 1992 for an in- 
teresting discussion of the latter distinction. 

If you are tempted to deny the existence of these 

states of the perceptual system, you should think 

back to the total zombie just mentioned. Putting 
aside the issue of the possibility of this zombie, 

note that on a computational notion of cognition, 
the zombie has all the same A-conscious contents 
that you have (if he is your computational dupli- 

cate). A-consciousness is an informational notion. 

The states of the superblindsighter’s perceptual 
system are A-conscious for the same reason as the 
zombie’ s. 

Farah claims that blindsight is more degraded than 

sight. But Weiskrantz 1988 notes that his patient 
DB had better acuity in some areas of the blind field 

(in some circumstances) than in his sighted field. 

It would be better to understand her ‘degraded’ in 

terms of lack of access. 
. Thus, there is a conflict between this physiological 

claim and the Schacter model which dictates that 

destroying the P-consciousness module will prevent 
A-consciousness. 

See White 1987 for an account of why self- 

consciousness should be firmly distinguished from 

P-consciousness, and why self-consciousness is 

more relevant to certain issues of value. 

. The pioneer of these ideas in the philosophical lit- 

erature is David Armstrong 1968, 1980. William 

Lycan 1987 has energetically pursued self-scanning, 

and David Rosenthal 1986, 1993; Peter Carruthers 

1989, 1992: and Norton Nelkin 1993 have champi- 
oned higher order thought. See also Natsoulas 1993. 

Lormand 1995 makes some powerful criticisms of 

Rosenthal. 
. To be fair to Rey, his argument is more like a di- 

lemma: for any supposed feature of consciousness, 

either a laptop of the sort we have today has it or else 

you can’t be sure you have it yourself. In the case of 

P-consciousness, laptops don’t have it, and we are 

sure we do, so once we make these distinctions, his 
argument loses plausibility. 

This represents a change of view from Block 1994, 
wherein I said that ‘consciousness’ ought to be am- 

biguous rather than saying it is now ambiguous. 
I would like to thank Tyler Burge, Susan Carey, 

David Chalmers, Martin Davies, Wayne Davis, Bert 

Dreyfus, Guven Guzeldere, Paul Horwich, Jerry 
Katz, Leonard Katz, Joe Levine, David Rosenthal, 

Jerome Schaffer, Sydney Shoemaker, Stephen White, 

and Andrew Young for their very helpful comments 

on earlier versions of this paper. I have been giving 
this paper at colloquia and meetings since the fall of 
1990, and I am grateful to the many audiences which 

have made interesting and useful comments, espe- 

cially the audience at the conference on my work at 
the University of Barcelona in June 1993. 



What Is It Like to Be a Bat? 

Thomas Nagel 

Consciousness is what makes the mind-body 

problem really intractable. Perhaps that is why 

current discussions of the problem give it little 

attention or get it obviously wrong. The recent - 
wave of reductionist euphoria has produced sev- 

eral analyses of mental phenomena and mental 

concepts designed to explain the possibility 

of some variety of materialism, psychophysi- 

cal identification, or reduction.'! But the prob- 

lems dealt with are those common to this type 

of reduction and other types, and what makes 

the mind-body problem unique, and unlike the 

water-H,O problem or the Turing machine-IBM 

machine problem or the lightning-electrical dis- 

charge problem or the gene-DNA problem or 

the oak tree-hydrocarbon problem, is ignored. 

Every reductionist has his favorite analogy 

from modern science. It_is most unlikely that 

any of these unrelated examples of success- 

ful reduction will shed light on the relation of 
“mind to brain. But philosophers share the gen- 
eral human weakness for explanations of what 

is incomprehensible in terms suited for what 

is familiar and well understood, though en- 

tirely different. This has led to the acceptance 

of implausible accounts of the mental largely 

because they would permit familiar kinds of 

reduction. I shall try to explain why the usual 

examples do not help us to understand the rela- 

_tion between mind and body—why, indeed, we 

have at present no conception of what an expla- 

‘nation of the physical nature of a mental phe- 
nomenon would be. Without consciousness the 

mind-body problem would be much less inter- 

esting. With consciousness it seems hopeless. 

The most important and characteristic feature 

Se ee phenomena is very poorly 
understood, Most reductionist theories do not 

even try to explain it. And careful examination 

will show that no currently available concept 

of reduction is applicable to it. Perhaps a new 

theoretical form can be devised for the purpose, 

but such a solution, if it exists, lies in the distant 

intellectual future. 

Conscious experience is a widespread phe- 

nomenon. It occurs at many levels of animal 

life, though we cannot be sure of its presence 

in the simpler organisms, and it is very difficult 

to say in general what provides evidence of it. 

(Some extremists have been prepared to deny it 

even of mammals other than man.) No doubt it 

occurs in countless forms totally unimaginable 

to us, on other planets in other solar systems 

throughout the universe. But no_matter_how 

the form may vary, the fact th n organism 

has conscious experience at all means, basi- 

cally, that there is something it is lik e that 

organism. There may be further implications 

about the form of the experience; there may 

even (though I doubt it) be implications about 

the behavior of the organism. But fundamen- 

tally an organism has conscious mental states 

if and only if there is something that it is like to 

be that organism—something it is like for the 

organism. 
We may call this the_subjective character of 

experience. It is not captured by any of the fa- 

miliar, recently devised reductive analyses of 

the mental, for all of them are logically com- 

patible with its absence. It is not analyzable in 

terms of any explanatory system of functional 

states, or intentional states, since these could 

be ascribed to robots or automata that behaved 

like people though they experienced nothing.’ 

It is not analyzable in terms of the causal role 

of experiences in relation to typical human 

behavior—for similar reasons.* I do not deny 

that conscious mental states and events cause 

behavior, nor that they may be given functional 

characterizations. I deny only that this kind of 
thing exhausts their analysis. Any reductionist 

program has to be based on an analysis of what 

is to be reduced. If the analysis leaves some- 

thing out, the problem will be falsely posed. It 

is useless to base the defense of materialism on 
any. snalvaie Gi-miental pheapmenss teat fails to 

eal explicitly with their subjective character. 

tion which see i n_no attempt is 
‘Made to account for consciousness can be ex- 
tended to include consciousness. Without some 
idea, therefore, of what the subjective character 
of experience is, we cannot know what is re- 
quired of a physicalist theory. 

From Philosophical Review 83 (1974): pp. 435-50. Copyright © 1974 Cornell University Press. 
Reprinted with permission of the publisher. 

192 



WHAT IS IT LIKE TO BE A BAT? 

While an account of the physical basis of 

mind must explain many things, this appears 

to be the most difficult. It is impossible to ex- 

clude the henomenological features of expe- 

Tience from_a reduction in the same way that 

one excludes the phenomenal features of an 

ordinary substance from a physical or chemical 

reduction of it—namely, by explaining them 

as effects on the minds of human observers.4 

If physicalism is to be defende e€ phenom- 

enological features must themselves be given a 

physical account. But. when we examine their 

subjective character it seems that such a result 

is impossible. The reason is that every subjec- 

tive phenomenon is essentially connected with 
a\single point of view,Jand it seems inevitable 

hat an objective, physical theory will abandon 

that point of view. 

Let me first try to state the issue somewhat 

more fully than by referring to the relation be- 

tween the subjective and the objective, or be- 

tween the pour-soi and the en-soi. This is far 

from easy. Facts about what it is like to be an 

X are very peculiar, so peculiar that some may 

be inclined to doubt their reality, or the signifi- 

cance of claims about them. To illustrate the 

connection between subjectivity and a point of 

view, and to make evident the importance of 

subjective features, it will help to explore the 

matter in relation to an example that brings out 

clearly the divergence between the two types of 

conception, subjective and objective. 

I assume we all believe that bats have experi- 

ence. After all, they are mammals, and there is 

no more doubt that they have experience than 

that mice or pigeons or whales have experience. 
I have chosen bats instead of wasps or flounders 

because if one travels too far down the phyloge- 

netic tree, people gradually shed their faith that 

there is experience there at all. Bats, although 

more closely related to us than those other spe- 

cies, nevertheless present a range of activity 

and a sensory apparatus so different from ours 

that the problem I want to pose is exception- 

ally vivid (though it certainly could be raised 

with other species). Even without the benefit of 

philosophical reflection, anyone who has spent 

some time in an enclosed space with an excited 

bat knows what it is to encounter a fundamen- 

tally alien form of life. 
I have said that the essence of the belief that 

bats have experience is that there is something 

that it is like to be a bat. Now we know that 

most bats (the microchiroptera, to be precise) 

perceive the external world primarily by sonar, 

or echolocation, detecting the reflections, from 
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objects within range, of their own rapid, subtly 

modulated, high-frequency shrieks. Their 

brains are designed to correlate the outgoing 

impulses with the subsequent echoes, and the 

information thus acquired enables bats to make 

precise discriminations of distance, size, shape, 

motion, and texture comparable to those we 

make by vision. But bat sonar, though clearly 

a form of perception, is not similar in its opera- 

Se ae ea is 
no reason to suppose that itis subjectively like 
anything we can experience or imagine. This 
appears to create difficulties for the notion of 

what it is like to be a bat. We must consider 

whether any met t extrapo- 

late to the inner life of the bat from our own 

case, and if not, what alternative methods there 

may be for understanding the notion. 
Our own experience provides the basic mate- 

rial for our imagination, whose range is there- 

fore limited. It will not help to try to imagine 

that one has webbing on one’s arms, which 

enables one to fly around at dusk and dawn 

catching insects in one’s mouth; that one has 

very poor vision, and perceives the surrounding 

world by a system of reflected high-frequency 

sound signals; and that one spends the day 

hanging upside down by one’s feet in an attic. 

In so far as I can imagine this (which is not very 

far), it tells me only what it would be like for 

me to behave as a bat behaves. But that is not 

the question. | want to know what it is like for 

a bat to be a bat. Yet if I try to imagine this, I 

"am restricted to the resources of my own mind, 
Mee eT 
I cannot perform it either by imagining addi- 

tions to my present experience, or by imagin- 

ing segments gradually subtracted from it, or 

by imagining some combination of additions, 

subtractions, and modifications. 

To the extent that I could look and behave 

like a wasp or a bat without changing my fun- 

damental structure, my experiences would not 

be anything like the experiences of those ani- 

mals. On the other hand, it is doubtful that any 

meaning can be attached to the supposition that 

I should possess the internal neurophysiological 

constitution of a bat. Even if I could by gradual 

degrees be transformed into a bat, nothing in 

my present constitution enables me to imagine 

what the experiences of such a future stage of 

myself thus metamorphosed would be like. The 

best evidence would come from the experiences 

of bats, if we only knew what they were like. 

So if extrapolation from our own case is in- 

volved in the idea of what it is like to be a bat, 
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the extrapolation must be incompletable. We 

cannot form more than a schematic conception 

of what it is like. For example, we may ascribe 
general types of experience on the basis of the 

animal’s structure and behavior. Thus we de- 

scribe bat sonar as a form of three-dimensional 

forward perception; we believe that bats feel 

some versions of pain, fear, hunger, and lust, 

and that they have other, more familiar types 

of perception besides sonar. But we believe 

that these experiences al ea 

specific subjective character, which it is beyond 

our ability to ive. And if there is conscious 

life elsewhere in the universe, it is likely that 

some of it will not be describable even in the 

most general experiential terms avai si? 

however, for it exists between one person and 

another. The subjective character of the experi- 

ence of a person deaf and blind from birth is not 

accessible to me, for example, nor presumably 

is mine to him. This does not prevent us each 

from believing that the other’s experience has 

such a subjective character.) 

If anyone is inclined to deny that we can be- 

lieve in the existence of facts like this whose 

Se ee anne ee 

bats or Martians’ would occupy if they tried to 
form a conception of what it-wns like to be us. 
The structure of their own minds might make it 

impossible for them to succeed, but we know 

they would be wrong to conclude that there is 
not anything precise that it is like to be us: that 

only certain general types of mental state could 

be ascribed to us (perhaps perception and ap- 

petite would be concepts common to us both; 

perhaps not). We know they would be wrong 

to draw such a skeptical conclusion because we 
know what it is li s. And we know that 

while it includes an enormous amount of varia- 

tion and complexity, and while we do not pos- 

sess the vocabulary to describe it adequately, 

its subjective character is highly specific, and in 

some respects describable in terms that can be 

understood only by creatures like us. ‘The fact 

that we cannot expect ever to accommodate in 

our language a detailed description of Martian 

or bat phenomenology should not lead us to 

dismiss as meaningless the claim that bats and 

Martians have experiences fully comparable in 

richness of detail to our own. It would be fine if 

someone were to develop concepts and a theory 

that enabled us to think about those things; but 

such an understanding may be permanently 

CONSCIOUSNESS 

denied to us by the limits of our nature. And to 

deny the reality or logical significance of what 
we can never describe or understand is the crud- 
est form of cognitive dissonance. 

This brings us to the edge of a topic that re- 

quires much more discussion than I can give it 

here: namely, the relation between facts on the 

one hand and conceptual schemes or systems of 

representation on the other. My realism about 

the subjective domain in all its forms implies a 

belief in the existence of facts beyond the reach 

of human concepts. Certainly it is possible for 

a human being to believe that there are facts 

which humans never will possess the requisite 

concepts to represent or comprehend. Indeed, 

it would be foolish to doubt this, given the fi- 

niteness of humanity’s expectations. After all, 

there would have been transfinite numbers even 

if everyone had been wiped out by the Black 

Death before Cantor discovered them. But one 

might also believe that there are facts which 

could not ever be represented or comprehended 

by human beings, even if the species lasted 

forever—simply because our structure does 

not permit us to operate with concepts of the 

requisite type. This impossibility might even 

be observed by other beings, but it is not clear 

that the existence of such beings, or the possi- 

bility of their existence, is a precondition of the 

significance of the hypothesis that there are hu- 

manly inaccessible facts. (After all, the nature 

of beings with access to humanly inaccessible 

facts is presumably itself a humanly inacces- 

sible fact.) Reflection on what it is like to be a 

bat seems to lead us, therefore, to the conclu- 

sion that there are facts that do not consist in 

the truth of propositions expressible ina human 

Tanguage. We can be compelled to recognize 

state or comprehend them. 

I shall not pursue this subject, however. Its 

bearing on the topic before us (namely, the 

mind-body problem) is that it enables us to 

make a general observation about the subjec- 
tive character of experience. Whatever may 

be the status of facts about what it is like to 

be a human being, or a bat, or a Martian, these 

appear to be facts that embody a particular point 
of view. ; 

I am not adverting here to the alleged pri- 
vacy of experience to its possessor. The point 
of view in question is not one accessible only 
to a single individual. Rather it is a type. It is 
often possible to take up a point of view other 
than one’s own, so the comprehension of such 
facts is not limited to one’s own case. There is 
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a sense in which phenomenological facts are 

perfectly objective: one person can know or 

say of another what the quality of the other’s 

experience is. They are subjective, however, in 

the sense that even this objective ascription of 

experience is possible only for someone suffi- 

ciently similar to the object of ascription to be 

able to adopt his point of view—to understand 

the ascription in the first person as well as in 

the third, so to speak. The more different from 

oneself the other experiencer is, the less success 

one can expect with this enterprise. In our own 

case we occupy the relevant point of view, but 

we will have as much difficulty understanding 

our Own experience properly if we approach it 

from another point of view as we would if we 

tried to understand the experience of another 

species without taking up its point of view.* 

This bears directly on the mind-body prob- 

lem. For if the facts of experience—facts about 

what it is like for the experiencing organism— 

are accessible only from one point of view, 

then it is a mystery how the true character of 

experiences could be revealed in the physi- 

cal operation of that organism. The latter is a 

domain of objective facts par excellence— 

the kind that can be observed and understood 

from many points of view and by individuals 

with differing perceptual systems. There are no 

comparable imaginative obstacles to the acqui- 

sition of knowledge about bat neurophysiol- 

ogy by human scientists, and intelligent bats 

or Martians might learn more about the human 

brain than we ever will. 

This is not by itself an argument against 

reduction. A Martian scientist with no under- 
standing of visual perception could understand 

the rainbow, or lightning, or clouds as physi- 

cal phenomena, though he would never be able 

to understand the human concepts of rainbow, 

lightning, or cloud, or the place these things 

occupy in our phenomenal world. The objective 

nature of the things picked out by these con- 

cepts could be apprehended by him because, al- 

though the concepts themselves are connected 

with a particular point of view and a particular 

visual phenomenology, the things apprehended 

from that point of view are not; they are observ- 

ble fom the point of view but exert 
hence they can be comprehended from other 

points of view also, either by the same organ- 

_isms or by others. Lightning has an objective 

character that is not exhausted by its visual 

appearance, and this can be investigated by a 

Martian without vision. To be precise, it has 

a more objective character than is revealed in 
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its visual appearance. In speaking of the move 

from subjective to objective characterization, 

I wish to remain noncommittal about the exis- 

tence of an end point, the completely objective 

intrinsic nature of the thing, which one might 

or might not be able to reach. It may be more 

a a pegs ea Ie toe 
ee And in 
understanding a phenomenon like lightning, it 

is legitimate to go as far away as one can from 

a strictly human viewpoint.’ 

In the case of experience, on the other hand, 

the connection with a particular point of view 

seems much closer. It is difficult to understand 

what could be meant by the objective character 

of an experience, apart from the particular point 

of view from which its subject apprehends it. 

After all, what would be left of what it was like 

to be a bat if one removed the viewpoint of the 

bat? But if experience does not have, in addition 

to its subjective character, an objective nature 

that can be apprehended from many different 

points of view, then how can it be supposed 

that a Martian investigating my brain might be 

observing physical processes which were my 

mental processes (as he might observe physi- 

cal processes which were bolts of lightning), 

only from a different point of view? How, for 

that matter, could a human physiologist observe 

them from another point of view?!° 

We appear to be faced with a general diffi- 

culty about psychophysical reduction. In other 

areas the process of reduction is a move in the 

direction of greater objectivity, toward a more 

accurate view of the real nature of things. This 

is accomplished by reducing our dependence 

on individual or species-specific points of view 

toward the object of investigation. We describe 

it not in terms of the impressions it makes on 

our senses, but in terms of its more general 

effects and of properties detectable by means 

other than the human senses. The less it de- 

pends on a specifically human viewpoint, the 

more objective is our description. It is possible 

to follow this path because although the con- 

cepts and ideas we employ in thinking about the 

external world are initially applied from a point 

of view that involves our perceptual apparatus, 

they are used by us to refer to things beyond 

themselves—toward which we have the phe- 
nomenal point of view. Therefore we can aban- 

don it in favor of another, and still be thinking 

about the same things. 

Experience itself, however, does not seem to 

fit the pattern. The idea of moving from appear- 

ance to reality seems to make no sense here. 
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What is the analogue in this case to pursuing a 

more objective understanding of the same phe- 

nomena by abandoning the initial subjective 

viewpoint toward them in favor of another that 

is more objective but concerns the same thing? 

Certainly it appears unlikely that we will get 

closer to the real nature of human experience by 

leaving behind the particularity of our human 

point of view and striving for a description in 

terms accessible to beings that could not imag- 

ine what it was like to be us. If the subjective 

character of experience is fully comprehensible 

“only trom one poi Saint oT view, then any shilt to 
greater objectivity—that is, less attachment to a 

specific viewpoint—does not take us nearer to 

the real nature of the phenomenon: it takes us 

farth it. 
In a sense, the seeds of this objection to the 

reducibility of experience are already detect- 

able in successful cases of reduction; for_in 

discovering sound to be, in reality, a wave phe- 
_homenon in air or other media, we leave behind 
_one viewpoint to take up another, and the au- 
ditory, human or animal viewpoint that we 

leave behind remains unreduced. Members of 

radically different species may both understand 

the same physical events in objective terms, 

the phenomenal forms _in which those events 

“appear to the senses of members of the other 
species. Thus it is a condition of their referring 

to a common reality that their more particular 

viewpoints are not part of the common reality 

that they both apprehend. The reduction can 

succeed only if the species-specific viewpoint 

is omitted from what is to be reduced. 

But while we are right to leave this point 

of view aside in seeking a fuller understand- 

ing of the external world, we cannot ignore it 

permanently, since it is the essence of the in- 

ternal world, and not merely a point of view on 

it. Most of the neobehaviorism of recent philo- 

sophical psychology results from the effort to 

substitute an objective concept of mind for the 

real thing, in order to have nothing left over 

which cannot be reduced, If we acknowledge 

—that_a_ physical theory of mind must account 

for the subjective character of experience, we 

must admit that no presently available concep- 

tion gives us _a clue how_this could be done. 
The problem is unique. If mental processes are 

indeed physical processes, then there is some- 

thing itis like, intrinsically,'' to undergo certain 
physical processes. What it is for such a thing to 

be the case remains a mystery. 

CONSCIOUSNESS 

What moral should be drawn from these re- 

flections, and what should be done next? It 

would be a mistake to conclude that physicalism 

must be false. Nothing is proved by the inad- 

equacy of physicalist hypotheses that assume a 

faulty objective analysis of mind. It would be 

truer to say that physicalism is a position we 

ent have any conception of how it might be true. 
Perhaps it will be thought unreasonable to re- 

quire such a conception as a condition of under- 

standing. After all, it might be said, the meaning 

of physicalism is clear enough: mental states are 

states of the body; mental events are physical 

events. We do not know which physical states 

and events they are, but that should not prevent 

us from understanding the hypothesis. What 

could be clearer than the words ‘is’ and ‘are’? 

But I believe it is precisely this apparent clar- 

ity of the word ‘is’ that is deceptive. Usually, 

when we are told that X is Y we know how it 

is supposed to be true, but that depends on a 

conceptual or theoretical background and is 

not conveyed by the ‘is’ alone. We know how 

both ‘X’ and ‘Y’ refer, and the kinds of things to 

which they refer, and we have a rough idea how 

the two referential paths might converge on a 

single thing, be it an object, a person, a process, 

an event, or whatever. But when the two terms 

of the identification are very disparate it may 

not be so clear how it could be true. We may 

not have even a rough idea of how the two ref- 

erential paths could converge, or what kind of 

things they might converge on, and a theoretical 

framework may have to be supplied to enable 

us to understand this. Without the framework, 

an air of mysticism surrounds the identification. 

This explains the magical flavor of popular 

presentations of fundamental scientific discov- 

eries, given out as propositions to which one 

must subscribe without really understanding 

them. For example, people are now told at an 

early age that all matter is really energy. But 

despite the fact that they know what ‘is’ means, 
most of them never form a conception of what 

makes this claim true, because they lack the 
theoretical background. 

At the present time the status of physical- 

ism is similar to that which the hypothesis that 

matter is energy would have had if uttered by a 

pre-Socratic philosopher. We do not have the 
beginnings of a conception of how it might be 
true. In order to understand the hypothesis that 
a mental event is a physical event, we require 
more than an understanding of the word ‘is.’ 
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The idea of how a mental and a physical term 

might refer to the same thing is lacking, and the 
usual analogies with theoretical identification in 

other fields fail to supply it. They fail because 

if we construe the reference of mental terms to 

physical events on the usual model, we either 

get a reappearance of separate subjective events 

as the effects through which mental reference 

to physical events is secured, or else we get a 

false account of how mental terms refer (for ex- 

ample, a causal behaviorist one). 

Strangely enough, we may have evidence for 

the truth of something we cannot really under- 

stand. Suppose a caterpillar is locked in a sterile 

safe by someone unfamiliar with insect meta- 

morphosis, and weeks later the safe is reopened, 

revealing a butterfly. If the person knows that 

the safe has been shut the whole time, he has 

reason to believe that the butterfly is or was once 

the caterpillar, without having any idea in what 

sense this might be so. (One possibility is that 

the caterpillar contained a tiny winged parasite 

that devoured it and grew into the butterfly.) 

It is conceivable that we are in such a position 

with regard to physicalism. Donald Davidson 

has argued that if mental events have physi- 

cal causes and effects, they must have physi- 

cal descriptions. He holds that we have reason 

to believe this even though we do not—and in 

fact could not—have a general psychophysical 

theory.'* His argument applies to intentional 
mental events, but I think we also have some 

reason to believe that sensations are physical 

processes, without being in a position to under- 

stand how. Davidson’s position is that certain 

physical events have irreducibly mental proper- 

ties, and perhaps some view describable in this 

way is correct. But nothing of which we can 

now form a conception corresponds to it; nor 

have we any idea what a theory would be like 

that enabled us to conceive of it.'° 
Very little work has been done on the basic 

question (from which mention of the brain can 

be entirely omitted) whether any sense can be 

made of experiences’ having an objective char- 

acter at all. Does it make sense, in other words, 

to ask what my experiences are really like, as 

opposed to how they appear to me? We cannot 

genuinely understand the hypothesis that their 

nature is captured in a physical description 

unless we understand the more fundamental idea 

that they have an objective nature (or that objec- 

tive processes can have a subjective nature).!* 

I should like to close with a speculative 

proposal. It may be possible to approach the 
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gap between subjective and objective from 

another direction. Setting aside temporarily 

the relation between the mind and the brain, 

we can pursue a more objective understanding 

of the mental In Tis SWI-HERT_At Present present we 
“are completely unequipped to think about the 
subjective character of experience without re- 

lying on the imagination—without taking up 

the point of view of the experiential subject. 

This should be regarded as a challenge to form 

new concepts and devise a new_method—an 

empathy or the imagination. Though pre- 

sumably it would not capture everything, its 

goal would be to describe, at least in part, the 

subjective character of experiences in a form 

comprehensible to beings incapable of having 
those experiences. 

We would have to develop such a phenom- 

enology to describe the sonar experiences of 

bats; but it would also be possible to begin 

with humans. One might try, for example, to 

develop concepts that could be used to explain 

to a person blind from birth what it was like to 

see. One would reach a blank wall eventually, 

but it should be possible to devise a method of 

expressing in objective terms much more than 

we can at present, and with much greater pre- 

cision. The loose intermodal analogies—for 

example, ‘Red is like the sound of a trumpet’ — 

which crop up in discussions of this subject 

are of little use. That should be clear to anyone 

who has both heard a trumpet and seen red. But 

structural features of perception might be more 

accessible to objective description, even though 

something would be left out. And concepts al- 

ternative to those we learn in the first person 

may enable us to arrive at a kind of understand- 

ing even of our own experience which is denied 

us by the very ease of description and lack of 

distance that subjective concepts afford. 

Apart from its own interest, a phenomenol- 

ogy that is in this sense objective may permit 

questions about the physical'> basis of ex- 

perience to assume a more intelligible form. 

Aspects of subjective experience that admit- 

ted this kind of objective description might 

be better candidates for objective explana- 

tions of a more familiar sort. But whether or 

not this guess is correct, it seems unlikely that 

any physical theory of mind can be contem- 

plated until more thought has been given to the 

general problem of subjective and objectye. 

Otherwise we cannot even pose the mind-body 

problem without sidestepping it.'° 
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NOTES 

1. Examples are J. J. C. Smart, Philosophy and fortiori to know what it is like to be a bat) one must 

Scientific Realism (London: Routledge, 1963); 

David K. Lewis, “An Argument for the Identity 

Theory,” Journal of Philosophy, LXII (1966), 

reprinted with addenda in David M. Rosenthal, 
Materialism & the Mind-Body Problem (Englewood 

Cliffs, NJ: Prentice Hall, 1971); Hilary Putnam, 

“Psychological Predicates” in W. H. Capitan and 
D. D. Merrill, Art, Mind, & Religion (Pittsburgh: 

University of Pittsburgh Press, 1967), reprinted 
in Rosenthal, op. cit., as “The Nature of Mental 

States”; D. M. Armstrong, A Materialist Theory 

of the Mind (London: Routledge & Kegan Paul, 
1968); D. C. Dennett, Content and Consciousness 

(London: Routledge & Kegan Paul, 1969). I have 

expressed earlier doubts in “Armstrong on the 

Mind,” Philosophical Review LXXIX (1970): 

pp. 394-403; “Brain Bisection and the Unity of 
Consciousness,” Synthése 22 (1971); and a review 

of Dennett, Journal of Philosophy LXIX (1972). 

See also Saul Kripke, “Naming and Necessity” in 
D. Davidson and G. Harman, Semantics of Natural 

Language (Dordrecht: D. Reidel, 1972), especially 
pp. 334-42; and M. T. Thornton, “Ostensive Terms 
and Materialism,” The Monist 56 (1972). 

. Perhaps there could not actually be such robots. 
Perhaps anything complex enough to behave like a 

person would have experiences. But that, if true, is a 

fact which cannot be discovered merely by analyz- 

ing the concept of experience. 
. It is not equivalent to that about which we are incor- 

rigible, both because we are not incorrigible about 

experience and because experience is present in 

animals lacking language and thought, who have no 

beliefs at all about their experiences. 

. Cf. Richard Rorty, “Mind-Body Identity, Privacy, 

and Categories,” The Review of Metaphysics, X1X 
(1965), especially 37-38. 

. By ‘our own case’ I do not mean just ‘my own 

case,’ but rather the mentalistic ideas that we apply 
unproblematically to ourselves and other human 
beings. 

. Therefore the analogical form of the English expres- 

sion ‘what it is like’ is misleading. It does not mean 
‘what (in our experience) it resembles,’ but rather 
‘how it is for the subject himself.’ 

. Any intelligent extraterrestrial beings totally differ- 
ent from us. 

. It may be easier than I suppose to transcend inter- 

species barriers with the aid of the imagination. For 

example, blind people are able to detect objects near 
them by a form of sonar, using vocal clicks or taps 
of a cane. Perhaps if one knew what that was like, 

one could by extension imagine roughly what it was 
like to possess the much more refined sonar of a bat. 
The distance between oneself and other persons and 

other species can fall anywhere on a continuum. 
Even for other persons the understanding of what 
it is like to be them is only partial, and when one 
moves to species very different from oneself, a 
lesser degree of partial understanding may still be 
available. The imagination is remarkably flexible. 
My point, however, is not that we cannot know what 

it is like to be a bat. I am not raising that episte- 
mological problem. My point is rather that even to 
form a conception of what it is like to be a bat (and a 

take up the bat’s point of view. If one can take it up 
roughly, or partially, then one’s conception will also 
be rough or partial. Or so it seems in our present 

state of understanding. 
. The problem I am going to raise can therefore be 

posed even if the distinction between more subjec- 
tive and more objective descriptions or viewpoints 
can itself be made only within a larger human point 
of view. I do not accept this kind of conceptual rela- 
tivism, but it need not be refuted to make the point 
that psychophysical reduction cannot be accommo- 

dated by the subjective-to-objective model familiar 

from other cases. 
10. The problem is not just that when I look at the ‘Mona 

Lisa,’ my visual experience has a certain quality, no 
trace of which is to be found by someone looking 
into my brain. For even if he did observe there a tiny 
image of the ‘Mona Lisa,’ he would have no reason 

to identify it with the experience. 
11. The relation would therefore not be a contingent one, 

like that of a cause and its distinct effect. It would 
be necessarily true that a certain physical state felt a 

certain way. Saul Kripke (op. cit.) argues that causal 
behaviorist and related analyses of the mental fail 
because they construe, e.g., ‘pain’ as a merely con- 

tingent name of pains. The subjective character of 
an experience (‘its immediate phenomenological 

quality’ Kripke calls it [p. 340]) is the essential 

property left out by such analyses, and the one in 

virtue of which it is, necessarily, the experience it 
is. My view is closely related to his. Like Kripke, I 

find the hypothesis that a certain brain state should 
necessarily have a certain subjective character in- 

comprehensible without further explanation. No 
such explanation emerges from theories which view 
the mind-brain relation as contingent, but perhaps 

there are other alternatives, not yet discovered. 
A theory that explained how the mind-brain 

relation was necessary would still leave us with 
Kripke’s problem of explaining why it nevertheless 
appears contingent. That difficulty seems to me sur- 
mountable, in the following way. We may imagine 
something by representing it to ourselves either per- 

ceptually, sympathetically, or symbolically. I shall 
not try to say how symbolic imagination works, but 

part of what happens in the other two cases is this. To 
imagine something perceptually, we put ourselves in 

a conscious state resembling the state we would be 
in if we perceived it. To imagine something sym- 
pathetically, we put ourselves in a conscious state 

resembling the thing itself. (This method can be 
used only to imagine mental events and states—our 

own or another’s.) When we try to imagine a mental 
state occurring without its associated brain state, we 

first sympathetically imagine the occurrence of the 
mental state: that is, we put ourselves into a state that 
resembles it mentally. At the same time, we attempt 
to perceptually imagine the non-occurrence of the 
associated physical state, by putting ourselves into 

another state unconnected with the first: one resem- 
bling that which we would be in if we perceived 
the non-occurrence of the physical state. Where the 
imagination of physical features is perceptual and 
the imagination of mental features is sympathetic, 
it appears to us that we can imagine any experience 
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occurring without its associated brain state, and vice 
versa. The relation between them will appear contin- 

gent even if it is necessary, because of the indepen- 

dence of the disparate types of imagination. 
(Solipsism, incidentally, results if one misinter- 

prets sympathetic imagination as if it worked like 

perceptual imagination: it then seems impossible to 
imagine any experience that is not one’s own.) 

12 See “Mental Events” in L. Foster and J.W. Swanson, 
Experience and Theory (Amherst, MA: University 

of Massachusetts Press, 1970); though I don’t un- 

derstand the argument against psychophysical laws. 
13 Similar remarks apply to my paper “Physicalism,” 

Philosophical Review LXXIV (1965): pp. 339-56, 
reprinted with postscript in John O’Connor, Modern 
Materialism (New York: Harcourt, Brace, and 

World, 1969). 
14 This question also lies at the heart of the problem of 

other minds, whose close connection with the mind- 
body problem is often overlooked. If one understood 
how subjective experience could have an objective 

Quining Qualia 

Daniel C. Dennett 

1. Corralling the Quicksilver 

‘Qualia’ is an unfamiliar term for something 

that could not be more familiar to each of us: the 

ways things seem to us. As is so often the case 

with philosophical jargon, it is easier to give 

examples than to give a definition of the term. 

Look at a glass of milk at sunset; the way it looks 

to you—the particular, personal, subjective 

visual quality of the glass of milk is the quale of 
your visual experience at the moment. The way 

the milk tastes to you then is another, gustatory, 

quale, and how it sounds to you as you swallow 

is an auditory quale. These various “properties 

of conscious experience’ are prime examples 

of qualia. Nothing, it seems, could you know 

more intimately than your own qualia; let the 

entire universe be some vast illusion, some 

mere figment of Descartes’s evil demon, and 

yet what the figment is made of (for you) will 

be the qualia of your hallucinatory experiences. 

Descartes claimed to doubt everything that 

could be doubted, but he never doubted that his 
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nature, one would understand the existence of sub- 
jects other than oneself. 

15 I have not defined the term ‘physical.’ Obviously it 
does not apply just to what can be described by the 
concepts of contemporary physics, since we expect 

further developments. Some may think there is noth- 
ing to prevent mental phenomena from eventually 

being recognized as physical in their own right. But 

whatever else may be said of the physical, it has 

to be objective. So if our idea of the physical ever 

expands to include mental phenomena, it will have 

to assign them an objective character—whether or 
not this is done by analyzing them in terms of other 

phenomena already regarded as physical. It seems to 

me more likely, however, that mental-physical rela- 

tions will eventually be expressed in a theory whose 

fundamental terms cannot be placed clearly in either 

category. 
16 I have read versions of this paper to a number of 

audiences and am indebted to many people for their 

comments. 

conscious experiences had qualia, the properties 

by which he knew or apprehended them. 

The verb ‘to quine’ is even more esoteric. 

It comes from The Philosophical Lexicon 

(Dennett 1978c, 8th edition 1987), a satiri- 

cal dictionary of eponyms: ‘quine, v. To deny 

resolutely the existence or importance of some- 

thing real or significant.’ At first blush it would 

be hard to imagine a more quixotic quest than 

trying to convince people that there are no such 

properties as qualia; hence the ironic title of this 

chapter. But I am not kidding. 

My goal is subversive. I am out to overthrow 

an idea that, in one form or another, is ‘obvious’ 

to most people—to scientists, philosophers, lay 

people. My quarry is frustratingly elusive; no 

sooner does it retreat in the face of one argu- 

ment than ‘it’ reappears, apparently innocent of 

all charges, in a new guise. 

Which idea of qualia am I trying to ex- 

tirpate? Everything real has properties, and 

since I don’t deny the reality of conscious 

experience, I grant that conscious experience 

Reprinted from A. Marcel and E. Bisiach, eds., Consciousness in Contemporary Science 

(Oxford University Press, 1988), with permission of Oxford University Press. Copyright © Daniel 

C. Dennett 1988. 
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has properties. I grant moreover that each per- 

son’s states of consciousness have properties in 

virtue of which those states have the experiential 

content that they do. That is to say, whenever 

someone experiences something as being one 

way rather than another, this is true in virtue of 

some property of something happening in them 

at the time, but these properties are so unlike the 

properties traditionally imputed to consciousness 

that it would be grossly misleading to call any of 

them the long-sought qualia. Qualia are supposed 

to be special properties, in some hard-to-define 

way. My claim—which can only come into focus 

as we proceed—is that conscious experience has 

no properties that are special in any of the ways 

qualia have been supposed to be special. 
The standard reaction to this claim is the 

complacent acknowledgment that while some 

people may indeed have succumbed to one 

confusion or fanaticism or another, one’s own 

appeal to a modest, innocent notion of proper- 

ties of subjective experience is surely safe. It 

is just that presumption of innocence I want to 

overthrow. I want to shift the burden of proof, 

so that anyone who wants to appeal to private, 

subjective properties has to prove first that in 

so doing they are not making a mistake. This 

status of guilty until proven innocent is neither 

unprecedented nor indefensible (so long as we 

restrict ourselves to concepts). Today, no biolo- 

gist would dream of supposing that it was quite 

all right to appeal to some innocent concept of 

élan vital. Of course one could use the term to 

mean something in good standing; one could 

use élan vital as one’s name for DNA, for in- 

stance, but this would be foolish nomenclature, 

considering the deserved suspicion with which 

the term is nowadays burdened. I want to make 

it just as uncomfortable for anyone to talk of 

qualia—or ‘raw feels’ or ‘phenomenal prop- 

erties’ or ‘subjective and intrinsic properties’ 

or ‘the qualitative character’ of experience— 

with the standard presumption that they, and 

everyone else, knows what on earth they are 

talking about.! 

What are qualia, exactly? This obstreperous 

query is dismissed by one author (‘only half in 

jest’) by invoking Louis Armstrong’s legendary 

reply when asked what jazz was: ‘If you got to 

ask, you ain’t never gonna get to know.’ (Block 

1978, p. 281). This amusing tactic perfectly il- 

lustrates the presumption that is my target. If 

I succeed in my task, this move, which passes 

muster in most circles today, will look as quaint 

and insupportable as a jocular appeal to the lu- 

dicrousness of a living thing—a living thing, 
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mind you!—doubting the existence of élan 

vital. 
My claim, then, is not just that the various 

technical or theoretical concepts of qualia are 

vague or equivocal, but that the source concept, 

the ‘pretheoretical’ notion of which the former 

are presumed to be refinements, is so thoroughly 

confused that even if we undertook to salvage 

some ‘lowest common denominator’ from the 

theoreticians’ proposals, any acceptable ver- 

sion would have to be so radically unlike the 

ill-formed notions that are commonly appealed 

to that it would be tactically obtuse—not to say 

Pickwickian—to cling to the term. Far better, 

tactically, to declare that there simply are no 

qualia at all.’ 
Rigorous arguments only work on well- 

defined materials, and since my goal is to de- 

stroy our faith in the pretheoretical or ‘intuitive’ 

concept, the right tools for my task are intuition 

pumps, not formal arguments. What follows is 

a series of fifteen intuition pumps, posed in a 

sequence designed to flush out—and then flush 

away—the offending intuitions. In section 2, I 

will use the first two intuition pumps to focus 

attention on the traditional notion. It will be the 

burden of the rest of the paper to convince you 

that these two pumps, for all their effectiveness, 

mislead us and should be discarded. In sec- 
tion 3, the next four intuition pumps create and 

refine a ‘paradox’ lurking in the tradition. This 

is not a formal paradox, but only a very pow- 

erful argument pitted against some almost irre- 

sistibly attractive ideas. In section 4, six more 

intuition pumps are arrayed in order to dissipate 

the attractiveness of those ideas, and section 5 

drives this point home by showing how hap- 

less those ideas prove to be when confronted 

with some real cases of anomalous experience. 

This will leave something of a vacuum, and in 

the final section three more intuition pumps are 

used to introduce and motivate some suitable 

replacements for the banished notions. 

2. The Special Properties of 
Qualia 

Intuition pump #1: watching you eat cauliflower. 
I see you tucking eagerly into a helping of 
steaming cauliflower, the merest whiff of which 
makes me faintly nauseated, and I find myself 
wondering how you could possibly relish that 
taste, and then it occurs to me that to you, cauli- 
flower probably tastes (must taste?) different. A 
plausible hypothesis, it seems, especially since I 
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know that the very same food often tastes dif- 

ferent to me at different times. For instance, my 

first sip of breakfast orange juice tastes much 

sweeter than my second sip if I interpose a bit 

of pancakes and maple syrup, but after a swal- 

low or two of coffee, the orange juice goes back 

to tasting (roughly? exactly?) the way it did the 

first sip. Surely we want to say (or think about) 

such things, and surely we are not wildly wrong 

when we do, so .. . surely it is quite OK to talk 

of the way the juice tastes to Dennett at time t, 

and ask whether it is just the same as or differ- 

ent from the way the juice tastes to Dennett at 

time t’ or the way the juice tastes to Jones at 

time t. 

This ‘conclusion’ seems innocent, but right 

here we have already made the big mistake. 

The final step presumes that we can isolate 

the qualia from everything else that is going 

on—at least in principle or for the sake of argu- 

ment. What counts as the way the juice tastes 

to x can be distinguished, one supposes, from 

what is a mere accompaniment, contributory 

cause, or by-product of this ‘central’ way. One 

dimly imagines taking such cases and stripping 

them down gradually to the essentials, leaving 

their common residuum, the way things look, 

sound, feel, taste, smell to various individuals 

at various times, independently of how those 

individuals are stimulated or non-perceptually 

affected, and independently of how they are 

subsequently disposed to behave or believe. 

The mistake is not in supposing that we can 

in practice ever or always perform this act of 

purification with certainty, but the more funda- 

mental mistake of supposing that there is such 

a residual property to take seriously, however 

uncertain our actual attempts at isolation of in- 

stances might be. 

The examples that seduce us are abundant 

in every modality. I cannot imagine, will never 

know, could never know, it seems, how Bach 

sounded to Glenn Gould. (I can barely recover in 

my memory the way Bach sounded to me when I 

was a child.) And I cannot know, it seems, what 

it is like to be a bat (Nagel 1974), or whether you 

see what I see, colorwise, when we look up at a 

clear ‘blue’ sky. The homely cases convince us 

of the reality of these special properties—those 

subjective tastes, looks, aromas, sounds—that 

we then apparently isolate for definition by this 

philosophical distillation. 
The specialness of these properties is hard 

to pin down, but can be seen at work in intu- 

ition pump #2: the wine-tasting machine. Could 

Gallo Brothers replace their human wine tasters 
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with a machine? A computer-based ‘expert 

system’ for quality control and classification is 

probably within the bounds of existing technol- 

ogy. We now know enough about the relevant 

chemistry to make the transducers that would 

replace taste buds and olfactory organs (deli- 

cate color vision would perhaps be more prob- 

lematic), and we can imagine using the output 

of such transducers as the raw material—the 

‘sense data’ in effect—for elaborate evalua- 

tions, descriptions, classifications. Pour the 

sample in the funnel and, in a few minutes or 

hours, the system would type out a chemical 

assay, along with commentary: ‘a flamboyant 

and velvety Pinot, though lacking in stamina’ — 

or words to such effect. Such a machine might 

well perform better than human wine tasters 

on all reasonable tests of accuracy and consis- 

tency the winemakers could devise,’ but surely 

no matter how ‘sensitive’ and ‘discriminating’ 

such a system becomes, it will never have, and 

enjoy, what we do when we taste a wine: the 

qualia of conscious experience! Whatever in- 

formational, dispositional, functional proper- 

ties its internal states have, none of them will be 

special in the way qualia are. If you share that 

intuition, you believe that there are qualia in the 

sense I am targeting for demolition. 

What is special about qualia? Traditional 

analyses suggest some fascinating second-order 

properties of these properties. First, since one 

cannot say to another, no matter how eloquent 

one 1s and no matter how cooperative and imag- 

inative one’s audience is, exactly what way one 

is currently seeing, tasting, smelling and so 

forth, qualia are ineffable—in fact the paradigm 

cases of ineffable items. According to tradi- 

tion, at least part of the reason why qualia are 

ineffable is that they are intrinsic properties— 

which seems to imply inter alia that they are 

somehow atomic and unanalyzable. Since they 

are ‘simple’ or ‘homogeneous’ there is nothing 

to get hold of when trying to describe such a 

property to one unacquainted with the particu- 

lar instance in question. 

Moreover, verbal comparisons are not the 

only cross-checks ruled out. Any objective, 

physiological or ‘merely behavioral’ test—such 

as those passed by the imaginary wine-tasting 

system—would of necessity miss the target 

(one can plausibly argue), so all interpersonal 

comparisons of these ways-of-appearing are 

(apparently) systematically impossible. In other 

words, qualia are essentially private proper- 

ties. And, finally, since they are properties 

of my experiences (they're not chopped liver, 
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and they’re not properties of, say, my cerebral 

blood flow—or haven’t you been paying atten- 

tion?), qualia are essentially directly accessible 

to the consciousness of their experiencer (what- 

ever that means) or qualia are properties of 

one’s experience with which one is intimately 

or directly acquainted (whatever that means) 

or ‘immediate phenomenological qualities’ 

(Block 1978) (whatever that means). They are, 

after all, the very properties the appreciation 

of which permits us to identify our conscious 

states. So, to summarize the tradition, qualia are 

supposed to be properties of a subject’s mental 

states that are 

1. ineffable 

2. intrinsic 

3. private 

4. directly or immediately apprehensible in 

consciousness 

Thus are qualia introduced onto the philo- 

sophical stage. They have seemed to be very 

significant properties to some theorists because 

they have seemed to provide an insurmountable 

and unavoidable stumbling block to functional- 

ism, or more broadly, to materialism, or more 

broadly still, to any purely ‘third-person’ objec- 

tive viewpoint or approach to the world (Nagel 

1986). Theorists of the contrary persuasion 

have patiently and ingeniously knocked down 

all the arguments, and said most of the right 

things, but they have made a tactical error, | am 

claiming, of saying in one way or another: ‘We 

theorists can handle those qualia you talk about 

just fine; we will show that you are just slightly 

in error about the nature of qualia.’ What they 

ought to have said is: ‘What qualia?’ 

My challenge strikes some theorists as out- 

rageous or misguided because they think they 

have a much blander and hence less vulnerable 

notion of qualia to begin with. They think I am 

setting up and knocking down a strawman, and 

ask, in effect: “Who said qualia are ineffable, 

intrinsic, private, directly apprehensible ways 

things seem to one?’ Since my suggested four- 

fold essence of qualia may strike many readers 

as tendentious, it may be instructive to con- 

sider, briefly, an apparently milder alternative: 

qualia are simply ‘the qualitative or phenom- 

enal features of sense experience[s], in virtue 

of having which they resemble and differ from 

each other, qualitatively, in the ways they do’ 

(Shoemaker 1982, p. 367). Surely I do not mean 
to deny those features! 

I reply: it all depends on what ‘qualitative or 

phenomenal’ comes to. Shoemaker contrasts 
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qualitative similarity and difference with ‘in- 

tentional’ similarity and difference—similarity 

and difference of the properties an experience 

represents or is ‘of.’ That is clear enough, but 

what then of ‘phenomenal’? Among the non- 

intentional (and hence qualitative?) properties 

of my visual states are their physiological prop- 

erties. Might these very properties be the qualia 

Shoemaker speaks of? It is supposed to be ob- 

vious, I take it, that these sorts of features are 

ruled out, because they are not ‘accessible to 

introspection’ (Shoemaker, private correspon- 

dence). These are features of my visual state, 

perhaps, but not of my visual experience. They 

are not phenomenal properties. 
But then another non-intentional similarity 

some of my visual states share is that they tend 

to make me think about going to bed. I think this 

feature of them is accessible to introspection— 

on any ordinary, pretheoretical construal. Is 

that a phenomenal property or not? The term 

‘phenomenal’ means nothing obvious and un- 

tendentious to me, and looks suspiciously like a 

gesture in the direction leading back to ineffa- 

ble, private, directly apprehensible ways things 

seem to one.* 
I suspect, in fact, that many are unwilling 

to take my radical challenge seriously largely 

because they want so much for qualia to be 

acknowledged. Qualia seem to many people 

to be the last ditch defense of the inwardness 
and elusiveness of our minds, a bulwark against 

creeping mechanism. They are sure there must 

be some sound path from the homely cases to 

the redoubtable category of the philosophers, 

since otherwise their last bastion of specialness 

will be stormed by science. 

This special status for these presumed prop- 

erties has a long and eminent tradition. I believe 

it was Einstein who once advised us that sci- 

ence could not give us the taste of the soup. 

Could such a wise man have been wrong? Yes, 

if he is taken to have been trying to remind us 
of the qualia that hide forever from objective 

science in the subjective inner sancta of our 

minds. There are no such things. Another wise 

man said so—Wittgenstein (1958, especially 

pp. 91-100). Actually, what he said was: 

The thing in the box has no place in the 
language-game at all; not even as a something; 
for the box might even be empty—No, one can 
‘divide through’ by the thing in the box; it can- 
cels out, whatever it is. (p. 100) 

and then he went on to hedge his bets by saying 
‘It is not a something, but not a nothing either! 
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The conclusion was only that a nothing would 

serve just as well as a something about which 

nothing could be said’ (p. 102). Both Einstein’s 

and Wittgenstein’s remarks are endlessly ame- 

nable to exegesis, but rather than undertaking 

to referee this War of the Titans, I choose to 

take what may well be a more radical stand than 

Wittgenstein’s.° Qualia are not even ‘something 

about which nothing can be said’; ‘qualia’ is a 

philosopher’s term which fosters® nothing but 

confusion, and refers in the end to no properties 
or features at all. 

3. The Traditional Paradox 

Regained 

Qualia have not always been in good odor 

among philosophers. Although many have 

thought, along with Descartes and Locke, that it 

made sense to talk about private, ineffable prop- 

erties of minds, others have argued that this is 

strictly nonsense—however naturally it trips off 

the tongue. It is worth recalling how qualia were 

presumably rehabilitated as properties to be 

taken seriously in the wake of Wittgensteinian 

and verificationist attacks on them as pseudo- 

hypotheses. The original version of intuition 

pump #3: the inverted spectrum (Locke 1690: 

II, xxxii, 15) is a speculation about two people: 

how do I know that you and I see the same sub- 

jective color when we look at something? Since 

we both learned color words by being shown 

public colored objects, our verbal behavior will 

match even if we experience entirely different 

subjective colors. The intuition that this hy- 

pothesis is systematically unconfirmable (and 

undisconfirmable, of course) has always been 

quite robust, but some people have always been 

tempted to think technology could (in principle) 

bridge the gap. 

Suppose, in intuition pump #4: the Brainstorm 

machine, there were some neuroscientific ap- 

paratus that fits on your head and feeds your 

visual experience into my brain (as in the movie, 

Brainstorm, which is not to be confused with 

the book, Brainstorms). With eyes closed I ac- 

curately report everything you are looking at, 

except that I marvel at how the sky is yellow, 

the grass red, and so forth. Would this not con- 

firm, empirically, that our qualia were different? 

But suppose the technician then pulls the plug 

on the connecting cable, inverts it 180 degrees 

and reinserts it in the socket. Now I report the 

sky is blue, the grass green, and so forth. Which 

is the ‘right’ orientation of the plug? Designing 

203 

and building such a device would require that 

its ‘fidelity’ be tuned or calibrated by the nor- 

malization of the two subjects’ reports—so we 

would be right back at our evidential starting 

point. The moral of this intuition pump is that 

no intersubjective comparison of qualia is pos- 

sible, even with perfect technology. 

So matters stood until someone dreamt 

up the presumably improved version of the 

thought experiment: the intrapersonal inverted 

spectrum. The idea seems to have occurred 

to several people independently (Gert 1965; 

Putnam 1965; Taylor 1966; Shoemaker 1969, 

1975; Lycan 1973). Probably Block and Fodor 

1972 have it in mind when they say ‘It seems 

to us that the standard verificationist counter- 

arguments against the view that the ‘inverted 

spectrum’ hypothesis is conceptually incoher- 

ent are not persuasive’ (p. 172). In this version, 

intuition pump #5: the neurosurgical prank, the 

experiences to be compared are all in one mind. 

You wake up one morning to find that the grass 

has turned red, the sky yellow, and so forth. 

No one else notices any color anomalies in the 

world, so the problem must be in you. You are 

entitled, it seems, to conclude that you have un- 

dergone visual color qualia inversion (and we 

later discover, if you like, just how the evil neu- 

rophysiologists tampered with your neurons to 

accomplish this). 

Here it seems at first—and indeed for quite 

a while—that qualia are acceptable properties 

after all, because propositions about them can 

be justifiably asserted, empirically verified and 

even explained. After all, in the imagined case, 

we can tell a tale in which we confirm a detailed 

neurophysiological account of the precise eti- 

ology of the dramatic change you undergo. It 

is tempting to suppose, then, that neurophysio- 

logical evidence, incorporated into a robust and 

ramifying theory, would have all the resolv- 

ing power we could ever need for determining 

whether or not someone’s qualia have actually 

shifted. 

But this is a mistake. It will take some pa- 

tient exploration to reveal the mistake in depth, 

but the conclusion can be reached—if not 

secured—quickly with the help of intuition 

pump #6: alternative neurosurgery. There are 

(at least) two different ways the evil neurosur- 

geon might create the inversion effect described 

in intuition pump #5: 

1. Invert one of the ‘early’ qualia-producing 

channels, e.g. in the optic nerve, so that all 

relevant neural events ‘downstream’ are 
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the ‘opposite’ of their original and normal 

values. Ex hypothesi this inverts your 

qualia. 
2. Leave all those early pathways intact 

and simply invert certain memory-access 

links—whatever it is that accomplishes 

your tacit (and even unconscious!) com- 

parison of today’s hues with those of 

yore. Ex hypothesi this does not invert 

your qualia at all, but just your memory- 

anchored dispositions to react to them. 

On waking up and finding your visual world 

highly anomalous, you should exclaim ‘Egad! 

Something has happened! Either my qualia have 

been inverted or my memory-linked qualia re- 

actions have been inverted. I wonder which!’ 
The intrapersonal inverted spectrum thought 

experiment was widely supposed to be an im- 

provement, since it moved the needed compari- 

son into one subject’s head. But now we can see 

that this is an illusion, since the link to earlier 

experiences, the link via memory, is analogous 

to the imaginary cable that might link two sub- 

jects in the original version. 

This point is routinely—one might say 

traditionally—missed by the constructors of 

‘intra-subjective inverted spectrum’ thought 

experiments, who suppose that the subject’s 

noticing the difference—surely a vivid experi- 

ence of discovery by the subject—would have 

to be an instance of (directly? incorrigibly?) 

recognizing the difference as a shift in qualia. 

But as my example shows, we could achieve 

the same startling effect in a subject without 

tampering with his presumed qualia at all. Since 

ex hypothesi the two different surgical inva- 

sions can produce exactly the same introspec- 

tive effects while only one operation inverts 

the qualia, nothing in the subject’s experience 

can favor one of the hypotheses over the other, 

So unless he seeks outside help, the state of his 

own qualia must be as unknowable to him as 

the state of anyone else’s qualia. Hardly the 

privileged access or immediate acquaintance 

or direct apprehension the friends of qualia had 

supposed ‘phenomenal features’ to enjoy! 

The outcome of this series of thought experi- 

ments is an intensification of the ‘verificationist’ 

argument against qualia. /f there are qualia, they 

are even less accessible to our ken than we had 

thought. Not only are the classical intersubjec- 

tive comparisons impossible (as the Brainstorm 

machine shows), but we cannot tell in our own 

cases whether our qualia have been inverted—at 

least not by introspection. It is surely tempting 
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at this point—especially to non-philosophers— 

to decide that this paradoxical result must be an 

artifact of some philosophical misanalysis or 

other, the sort of thing that might well happen 

if you took a perfectly good pretheoretical 

notion—our everyday notion of qualia—and 

illicitly stretched it beyond the breaking point. 

The philosophers have made a mess; let them 

clean it up; meanwhile we others can get back 

to work, relying as always on our sober and un- 

metaphysical acquaintance with qualia. 

Overcoming this ubiquitous temptation is 

the task of the next section, which will seek to 

establish the unsalvageable incoherence of the 

hunches that lead to the paradox by looking more 

closely at their sources and their motivation. 

4. Making Mistakes about 
Qualia 

The idea that people might be mistaken about 

their own qualia is at the heart of the ongoing 

confusion, and must be explored in more detail, 

and with somewhat more realistic examples, if 

we are to see the delicate role it plays. 

Intuition pump #7: Chase and Sanborn. 

Once upon a time there were two coffee tast- 

ers, Mr Chase and Mr Sanborn, who worked for 

Maxwell House.’ Along with half a dozen other 

coffee tasters, their job was to ensure that the 

taste of Maxwell House stayed constant, year 

after year. One day, about six years after Mr 

Chase had come to work for Maxwell House, 

he confessed to Mr Sanborn: 

I hate to admit it, but I’m not enjoying this work 
any more. When I came to Maxwell House six 
years ago, I thought Maxwell House coffee was 
the best-tasting coffee in the world. I was proud 
to have a share in the responsibility for preserv- 
ing that flavor over the years. And we’ve done 
our job well; the coffee tastes just the same 
today as it tasted when I arrived. But, you know, 
I no longer like it! My tastes have changed. I’ve 
become a more sophisticated coffee drinker. I 
no longer like that taste at all. 

Sanborn greeted this revelation with consider- 

able interest. ‘It’s funny you should mention 

it,” he replied, ‘for something rather similar has 
happened to me.’ He went on: 

When I arrived here, shortly before you did, I, 
like you, thought Maxwell House coffee was 
tops in flavor. And now I, like you, really don’t 
care for the coffee we’re making. But my tastes 
haven’t changed; my . . . tasters have changed. 
That is, I think something has gone wrong 
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with my taste buds or some other part of my 
taste-analyzing perceptual machinery. Maxwell 
House coffee doesn’t taste to me the way it used 

to taste; if only it did, I’d still love it, for I still 

think that taste is the best taste in coffee. Now 
I’m not saying we haven’t done our job well. 
You other tasters all agree that the taste is the 
same, and I must admit that on a day-to-day 

basis I can detect no change either. So it must 
be my problem alone. I guess I’m no longer cut 
out for this work. 

Chase and Sanborn are alike in one way at 

least: they both used to like Maxwell House 

coffee, and now neither likes it. But they claim 

to be different in another way. Maxwell House 

tastes to Chase just the way it always did, but not 

so for Sanborn. But can we take their protesta- 

tions at face value? Must we? Might one or both 

of them simply be wrong? Might their predica- 

ments be importantly the same and their appar- 

ent disagreement more a difference in manner 

of expression than in experiential or psychologi- 

cal state? Since both of them make claims that 

depend on the reliability of their memories, is 

there any way to check on this reliability? 

My reason for introducing two characters in 

the example is not to set up an interpersonal 

comparison between how the coffee tastes to 

Chase and how it tastes to Sanborn, but just 

to exhibit, side-by-side, two poles between 

which cases of intrapersonal experiential shift 

can wander. Such cases of intrapersonal expe- 

riential shift, and the possibility of adaptation 

to them, or interference with memory in them, 

have often been discussed in the literature on 

qualia, but without sufficient attention to the 

details, in my opinion. Let us look at Chase 

first. Falling in for the nonce with the received 

manner of speaking, it appears at first that there 

are the following possibilities: 

(a) Chase’s coffee-taste-qualia have stayed 

constant, while his reactive attitudes to 

those qualia, devolving on his canons of 

aesthetic judgment, etc., have shifted— 

which is what he seems, in his informal, 

casual way, to be asserting. 

(b) Chase is simply wrong about the con- 

stancy of his qualia; they have shifted 

gradually and imperceptibly over the 

years, while his standards of taste haven’t 

budged—in spite of his delusions about 

having become more sophisticated. He is 

in the state Sanborn claims to be in, but 

just lacks Sanborn’s self-knowledge. 

(c) Chase is in some predicament intermedi- 

ate between (a) and (b); his qualia have 
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shifted some and his standards of judg- 

ment have also slipped. 

Sanborn’s case seems amenable to three coun- 

terpart versions: 

(a) Sanborn is right; his qualia have shifted, 

due to some sort of derangement in his 

perceptual machinery, but his standards 

have indeed remained constant. 

(b) Sanborn’s standards have shifted unbe- 

knownst to him. He is thus misremem- 

bering his past experiences, in what we 

might call a nostalgia effect. Think of 

the familiar experience of returning to 

some object from your childhood (a 

classroom desk, a tree-house) and find- 

ing it much smaller than you remember 

it to have been. Presumably as you grew 

larger your internal standard for what 

was large grew with you somehow, but 

your memories (which are stored as frac- 

tions or multiples of that standard) didn’t 

compensate, and hence when you con- 

sult your memory, it returns a distorted 

judgment. Sanborn’s  nostalgia-tinged 

memory of good old Maxwell House is 

similarly distorted. (There are obviously 

many different ways this impressionistic 

sketch of a memory mechanism could be 

implemented, and there is considerable 

experimental work in cognitive psychol- 

ogy that suggests how different hypoth- 

eses about such mechanisms could be 

tested.) 

(c) As before, Sanborn’s state is some com- 

bination of (a) and (b). 

I think that everyone writing about qualia 

today would agree that there are all these pos- 

sibilities for Chase and Sanborn. I know of no 

one these days who is tempted to defend the 

high line on infallibility or incorrigibility that 

would declare that alternative (a) is—and must 

be—the truth in each case, since people just 

cannot be wrong about such private, subjective 

matters.® 
Since quandaries are about to arise, how- 

ever, it might be wise to review in outline why 

the attractiveness of the infallibilist position 

is only superficial, so it won’t recover its erst- 

while allure when the going gets tough. First, 

in the wake of Wittgenstein 1958 and Malcolm 

1956, 1959, we have seen that one way to buy 

such infallibility is to acquiesce in the com- 

plete evaporation of content (Dennett 1976). 

‘Imagine someone saying: “But I know how tall 
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I am!’ and laying his hand on top of his head 

to prove it’ (Wittgenstein 1958, p. 96). By di- 

minishing one’s claim until there is nothing left 

to be right or wrong about, one can achieve a 

certain empty invincibility, but that will not do 

in this case. One of the things we want Chase to 

be right about (if he is right) is that he is not in 

Sanborn’s predicament, so if the claim is to be 

viewed as infallible, it can hardly be because it 

declines to assert anything. 

There is a strong temptation, I have found, 

to respond to my claims in this paper more or 

less as follows: ‘But after all is said and done, 

there is still something I know in a special 

way: I know how it is with me right now.’ But 

if absolutely nothing follows from this pre- 

sumed knowledge—nothing, for instance, that 

would shed any light on the different psycho- 

logical claims that might be true of Chase or 

Sanborn—what is the point of asserting that 

one has it? Perhaps people just want to reaffirm 
their sense of proprietorship over their own 

conscious states. 

The infallibilist line on qualia treats them as 

properties of one’s experience one cannot in 

principle misdiscover, and this is a mysterious 

doctrine (at least as mysterious as papal infal- 

libility) unless we shift the emphasis a little 

and treat qualia as logical constructs out of 

subjects’ qualia-judgments: a subject’s experi- 

ence has the quale F if and only if the subject 

judges his experience to have quale F. We can 

then treat such judgings as constitutive acts, 

in effect, bringing the quale into existence by 

the same sort of license as novelists have to 

determine the hair color of their characters by 

fiat. We do not ask how Dostoevski knows that 

Raskolnikov’s hair is light brown. 

There is a limited use for such interpretations 

of subjects’ protocols, I have argued (Dennett 

1978a; 1979, especially pp. 109-10; 1982), 

but they will not help the defenders of qualia 

here. Logical constructs out of judgments must 

be viewed as akin to theorists’ fictions, and the 

friends of qualia want the existence of a par- 

ticular quale in any particular case to be an 

empirical fact in good standing, not a theorist’s 

useful interpretive fiction, else it will not loom 

as a challenge to functionalism or materialism 

or third-person, objective science. 

It seems easy enough, then, to dream up em- 

pirical tests that would tend to confirm Chase 
and Sanborn’s different tales, but if passing 

such tests could support their authority (that is 

to say, their reliability), failing the tests would 

have to undermine it. The price you pay for the 

CONSCIOUSNESS 

possibility of empirically confirming your as- 

sertions is the outside chance of being discred- 

ited. The friends of qualia are prepared, today, 
to pay that price, but perhaps only because they 

haven’t reckoned how the bargain they have 

struck will subvert the concept they want to 

defend. 
Consider how we could shed light on the 

question of where the truth lies in the particular 

cases of Chase and Sanborn, even if we might 

not be able to settle the matter definitively. It 

is obvious that there might be telling objective 

support for one extreme version or another of 

their stories. Thus if Chase is unable to reiden- 

tify coffees, teas, and wines in blind tastings in 

which only minutes intervene between first and 

second sips, his claim to know that Maxwell 

House tastes just the same to him now as it 

did six years ago will be seriously undercut. 

Alternatively, if he does excellently in blind 

tastings, and exhibits considerable knowledge 

about the canons of coffee style (if such there 

be), his claim to have become a more sophisti- 

cated taster will be supported. Exploitation of 

the standard principles of inductive testing— 

basically Mill’s method of differences—can 

go a long way toward indicating what sort of 

change has occurred in Chase or Sanborn—a 

change near the brute perceptual processing 

end of the spectrum or a change near the ulti- 

mate reactive judgment end of the spectrum. 

And as Shoemaker 1982 and others have noted, 

physiological measures, suitably interpreted in 

some larger theoretical framework, could also 

weight the scales in favor of one extreme or 

the other. For instance, the well-studied phe- 

nomenon of induced illusory boundaries (see 

figure 25.1) has often been claimed to be a par- 

ticularly ‘cognitive’ illusion, dependent on ‘top 

down’ processes, and hence, presumably, near 

the reactive judgment end of the spectrum, but 

recent experimental work (Von der Heydt et al. 

1984) has revealed that ‘edge detector’ neurons 

relatively low in the visual pathways—in area 

18 of the visual cortex—are as responsive to 

illusory edges as to real light-dark boundaries 

on the retina, suggesting (but not quite proving, 

since these might somehow still be ‘descending 

effects’) that illusory contours are not imposed 

from on high, but generated quite early in visual 
processing. One can imagine discovering a sim- 
ilarly ‘early’ anomaly in the pathways leading 
from taste buds to judgment in Sanborn, for in- 
stance, tending to confirm his claim that he has 
suffered some change in his basic perceptual— 
as opposed to judgmental—machinery. 
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Figure 25.1 

But let us not overestimate the resolving 

power of such empirical testing. The space in 

each case between the two poles represented 

by possibility (a) and possibility (b) would be 

occupied by phenomena that were the product, 

somehow, of two factors in varying proportion: 

roughly, dispositions to generate or produce 

qualia and dispositions to react to the qualia 

once they are produced. (That is how our intui- 

tive picture of qualia would envisage it.) Qualia 

are supposed to affect our action or behavior 

only via the intermediary of our judgments 

about them, so any behavioral test, such as a 

discrimination or memory test, since it takes 

acts based on judgments as its primary data, can 

give us direct evidence only about the resultant 

of our two factors. In extreme cases we can have 

indirect evidence to suggest that one factor has 

varied a great deal, the other factor hardly at all, 

and we can test the hypothesis further by check- 

ing the relative sensitivity of the subject to vari- 

ations in the conditions that presumably alter 

the two component factors. But such indirect 

testing cannot be expected to resolve the issue 

when the effects are relatively small—when, 

for instance, our rival hypotheses are Chase’s 

preferred hypothesis (a) and the minor variant 

to the effect that his qualia have shifted a little 

and his standards less than he thinks. This will 

be true even when we include in our data any 

unintended or unconscious behavioral effects, 

for their import will be ambiguous (Would a 

longer response latency in Chase today be in- 

dicative of a process of ‘attempted qualia renor- 

malization’ or ‘extended aesthetic evaluation’ ?) 
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The limited evidential power of neuro- 

physiology comes out particularly clearly if 

we imagine a case of adaptation. Suppose, in 

intuition pump #8: the gradual post-operative 

recovery, that we have somehow ‘surgically 

inverted’ Chase’s taste bud connections in 

the standard imaginary way: post-operatively, 

sugar tastes salty, salt tastes sour, etc. But sup- 

pose further—and this is as realistic a supposi- 

tion as its denial—that Chase has subsequently 

compensated—as revealed by his behavior. He 

now says that the sugary substance we place on 

his tongue is sweet, and no longer favors gravy 

on his ice cream. Let us suppose the compensa- 

tion is so thorough that on all behavioral and 

verbal tests his performance is indistinguish- 

able from that of normal subjects—and from 

his own presurgical performance. 

If all the internal compensatory adjustment 

has been accomplished early in the process— 

intuitively, pre-qualia—then his qualia today 

are restored to just as they were (relative to 

external sources of stimulation) before the sur- 

gery. If on the other hand some or all of the in- 

ternal compensatory adjustment is post-qualia, 

then his qualia have not been renormalized 

even if he thinks they have. But the physiologi- 

cal facts will not in themselves shed any light 

on where in the stream of physiological process 

twixt tasting and telling to draw the line at which 

the putative qualia appear as properties of that 
phase of the process. The qualia are the ‘imme- 
diate or phenomenal’ properties, of course, but 

this description will not serve to locate the right 

phase in the physiological stream, for, echoing 
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intuition pump #6, there will always be at least 

two possible ways of interpreting the neuro- 

physiological theory, however it comes out. 

Suppose our physiological theory tells us (in as 

much detail as you like) that the compensatory 

effect in him has been achieved by an adjust- 

ment in the memory-accessing process that is 

required for our victim to compare today’s hues 

to those of yore. There are still two stories that 

might be told: 

I. Chase’s current qualia are still abnormal, 

but thanks to the revision in his memory- 

accessing process, he has in effect adjusted 

his memories of how things used to taste, 

so he no longer notices any anomaly. 

II. The memory-comparison step occurs 

just prior to the qualia phase in taste per- 

ception; thanks to the revision, it now 

yields the same old qualia for the same 

stimulation. 

In (I) the qualia contribute to the input, in 

effect, to the memory-comparator. In (II) they 

are part of the output of the memory-comparator. 

These seem to be two substantially different 

hypotheses, but the physiological evidence, no 

matter how well developed, will not tell us on 

which side of memory to put the qualia. Chase’s 

introspective evidence will not settle the issue 

between (I) and (II) either, since ex hypothesi 

those stories are not reliably distinguishable by 

him. Remember that it was in order to confirm 

or disconfirm Chase’s opinion that we turned 

to the neurophysiological evidence in the first 

place. We can hardly use his opinion in the 

end to settle the matter between our rival neu- 

rophysiological theories. Chase may think that 

he thinks his experiences are the same as before 

because they really are (and he remembers ac- 

curately how it used to be), but he must admit 

that he has no introspective resources for distin- 

guishing that possibility from alternative (1), on 

which he thinks things are as they used to be 

because his memory of how they used to be has 

been distorted by his new compensatory habits. 

Faced with their subject’s systematic neutral- 

ity, the physiologists may have their own rea- 

sons for preferring (I) to (ID) or vice versa, for 

they may have appropriated the term ‘qualia’ 

to their own theoretical ends, to denote some 

family of detectable properties that strike them 

as playing an important role in their neurophys- 

iological theory of perceptual recognition and 

memory. Chase or Sanborn might complain— 

in the company of more than a few philo- 

sophical spokesmen—that these properties the 
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neurophysiologists choose to call ‘qualia’ are 

not the qualia they are speaking of. The scien- 

tists’ retort is: ‘If we cannot distinguish (I) from 

(II), we certainly cannot support either of your 

claims. If you want our support, you must relin- 

quish your concept of qualia.’ 

What is striking about this is not just that the 

empirical methods would fall short of distin- 

guishing what seem to be such different claims 

about qualia, but that they would fall short in 

spite of being better evidence than the sub- 

ject’s own introspective convictions. For the 

subject’s own judgments, like the behaviors or 

actions that express them, are the resultant of 

our two postulated factors, and cannot discern 

the component proportions any better than ex- 

ternal behavioral tests can. Indeed, a subject’s 

‘introspective’ convictions will generally be 

worse evidence than what outside observers can 

gather. For if our subject is—as most are—a 

‘naive subject,’ unacquainted with statistical 

data about his own case or similar cases, his 

immediate, frank judgments are, evidentially, 

like any naive observer’s perceptual judgments 

about factors in the outside world. Chase’s intui- 

tive judgments about his qualia constancy are no 

better off, epistemically, than his intuitive judg- 

ments about, say, lighting intensity constancy or 

room temperature constancy—or his own body 

temperature constancy. Moving to a condition 

inside his body does not change the intimacy 

of the epistemic relation in any special way. Is 

Chase running a fever or just feeling feverish? 

Unless he has taken steps to calibrate and cross- 

check his own performance, his opinion that 

his fever-perception apparatus is undisturbed 

is no better than a hunch. Similarly, Chase may 

have a strongly held opinion about the degree to 

which his taste-perceiving apparatus has main- 

tained its integrity, and the degree to which his 
judgment has evolved through sophistication, 

but pending the results of the sort of laborious 

third-person testing just imagined, he would be 

a fool to claim to know—especially to know di- 

rectly or immediately—that his was a pure case 

(a), closer to (a) than to (b), or a case near (b). 

He is on quite firm ground, epistemically, 

when he reports that the relation between his 

coffee-sipping activity and his judging activity 
has changed. Recall that this is the factor that 
Chase and Sanborn have in common: they used 
to like Maxwell House; now they don’t. But 
unless he carries out on himself the sorts of tests 
others might carry out on him, his convictions 
about what has stayed constant (or nearly so) 
and what has shifted must be sheer guessing. 



QUINING QUALIA 

But then qualia—supposing for the time being 

that we know what we are talking about—must 

lose one of their ‘essential’ second-order prop- 

erties: far from being directly or immediately 

apprehensible properties of our experience, they 

are properties whose changes or constancies are 

either entirely beyond our ken, or inferrable (at 

best) from ‘third-person’ examinations of our 

behavioral and physiological reaction patterns 

(if Chase and Sanborn acquiesce in the neuro- 

physiologists’ sense of the term). On this view, 

Chase and Sanborn should be viewed not as in- 

trospectors capable of a privileged view of these 

properties, but as autopsychologists, theorists 

whose convictions about the properties of their 

own nervous systems are based not only on their 

‘immediate’ or current experiential convictions, 

but also on their appreciation of the import of 

events they remember from the recent past. 

There are, as we shall see, good reasons for 

neurophysiologists and other ‘objective, third- 

person’ theorists to single out such a class of 

properties to study. But they are not qualia, for 

the simple reason that one’s epistemic rela- 

tion to them is exactly the same as one’s epis- 

temic relation to such external, but readily—if 

fallibly—detectable, properties as room tem- 

perature or weight. The idea that one should 

consult an outside expert, and perform elabo- 

rate behavioral tests on oneself in order to con- 

firm what qualia one had, surely takes us too far 

away from our original idea of qualia as proper- 

ties with which we have a particularly intimate 

acquaintance. 
So perhaps we have taken a wrong turning. 

The doctrine that led to this embarrassing result 

was the doctrine that sharply distinguished 

qualia from their (normal) effects on reactions. 

Consider Chase again. He claims that coffee 

tastes ‘just the same’ as it always did, but he 

admits—nay insists—that his reaction to ‘that 

taste’ is not what it used to be. That is, he pre- 

tends to be able to divorce his apprehension (or 

recollection) of the quale—the taste, in ordi- 

nary parlance—from his different reactions to 

the taste. But this apprehension or recollection 

is itself a reaction to the presumed quale, so 

some sleight-of-hand is being perpetrated— 

innocently no doubt—by Chase. So suppose 

instead that Chase had insisted that precisely 

because his reaction was now different, the 
taste had changed for him. (When he told his 

wife his original tale, she said ‘Don’t be silly! 
Once you add the dislike you change the expe- 

rience!’—and the more he thought about it, the 

more he decided she was right.) 

209 

Intuition pump #9: the experienced beer 

drinker. It is familiarly said that beer, for ex- 

ample, is an acquired taste; one gradually trains 

oneself—or just comes—to enjoy that flavor. 

What flavor? The flavor of the first sip? No 

one could like that flavor, an experienced beer 
drinker might retort: 

Beer tastes different to the experienced beer 
drinker. If beer went on tasting to me the way 
the first sip tasted, I would never have gone on 

drinking beer! Or to put the same point the other 

way around, if my first sip of beer had tasted 
to me the way my most recent sip just tasted, I 
would never have had to acquire the taste in the 

first place! I would have loved the first sip as 
much as the one I just enjoyed. 

If we let this speech pass, we must admit that 

beer is not an acquired taste. No one comes to 

enjoy the way the first sip tasted. Instead, pro- 

longed beer drinking leads people to experience 

a taste they enjoy, but precisely their enjoying 

the taste guarantees that it is not the taste they 

first experienced.’ 
But this conclusion, if it is accepted, wreaks 

havoc of a different sort with the traditional 

philosophical view of qualia. For if it is admit- 

ted that one’s attitudes towards, or reactions to, 

experiences are in any way and in any degree 

constitutive of their experiential qualities, so 

that a change in reactivity amounts to or guar- 

antees a change in the property, then those 

properties, those ‘qualitative or phenomenal 

features,’ cease to be ‘intrinsic’ properties, and 

in fact become paradigmatically extrinsic, rela- 

tional properties. 

Properties that “seem intrinsic’ at first often 

turn out on more careful analysis to be relational. 

Bennett 1965 is the author of intuition pump 

#10: the world-wide eugenics experiment. He 

draws our attention to phenol-thio-urea, a sub- 

stance which tastes very bitter to three-fourths 

of humanity, and as tasteless as water to the 

rest. Is it bitter? Since the reactivity to phenol- 

thio-urea is genetically transmitted, we could 

make it paradigmatically bitter by performing 

a large-scale breeding experiment: prevent the 

people to whom it is tasteless from breeding, 

and in a few generations phenol would be as 

bitter as anything to be found in the world. But 

we could also (in principle!) perform the con- 

trary feat of mass ‘eugenics’ and thereby make 

phenol paradigmatically tasteless—as__taste- 

less as water—without ever touching phenol. 

Clearly, public bitterness or tastelessness is 

not an intrinsic property of phenol-thio-urea 

but a relational property, since the property is 
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changed by a change in the reference class of 

normal detectors. 

The public versions of perceptual ‘qualia’ 

all seem intrinsic, in spite of their relationality. 

They are not alone. Think of the ‘felt value’ of 

a dollar (or whatever your native currency is). 

‘How much is that in real money?’ the American 

tourist is reputed to have asked, hoping to trans- 

late a foreign price onto the scale of ‘intrinsic 

value’ he keeps in his head. As Elster 1985 
claims, ‘there is a tendency to overlook the im- 

plicitly relational character of certain monadic 

predicates.’ Walzer 1985 points out that *...a 

ten-dollar bill might seem to have a life of its 

own as a thing of value, but, as Elster suggests, 

its value implicitly depends on ‘other people 
who are prepared to accept money as payment 
for goods.’ But even as one concedes this, there 

is still a tendency to reserve something subjec- 

tive, felt value, as an ‘intrinsic’ property of that 

ten-dollar bill. But as we now see, such intrinsic 

properties cannot be properties to which a sub- 

ject’s access is in any way privileged. 

Which way should Chase go? Should he take 

his wife’s advice and declare that since he can’t 

stand the coffee any more, it no longer tastes 

the same to him (it used to taste good and now 

it tastes bad)? Or should he say that really, in a 

certain sense, it does taste the way it always did 

or at least it sort of does—when you subtract 

the fact that it tastes so bad now, of course? 

We have now reached the heart of my case. 

The fact is that we have to ask Chase which 

way he wants to go, and there really are two 

drastically different alternatives available to 

him if we force the issue. Which way would you 

go? Which concept of qualia did you ‘always 

have in the back of your mind,’ guiding your 

imagination as you thought about theories? If 

you acknowledge that the answer is not obvi- 

ous, and especially if you complain that this 

forced choice drives apart two aspects that you 

had supposed united in your pretheoretic con- 

cept, you support my contention that there is no 

secure foundation in ordinary ‘folk psychology’ 

for a concept of qualia. We normally think in a 

confused and potentially incoherent way when 

we think about the ways things seem to us. 

When Chase thinks of ‘that taste’ he thinks 
equivocally or vaguely. He harkens back in 

memory to earlier experiences but need not 

try—or be able—to settle whether he is in- 

cluding any or all of his reactions or excluding 

them from what he intends by ‘that taste.’ His 
state then and his state now are different—that 

he can avow with confidence—but he has no 
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‘immediate’ resources for making a finer dis- 

tinction, nor any need to do so,"° 
This suggests that qualia are no more essen- 

tial to the professional vocabulary of the phe- 

nomenologist (or professional coffee taster) 

than to the vocabulary of the physiologist 

(Dennett 1978b). To see this, consider again the 

example of my dislike of cauliflower. Imagine 

now, in intuition pump #11: the cauliflower 

cure, that someone offers me a pill to cure my 

loathing for cauliflower. He promises that after 

I swallow this pill cauliflower will taste exactly 

the same to me as it always has, but I will like 

that taste! ‘Hang on,’ I might reply. ‘I think you 

may have just contradicted yourself.’ But in 

any event I take the pill and it works. I become 

an instant cauliflower-appreciater, but if I am 

asked which of the two possible effects (Chase- 

type or Sanborn-type) the pill has had on me, 

I will be puzzled, and will find nothing in my 

experience to shed light on the question. Of 

course I recognize that the taste is (sort of) the 

same—the pill hasn’t made cauliflower taste 

like chocolate cake, after all—but at the same 

time my experience is so different now that I 

resist saying that cauliflower tastes the way it 

used to taste. There is in any event no reason 

to be cowed into supposing that my cauliflower 

experiences have some intrinsic properties 

behind, or in addition to, their various disposi- 

tional, reaction-provoking properties. 

‘But in principle there has to be a right 

answer to the question of how it is, intrinsically, 

with you now, even if you are unable to say 

with any confidence!’ Why? Would one say the 

same about all other properties of experience? 

Consider intuition pump #12: visual field inver- 

sion created by wearing inverting spectacles, a 

phenomenon which has been empirically stud- 

ied for years. (G. M. Stratton published the pio- 

neering work in 1896, and J. J. Gibson and Ivo 

Kohler were among the principal investigators. 

For an introductory account, see Gregory 1977.) 

After wearing inverting spectacles for several 

days subjects make an astonishingly success- 

ful adaptation. Suppose we pressed on them 

this question: ‘Does your adaptation consist in 

your re-inverting your visual field, or in your 

turning the rest of your mind upside-down in a 

host of compensations?’ If they demur, may we 

insist that there has to be a right answer, even 
if they cannot say with any confidence which 
it is? Such an insistence would lead directly 
to a new version of the old inverted spectrum 
thought experiment: ‘How do I know whether 
some people see things upside-down (but are 
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perfectly used to it), while others see things 
right-side-up?’ 

Only a very naive view of visual perception 

could sustain the idea that one’s visual field has 

a property of right-side-upness or upsidedown- 

ness independent of one’s dispositions to react 

to it— intrinsic right-side-upness’ we could 
call it. (See my discussion of the properties of 

the ‘images’ processed by the robot SHAKEY 

in Dennett 1982.) So not all properties of con- 

scious experience invite or require treatment as 

‘intrinsic’ properties. Is there something distin- 

guishing about a certain subclass of properties 

(the ‘qualitative or phenomenal’ subclass, pre- 

sumably) that forces us to treat them—unlike 

subjective right-side-upness—as intrinsic prop- 

erties? If not, such properties have no role to 

play, in either physiological theories of experi- 

ence, or in introspective theories. 

Some may be inclined to argue this way: 

I can definitely imagine the experience of 

‘spectrum inversion’ from the inside; after all 

I have actually experienced temporary effects 

of the same type, such as the ‘taste displace- 

ment’ effect of the maple syrup on the orange 

juice. What is imaginable, or actual, is possible. 

Therefore spectrum inversion or displacement 

(in all sensory modalities) is possible. But such 

phenomena just are the inversion or displace- 

ment of qualia, or intrinsic subjective proper- 

ties. Therefore there must be qualia: intrinsic 

subjective properties. 

This is fallacious. What one imagines and 

what one says one imagines may be two differ- 

ent things. To imagine visual field inversion, of 

the sort Stratton and Kohler’s subjects experi- 

enced, is not necessarily to imagine the absolute 

inversion of a visual field (even if that is what 

it ‘feels like’ to the subjects). Less obviously, 

imagining—as vividly as you like—a case of 

subjective color-perception displacement is not 

necessarily imagining what that phenomenon 

is typically called by philosophers: an inverted 

or displaced spectrum of qualia. In so far as 

that term carries the problematic implications 

scouted here, there is no support for its use aris- 

ing simply from the vividness or naturalness of 

the imagined possibility. 
If there are no such properties as qualia, does 

that mean that ‘spectrum inversion’ is impos- 

sible? Yes and no. Spectrum inversion as classi- 

cally debated is impossible, but something like 

it is perfectly possible—something that is as 

like ‘qualia inversion’ as visual field inversion 

is like the impossible absolute visual image in- 

version we just dismissed. 
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5. Some Puzzling Real Cases 

It is not enough to withhold our theoretical 

allegiances until the sunny day when the phi- 

losophers complete the tricky task of purifying 

the everyday concept of qualia. Unless we take 

active steps to shed this source concept, and 

replace it with better ideas, it will continue to 

cripple our imaginations and systematically dis- 

tort our attempts to understand the phenomena 

already encountered. 

What we find, if we look at the actual phe- 

nomena of anomalies of color perception, for 

instance, amply bears out our suspicions about 

the inadequacy of the traditional notion of 

qualia. Several varieties of cerebral achroma- 

topsia (brain based impairment of color vision) 

have been reported, and while there remains 

much that is unsettled about their analysis, there 

is little doubt that the philosophical thought ex- 

periments have underestimated or overlooked 

the possibilities for counter-intuitive collec- 

tions of symptoms, as a few very brief excerpts 

from case histories will reveal. 

Objects to the right of the vertical meridian ap- 
peared to be of normal hue, while to the left they 
were perceived only in shades of gray, though 

without distortions of form. . . . He was unable 
to recognize or name any color in any portion of 

the left field of either eye, including bright reds, 

blues, greens and yellows. As soon as any por- 

tion of the colored object crossed the vertical 

meridian, he was able to instantly recognize and 
accurately name its color. (Damasio et al. 1980) 

This patient would seem at first to be unprob- 

lematically describable as suffering a_ shift 

or loss of color qualia in the left hemifield, 

but there is a problem of interpretation here, 

brought about by another case: 

The patient failed in all tasks in which he was 

required to match the seen color with its spoken 
name. Thus, the patient failed to give the names 
of colors and failed to choose a color in re- 
sponse to its name. By contrast he succeeded on 

all tasks where the matching was either purely 
verbal or purely nonverbal. Thus, he could 
give verbally the names of colors correspond- 
ing to named objects and vice versa. He could 
match seen colors to each other and to pictures 
of objects and could sort colors without error. 
(Geschwind and Fusillo 1966) 

This second patient was quite unaware of 

any deficit. He ‘never replied with a simple ‘I 

don’t know’ to the demand for naming a color’ 

(Geschwind and Fusillo 1966, p. 140). There is 

a striking contrast between these two patients; 
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both have impaired ability to name the colors 

of things in at least part of their visual field, but 

whereas the former is acutely aware of his defi- 

cit, the latter is not. Does this difference make 

all the difference about qualia? If so, what on 

earth should we say about this third patient? 

His other main complaint was that ‘everything 
looked black or grey’ and this caused him some 
difficulty in everyday life. . .. He had consider- 

able difficulty recognizing and naming colours. 
He would, for example, usually describe bright 

red objects as either red or black, bright green 

objects as either green, blue or black, and bright 

blue objects as black. The difficulty appeared to 
be perceptual and he would make remarks sug- 

gesting this; for example when shown a bright 
red object he said ‘a dirty smudgy red, not as 

red as you would normally see red.’ Colours of 

lesser saturation or brightness were described in 

such terms as ‘grey’ ‘off-white’ or “black,” but 
if told to guess at the colour, he would be cor- 
rect on about 50 per cent of occasions, being 
notably less successful with blues and greens 
than reds. (Meadows 1974) 

This man’s awareness of his deficit is problem- 

atic to say the least. It contrasts rather sharply 

with yet another case: 

One morning in November 1977, upon awak- 
ening, she noted that although she was able to 

see details of objects and people, colors ap- 
peared ‘drained out’ and ‘not true.’ She had no 
other complaint . . . her vision was good, 20/20 

in each eye... The difficulty in color percep- 
tion persisted, and she had to seek the advice 
of her husband to choose what to wear. Eight 

weeks later she noted that she could no longer 

recognize the faces of her husband and daugh- 
ter... . [So in] addition to achromatopsia, the 

patient had prosopagnosia, but her linguistic 
and cognitive performances were otherwise un- 
affected. The patient was able to tell her story 
cogently and to have remarkable insight about 
her defects. (Damasio et al. 1980) 

As Meadows notes, ‘Some patients thus com- 

plain that their vision for colours is defective 

while others have no spontaneous complaint 

but show striking abnormalities on testing.’ 

What should one say in these cases? When no 

complaint is volunteered but the patient shows 

an impairment in color vision, is this a sign 

that his qualia are unaffected? (‘His capaci- 

ties to discriminate are terribly impaired, but 

luckily for him, his inner life is untouched by 
this merely public loss!’) We could line up the 

qualia this way, but equally we could claim that 

the patient has simply not noticed the perhaps 

gradual draining away or inversion or merging 
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of his qualia revealed by his poor performance. 

(‘So slowly did his inner life lose its complex- 

ity and variety that he never noticed how im- 

poverished it had become!’) What if our last 

patient described her complaint just as she did 

above, but performed normally on testing? One 

hypothesis would be that her qualia had indeed, 

as she suggested, become washed out. Another 

would be that in the light of her sterling per- 

formance on the color discrimination tests, 

her qualia were fine; she was suffering from 

some hysterical or depressive anomaly, a sort 

of color-vision hypochondria that makes her 

complain about a loss of color perception. Or 

perhaps one could claim that her qualia were 

untouched; her disorder was purely verbal: an 

anomalous understanding of the words she uses 

to describe her experience. (Other startlingly 

specific color-word disorders have been re- 

ported in the literature.) 

The traditional concept leads us to overlook 

genuine possibilities. Once we have learned of 

the curious deficit reported by Geschwind and 

Fusillo, for instance, we realize that our first pa- 

tient was never tested to see if he could still sort 

colors seen on the left or pass other non-naming, 

non-verbal color-blindness tests. Those tests 

are by no means superfluous. Perhaps he would 

have passed them; perhaps, in spite of what he 

says his qualia are as intact for the left field as 

for the right!—if we take the capacity to pass 

such tests as ‘criterial.’ Perhaps his problem is 

‘purely verbal.’ If your reaction to this hypoth- 

esis is that this is impossible, that must mean 

you are making his verbal, reporting behavior 

sovereign in settling the issue—but then you 

must rule out a priori the possibility of the con- 

dition I described as color-vision hypochondria. 

There is no prospect of finding the answers 

to these brain-teasers in our everyday usage 

or the intuitions it arouses, but it is of course 

open to the philosopher to create an edifice of 

theory defending a particular set of interlocking 

proposals. The problem is that although nor- 

mally a certain family of stimulus and bodily 
conditions yields a certain family of effects, 

any particular effect can be disconnected, and 
our intuitions do not tell us which effects are 
‘essential’ to quale identity or qualia constancy 
(cf. Dennett 1978a, chapter 11). It seems fairly 
obvious to me that none of the real problems of 
interpretation that face us in these curious cases 
is advanced by any analysis of how the concept 
of qualia is to be applied—unless we wish to 
propose a novel, technical sense for which the 
traditional term might be appropriated. But that 
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would be at least a tactical error: the intuitions 

that surround and purport to anchor the current 

understanding of the term are revealed to be in 

utter disarray when confronted with these cases. 

My informal sampling shows that some 

philosophers have strong opinions about each 

case and how it should be described in terms 

of qualia, but they find they are in strident (and 

ultimately comic) disagreement with other phi- 

losophers about how these ‘obvious’ descrip- 

tions should go. Other philosophers discover 

they really don’t know what to say—not be- 

cause there aren’t enough facts presented in the 

descriptions of the cases, but because it begins 

to dawn on them that they haven’t really known 

what they were talking about over the years. 

6. Filling the Vacuum 

If qualia are such a bad idea, why have they 

seemed to be such a good idea? Why does it 

seem as if there are these intrinsic, ineffable, 

private, ‘qualitative’ properties in our experi- 

ence? A review of the presumptive second-order 

properties of the properties of our conscious 

experiences will permit us to diagnose their at- 

tractiveness and find suitable substitutes. (For a 

similar exercise see Kitcher 1979). 

Consider ‘intrinsic’ first. It is far from clear 

what an intrinsic property would be. Although 

the term has had a certain vogue in philosophy, 

and often seems to secure an important contrast, 

there has never been an accepted definition of 

the second-order property of intrinsicality. If 

even such a brilliant theory-monger as David 

Lewis can try and fail, by his own admission, 

to define the extrinsic/intrinsic distinction co- 

herently, we can begin to wonder if the concept 

deserves our further attention after all. In fact 

Lewis 1983 begins his survey of versions of the 

distinction by listing as one option: “We could 

Quine the lot, give over the entire family as un- 
intelligible and dispensable,’ but he dismisses 

the suggestion immediately: “That would be 

absurd’ (p. 197). In the end, however, his effort 

to salvage the accounts of Chisholm 1976 and 

Kim 1982 are stymied, and he conjectures that 

‘if we still want to break in we had best try an- 

other window’ (p. 200). 
Even if we are as loath as Lewis is to aban- 

don the distinction, shouldn’t we be suspicious 
of the following curious fact? If challenged 

to explain the idea of an intrinsic property to 

a neophyte, many people would hit on the fol- 

lowing sort of example: consider Tom’s ball; 
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it has many properties, such as its being made 

of rubber from India, its belonging to Tom, its 

having spent the last week in the closet, and its 

redness. All but the last of these are clearly rela- 

tional or extrinsic properties of the ball. Its red- 

ness, however, is an intrinsic property. Except 

this isn’t so. Ever since Boyle and Locke we 

have known better. Redness—public redness— 

is a quintessentially relational property, as 

many thought experiments about ‘secondary 

qualities’ show. (One of the first was Berkeley’s 

[1713] pail of lukewarm water, and one of the 

best is Bennett’s [1965] phenol-thio-urea.) The 

seductive step, on learning that public redness 

(like public bitterness, etc.) is a relational prop- 

erty after all, is to cling to intrinsicality (‘some- 

thing has to be intrinsic!) and move it into the 

subject’s head. It is often thought, in fact, that 

if we take a Lockean, relational position on ob- 

jective bitterness, redness, etc., we must com- 

plete our account of the relations in question by 

appeal to non-relational, intrinsic properties. If 

what it is to be objectively bitter is to produce 

a certain effect in the members of the class of 

normal observers, we must be able to specify 

that effect, and distinguish it from the effect 

produced by objective sourness and so forth. 

What else could distinguish this effect but 

some intrinsic property? Why not another rela- 

tional or extrinsic property? The relational treat- 

ment of monetary value does not require, for 

its completion, the supposition of items of in- 

trinsic value (value independent of the valuers’ 

dispositions to react behaviorally). The claim 

that certain perceptual properties are different 

is, in the absence of any supporting argument, 

just question-begging. It will not do to say that 

it is just obvious that they are intrinsic. It may 

have seemed obvious to some, but the consid- 

erations raised by Chase’s quandary show that 

it is far from obvious that any intrinsic property 

(whatever that comes to) could play the role of 

anchor for the Lockean relational treatment of 

the public perceptual properties. 

Why not give up intrinsicality as a second- 

order property altogether, at least pending reso- 

lution of the disarray of philosophical opinion 

about what intrinsicality might be? Until such 

time the insistence that qualia are the intrinsic 

properties of experience is an empty gesture at 

best; no one could claim that it provides a clear, 

coherent, understood prerequisite for theory." 
What, then, of ineffability? Why does it 

seem that our conscious experiences have inef- 

fable properties? Because they do have practi- 

cally ineffable properties. Suppose, in intuition 
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pump #13: the osprey cry, that I have never 

heard the cry of an osprey, even in a record- 

ing, but know roughly, from reading my bird 

books, what to listen for: ‘a series of short, 

sharp, cheeping whistles, cheep cheep or chewk 

chewk, etc; sounds annoyed’ (Peterson 1947) 

(or words to that effect or better). The verbal 

description gives me a partial confinement of 

the logical space of possible bird cries. On its 

basis I can rule out many bird calls I have heard 

or might hear, but there is still a broad range of 

discriminable-by-me possibilities within which 

the actuality lies hidden from me like a needle 

in a haystack. 

Then one day, armed with both my verbal 

description and my binoculars, I identify an 

osprey visually, and then hear its cry. So that’s 

what it sounds like, I say to myself, ostending— 

it seems—a particular mental complex of in- 

trinsic, ineffable qualia. I dub the complex 

‘S’ (pace Wittgenstein), rehearse it in short 

term memory, check it against the bird book 

descriptions, and see that while the verbal de- 

scriptions are true, accurate and even poetically 

evocative—I decide I could not do better with a 

thousand words—they still fall short of captur- 

ing the qualia-complex I have called S. In fact, 

that is why I need the neologism ‘S’ to refer 

directly to the ineffable property I cannot pick 

out by description. My perceptual experience 

has pinpointed for me the location of the osprey 

cry in the logical space of possibilities in a way 

verbal description could not. 

But tempting as this view of matters is, it is 
overstated. First of all, it is obvious that from a 

single experience of this sort I don’t—can’t— 

know how to generalize to other osprey calls. 

Would a cry that differed only in being half an 

octave higher also be an osprey call? That is an 

empirical, ornithological question for which 

my experience provides scant evidence. But 

moreover—and this is a psychological, not or- 

nithological, matter—I don’t and can’t know, 

from a single such experience, which physi- 

cal variations and constancies in stimuli would 

produce an indistinguishable experience in 

me. Nor can I know whether I would react the 

same (have the same experience) if I were pre- 

sented with what was, by all physical measures, 

a re-stimulation identical to the first. I cannot 

know the modulating effect, if any, of varia- 

tions in my body (or psyche). 

This inscrutability of projection is surely one 

of the sources of plausibility for Wittgenstein’ s 

skepticism regarding the possibility of a private 
language. 
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Wittgenstein emphasizes that ostensive defini- 
tions are always in principle capable of being 
misunderstood, even the ostensive definition 

of a color word such as ‘sepia.’ How someone 
understands the word is exhibited in the way 
someone goes on, ‘the use that he makes of the 

word defined.’ One may go on in the right way 
given a purely minimal explanation, while on 
the other hand one may go on in another way no 
matter how many clarifications are added, since 
these too can be misunderstood . . . (Kripke 

1982, p. 83; see also pp. 40-6) 

But what is inscrutable in a single glance, and 

somewhat ambiguous after limited testing, can 

come to be justifiably seen as the deliverance 

of a highly specific, reliable, and projectible 

property-detector, once it has been field-tested 

under a suitably wide variety of circumstances. 

In other words, when first I hear the osprey 

cry, I may have identified a property-detector 

in myself, but I have no idea (yet) what prop- 

erty my new-found property-detector detects. 

It might seem then that I know nothing new at 

all—that my novel experience has not improved 

my epistemic predicament in the slightest. But 

of course this is not so. I may not be able to 

describe the property or identify it relative to 

any readily usable public landmarks (yet), but 

I am acquainted with it in a modest way: I can 

refer to the property I detected: it is the property 

I detected in that event. My experience of the 

osprey cry has given me a new way of think- 

ing about osprey cries (an unavoidably inflated 

way of saying something very simple) which is 

practically ineffable both because it has (as yet 

for me) an untested profile in response to per- 

ceptual circumstances, and because it is—as the 

poverty of the bird-book description attests— 

such a highly informative way of thinking: a 

deliverance of an informationally very sensitive 
portion of my nervous system. 

In this instance I mean information in the 
formal information theory sense of the term. 

Consider (intuition pump #14: the Jell-O box) 

the old spy trick, most famously encountered in 

the case of Julius and Ethel Rosenberg, of im- 

proving on a password system by tearing some- 

thing in two (a Jell-O box, in the Rosenberg’s 

case), and giving half to each of the two par- 

ties who must be careful about identifying each 

other. Why does it work? Because tearing the 

paper in two produces an edge of such infor- 

mational complexity that it would be virtually 
impossible to reproduce by deliberate construc- 
tion. (Cutting the Jell-O box with straight edge 
and razor would entirely defeat the purpose.) 
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The particular jagged edge of one piece be- 

comes a practically unique pattern-recognition 

device for its mate; it is an apparatus for detect- 

ing the shape property M, where M is uniquely 

instantiated by its mate. It is of the essence of 

the trick that we cannot replace our dummy 

predicate ‘M’ with a longer, more complex, 

but accurate and exhaustive description of the 

property, for if we could, we could use the de- 

scription as a recipe or feasible algorithm for 

producing another instance of M or another M 

detector. The only readily available way of 

saying what property M is is just to point to our 

M-detector and say that M is the shape property 

detected by this thing here. 

And that is just what we do when we seem 

to ostend, with the mental finger of inter inten- 

tion, a quale or qualia-complex in our experi- 

ence. We refer to a property—a public property 

of uncharted boundaries—via reference to our 

personal and idiosyncratic capacity to respond 

to it. That idiosyncrasy is the extent of our pri- 

vacy. If | wonder whether your blue is my blue, 

your middle-C is my middle-C, I can coherently 

be wondering whether our discrimination pro- 

files over a wide variation in conditions will be 

approximately the same. And they may not be; 

people experience the world quite differently. 

But that is empirically discoverable by all the 

usual objective testing procedures." 

Peter Bieri has pointed out to me that there 

is a natural way of exploiting Dretske’s (1981) 

sense of information in a reformulation of my 

first three second-order properties of qualia: in- 

trinsicality, ineffability, and privacy. (There are 

problems with Dretske’s attempt to harness in- 

formation theory in this way—see my discussion 

in ‘Evolution, error and intentionality’ (Dennett 

1987)—but they are not relevant to this point.) 

We could speak of what Bieri would call ‘phe- 

nomenal information properties’ of psycho- 

logical events. Consider the information—what 

Dretske would call the natural meaning—that 

a type of internal perceptual event might carry. 

That it carries that information is an objective 

(and hence, in a loose sense, intrinsic) matter 

since it is independent of what information (if 

any) the subject takes the event type to carry. 

Exactly what information is carried is (practi- 

cally) ineffable, for the reasons just given. And 
it is private in the sense just given: proprietary 

and potentially idiosyncratic. 

Consider how Bieri’s proposed ‘phenomenal 

information properties’ (let’s call them pips) 

would apply in the case of Chase and Sanborn. 

Both Chase and Sanborn ought to wonder 
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whether their pips have changed. Chase’s speech 

shows that he is under the impression that his pips 

are unchanged (under normal circumstances— 

all bets are off if he has just eaten horseradish). 

He believes that the same objective things in 

the world—in particular, chemically identical 

caffeine-rich fluids—give rise to his particular 

types of taste-experiences now as six years ago. 

Sanborn is under the impression that his pips 

are different. He thinks his objective property- 

detectors are deranged. He no longer has confi- 

dence that their deliverances today inform him 

of what they did six years ago. And what, ex- 

actly, did they inform him of then? If Sanborn 

were an ordinary person, we would not expect 

him to have an explicit answer, since most of 

us treat our taste-detectors as mere M-detectors, 

detecting whatever-it-is that they detect. (There 

are good reasons for this, analyzed by Akins 

1987.) But professional coffee-tasters are prob- 

ably different. They probably have some pretty 

good idea of what kind of chemical-analysis 

transduction machinery they have in their 

mouths and nervous systems. 
So far, so good. We could reinterpret Chase 

and Sanborn’s speeches as hypotheses about 

the constancies or changes in the outputs of 

their perceptual information-processing ap- 

paratus, and just the sort of empirical testing 

we imagined before would tend to confirm or 

disconfirm their opinions thus interpreted. But 

what would justify calling such an information- 

bearing property ‘phenomenal’? 

Such a pip has, as the testimony of Chase and 

Sanborn reveals, the power to provoke in Chase 

and Sanborn acts of (apparent) re-identification 

or recognition. This power is of course a 

Lockean, dispositional property on a par with 

the power of bitter things to provoke a certain 

reaction in people. It is this power alone, how- 

ever it might be realized in the brain, that gives 

Chase and Sanborn ‘access’ to the deliverances 

of their individual property-detectors. 

We may ‘point inwardly’ to one of the de- 

liverances of our idiosyncratic, proprietary 

property-detectors, but when we do, what are 

we pointing at? What does that deliverance 

itself consist of? Or what are its consciously ap- 

prehensible properties, if not just our banished 

friends the qualia? We must be careful here, 

for if we invoke an inner perceptual process in 

which we observe the deliverance with some 

inner eye and thereby discern its properties, we 

will be stepping back into the frying pan of the 

view according to which qualia are just ordi- 

nary properties of our inner states. 
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But nothing requires us to make such an in- 

vocation. We don’t have to know how we iden- 

tify or re-identify or gain access to such internal 

response types in order to be able so to iden- 

tify them. This is a point that was forcefully 

made by the pioneer functionalists and mate- 

rialists, and has never been rebutted (Farrell 

1950; Smart 1959). The properties of the ‘thing 

experienced’ are not to be confused with the 

properties of the event that realizes the expe- 

riencing. To put the matter vividly, the physi- 

cal difference between someone’s imagining a 

purple cow and imagining a green cow might 

be nothing more than the presence or absence 

of a particular zero or one in one of the brain’s 

‘registers.’ Such a brute physical presence is all 

that it would take to anchor the sorts of dispo- 

sitional differences between imagining a purple 

cow and imagining a green cow that could 

then flow, causally, from that ‘intrinsic’ fact. (I 

doubt that this is what the friends of qualia have 

had in mind when they have insisted that qualia 

are intrinsic properties.) 

Moreover, it is our very inability to expand 

on, or modify, these brute dispositions so to 

identify or recognize such states that creates the 

doctrinal illusion of ‘homogeneity’ or ‘atomi- 

city to analysis’ or ‘grainlessness’ that charac- 

terizes the qualia of philosophical tradition. 

This putative grainlessness, I hypothesize, is 

nothing but a sort of functional invariability: it is 

close kin to what Pylyshyn 1980, 1984 calls cog- 

nitive impenetrability. Moreover, this functional 

invariability or impenetrability is not absolute but 

itself plastic over time. Just as on the efferent side 

of the nervous system, basic actions—in the sense 

of Danto 1963, 1965 and others (see Goldman 

1970)—have been discovered to be variable, and 

subject under training to decomposition (one can 

learn with the help of ‘biofeedback’ to will the 

firing of a particular motor neuron ‘directly’), so 

what counts for an individual as the simple or 

atomic properties of experienced items is subject 
to variation with training.'? 

Consider the results of ‘educating’ the palate 

of a wine taster, or ‘ear training’ for musicians. 

What had been ‘atomic’ or ‘unanalyzable’ be- 

comes noticeably compound and describable; 

pairs that had been indistinguishable become 
distinguishable, and when this happens we say 

the experience changes. A swift and striking 

example of this is illustrated in intuition pump 

#15: the guitar string. Pluck the bass or low E 

string open, and listen carefully to the sound. 

Does it have describable parts or is it one and 

whole and ineffably guitarish? Many will opt for 

the latter way of talking. Now pluck the open 
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string again and carefully bring a finger down 

lightly over the octave fret to create a high ‘har- 

monic.’ Suddenly a new sound is heard: ‘purer’ 

somehow and of course an octave higher. Some 

people insist that this is an entirely novel sound, 

while others will describe the experience by 

saying ‘the bottom fell out of the note’-—leaving 

just the top. But then on a third open pluck- 

ing one can hear, with surprising distinctness, 

the harmonic overtone that was isolated in the 

second plucking. The homogeneity and ineffa- 

bility of the first experience is gone, replaced by 

a duality as ‘directly apprehensible’ and clearly 

describable as that of any chord. 
The difference in experience is striking, but 

the complexity apprehended on the third pluck- 

ing was there all along (being responded to or 

discriminated). After all, it was by the complex 

pattern of overtones that you were able to rec- 

ognize the sound as that of a guitar rather than 

a lute or harpsichord. In other words, although 

the subjective experience has changed dramati- 

cally, the pip hasn’t changed; you are still re- 

sponding, as before, to a complex property 

so highly informative that it practically defies 

verbal description. 

There is nothing to stop further refinement of 

one’s capacity to describe this heretofore inef- 

fable complexity. At any time, of course, there 

is one’s current horizon of distinguishability— 

and that horizon is what sets, if anything does, 

what we should call the primary or atomic 

properties of what one consciously experiences 

(Farrell 1950). But it would be a mistake to 

transform the fact that inevitably there is a limit 

to our capacity to describe things we experience 

into the supposition that there are absolutely in- 

describable properties in our experience. 

So when we look one last time at our original 

characterization of qualia, as ineffable, intrin- 

sic, private, directly apprehensible properties of 

experience, we find that there is nothing to fill 
the bill. In their place are relatively or practi- 

cally ineffable public properties we can refer to 

indirectly via reference to our private property- 

detectors—private only in the sense of idiosyn- 
cratic. And in so far as we wish to cling to our 
subjective authority about the occurrence within 
us of states of certain types or with certain prop- 
erties, we can have some authority—not infal- 
libility or incorrigibility, but something better 
than sheer guessing—but only if we restrict 
ourselves to relational, extrinsic properties like 
the power of certain internal states of ours to 
provoke acts of apparent re-identification. So 
contrary to what seems obvious at first blush, 
there simply are no qualia at all.'4 
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NOTES 

1. A representative sample of the most recent literature 

on qualia would include Block 1980; Shoemaker 

1981, 1982; Davis 1982; White 1985; Armstrong 
and Malcolm 1984; Churchland 1985; and Conee 

1985. 
2. The difference between ‘eliminative materialism’ — 

of which my position on qualia is an instance—and 

a ‘reductive’ materialism that takes on the burden of 

identifying the problematic item in terms of the foun- 

dational materialistic theory is thus often best seen 

not so much as a doctrinal issue as a tactical issue: 

how might we most gracefully or effectively en- 

lighten the confused in this instance? See my discus- 

sion of ‘fatigues’ in the Introduction to Brainstorms 

(Dennett 1978a), and earlier, my discussion of 

what the enlightened ought to say about the meta- 
physical status of sakes and voices in Content and 
Consciousness (Dennett 1969), chapter 1. 

3. The plausibility of this concession depends less on 
a high regard for the technology than on a proper 

skepticism about human powers, now documented 
in a fascinating study by Lehrer 1983. 

4. Shoemaker 1984 seems to be moving reluctantly 
towards agreement with this conclusion: ‘So unless 
we can find some grounds on which we can deny the 
possibility of the sort of situation envisaged . . . we 

must apparently choose between rejecting the func- 
tionalist account of qualitative similarity and reject- 

ing the standard conception of qualia.I would prefer 
not to have to make this choice; but if I am forced to 

make it, I reject the standard conception of qualia’ 
(p. 356). 

5. Shoemaker 1982 attributes a view to Wittgenstein 

(acknowledging that ‘it is none too clear’ that this is 
actually what Wittgenstein held) which is very close 
to the view I defend here. But to Shoemaker, ‘it 

would seem offhand that Wittgenstein was mistaken’ 
(p. 360), a claim Shoemaker supports with a far from 
offhand thought experiment—which Shoemaker 
misanalyzes if the present paper is correct. (There 
is no good reason, contrary to Shoemaker’s dec- 
laration, to believe that his subject’s experience is 

systematically different from what it was before 
the inversion.) Smart 1959 expresses guarded and 

partial approval of Wittgenstein’s hard line, but 

cannot see his way clear to as uncompromising an 
eliminativism as I maintain here. 

6. In 1979, I read an earlier version of this paper in 
Oxford, with a commentary by John Foster, who de- 

fended qualia to the last breath, which was: ‘qualia 
should not bé quined but fostered!’ Symmetry de- 

mands, of course, the following definition for the 

eighth edition of The Philosophical Lexicon: ‘foster, 

v. To acclaim resolutely the existence or importance 

of something chimerical of insignificant.’ 
7. This example first appeared in print in my 

‘Reflections on Smullyan’ in The Mind’s I 

(Hofstadter and Dennett 1981), pp. 427-28. 

8. Kripke 1982 comes close, when he asks rhetorically 
‘Do I not know, directly, and with a fair degree of 

certainty [emphasis added], that I mean plus [by the 
function I call ‘plus’}?’ (p. 40). Kripke does not tell 
us what is implied by ‘a fair degree of certainty,’ but 

presumably he means by this remark to declare his 
allegiance to what Millikan 1984 attacks under the 
name of ‘meaning rationalism.’ 

9. We can save the traditional claim by ignoring pre- 

sumably private or subjective qualia and talking 

always of public tastes—such as the public taste of 
Maxwell House coffee that both Chase and Sanborn 
agree has remained constant. Individuals can be said 
to acquire a taste for such a public taste. 

10. ‘Iam not so wild as to deny that my sensation of red 
today is like my sensation of red yesterday. I only 

say that the similarity can consist only in the physi- 
ological force behind consciousness—which leads 

me to say, I recognize this feeling the same as the 
former one, and so does not consist in a community 
of sensation.’ (C. S. Peirce, Collected Works, vol. V, 

pr i2eine2yy 

11. A heroic (and, to me, baffling) refusal to abandon 

intrinsicality is Wilfrid Sellars’s contemplation over 
the years of his famous pink ice cube, which leads 
him to postulate a revolution in microphysics, re- 
Storing objective ‘absolute sensory processes’ in 
the face of Boyle and Locke and almost everybody 
since them. See Sellars (1981) and my commentary 
(Dennett 1981). 
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12. Stich 1983 discusses the implications for psycho- 

logical theory of incommensurability problems that 

can arise from such differences in discrimination 
profiles. See especially chapters 4 and 5. 

13. See Churchland 1979, especially chapter 2, for sup- 
porting observations on the variability of perceptual 
properties, and for novel arguments against the use 

of ‘intrinsic properties’ as determiners of the mean- 
ing of perceptual predicates. See also Churchland 
1985 for further arguments and observations in sup- 
port of the position sketched here. 

14. The first version of this paper was presented at 
University College London, in November 1978, 
and in various revisions at a dozen other universi- 
ties in 1979 and 1980. It was never published, but 
was circulated widely as Tufts University Cognitive 
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Science Working Paper #7, December 1979. A 
second version was presented at the Universities 
of Adelaide and Sydney in 1984, and in 1985 to 
psychology department colloquia at Harvard and 

Brown under the title ‘Properties of conscious ex- 
perience.’ The second version was the basis for my 

presentation at the workshop on consciousness in 

modern science, Villa Olmo, Como, Italy, April 
1985, and circulated in preprint in 1985, again 
under the title ‘Quining qualia.’ The present ver- 
sion, the fourth, is a substantial revision, thanks to 
the helpful comments of many people, including 

Kathleen Akins, Ned Block, Alan Cowey, Sydney 

Shoemaker, Peter Bieri, William Lycan, Paul 

Churchland, Gilbert Harman, and the participants 
at Villa Olmo. 

Explaining Consciousness 

David M. Rosenthal 

Among mental phenomena, none seems so 

thoroughly to resist informative explanation 

as does consciousness. Part of the difficulty is 

due to our using the term ‘conscious’ and its 

cognates to cover several distinct phenomena, 

whose connections with one another are not 

always clear. And that often leads us to run 

these distinct phenomena together. Any attempt 

to explain consciousness, therefore, must begin 

by distinguishing the various things we call 

consciousness. 

One such phenomenon is closely related to 

simply being awake. We describe people, and 

other creatures, as being conscious when they 

are awake and their sensory systems are re- 

ceptive in the way normal for a waking state. 

I call this phenomenon creature conscious- 

ness. Consciousness in this sense is a biologi- 

cal matter, consisting in a creature’s not being 

unconscious—that is, roughly, in its not being 

asleep or knocked out. 

But we also use the term ‘consciousness’ for 

other phenomena that seem a jot less tractable 

to understanding and explanation. Not only do 

we distinguish between conscious and uncon- 

scious creatures; we also distinguish between 

mental states that are conscious and those 

which are not. I'll call this second property 

state consciousness. It’s widely recognized that 

not all mental states are conscious. Intentional 

states such as beliefs and desires plainly occur 

without being conscious.' And, despite some 

division of opinion on the matter, I shall argue 

that the same is true of sensory states, such as 

pains and sensations of color. Such states not 

only can, but often do occur nonconsciously.? 

Though creature consciousness and _ state 

consciousness are distinct properties, they are 

very likely related in various ways. Perhaps, 

for example, creatures must themselves be 

conscious for any of their mental states to 

be conscious, though if ordinary dreams are 

ever conscious states they are counterexamples 

to this generalization.? 
Whatever the case about that, the property 

of creature consciousness is relatively unprob- 

lematic. We can see this by considering crea- 

tures mentally less well-endowed than we are 

whose mental states are never conscious, even 

when they are awake.’ Their mental states are 

all like the nonconscious mental states we are 

in when we are awake. Doubtless some crea- 

tures are actually like this, say, frogs or turtles. 

And it’s plain that when none of a creature’s 

mental states is conscious, there is nothing puz- 

zling about what it is for the creature to be con- 

scious. Some theorists might deny that such a 

case is possible, urging that no creature counts 

First published in the first edition of this book: D. J. Chalmers, ed., Philosophy of Mind: Classical 

and Contemporary Readings (Oxford University Press, 2002), pp. 406-21. 
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as conscious unless some of the mental states it 

is in are conscious states. But this seems little 

more than an unwarranted extrapolation of 

the normal human waking state to the case of 

all creatures. Even if their view were correct, 

moreover, it would be state consciousness that 

introduces the apparent mystery. 

What is puzzling about consciousness must 

therefore be a matter not of creature conscious- 

ness, but of the consciousness of a creature’s 

mental states. Because creature consciousness 
involves being responsive to sensory stimuli, 

if sensory states were all conscious, every con- 

scious creature would perforce be in some con- 

scious states. But it would still, then, be the 

consciousness of the states, not of the creature, 

which seems to induce some mystery. 

For this reason, I shall focus here on state 

consciousness. After laying some groundwork 

in section I, I go on in section II to develop a 

hypothesis about what it is for a mental state to 

be conscious. On this hypothesis, a mental state 

is conscious if it is accompanied by a specific 

type of thought. This is so whether the state 

that is conscious is itself an intentional state or 

a sensory state. Section III, then, supports this 

hypothesis with an argument that appeals to the 

ability creatures like ourselves have to report 

noninferentially about their own conscious 

states. 
Sections IV and V take up the special case 

of conscious qualitative states. I argue in sec- 

tion IV that such sensory consciousness 1s just 

a special case of state consciousness and poses 

no additional problems of its own. And section 

V gives reasons for thinking that an accompa- 

nying intentional state can actually result in 

there being something it’s like for one to be in 

a conscious sensory state. Section VI, finally, 

considers two general questions about state 

consciousness: What function it might have and 

whether consciousness can misrepresent what 

mental states we are in. 

|. State Consciousness and 

Transitive Consciousness 

Whatever else we may discover about con- 

sciousness, it’s clear that, if one is totally un- 

aware of some mental state, that state is not a 

conscious state. A state may of course be con- 

scious without one’s paying conscious attention 

to it and, indeed, even without one’s being con- 

scious of every mental aspect of the state. But 

if one is not at all aware of a state, that state is 

CONSCIOUSNESS 

not a conscious state. This observation provides 

a useful start toward a theory of state conscious- 

ness. Because it is sufficient for a state not to be 

conscious that one be completely unaware of it, 

being aware of a state is perforce a necessary 

condition for that state to be a conscious state. 

Being aware of a mental state, however, is 

not also a sufficient condition for the state to be 

conscious. There are ways we can be aware of 

our mental states even when those states are not 

conscious states. So, if we can rule out those 

ways, we’ll be left with the particular way in 

which we are aware of our mental states when 

those states are conscious states. And this 

would give us a condition that’s both necessary 

and sufficient for a mental state to be conscious. 

For present purposes, Ill speak  inter- 

changeably of being aware of something and 

being conscious of that thing. So my strategy 

is to explain a state’s being a conscious state 

in terms of our being conscious of that state 

in some particular way. No circle is involved 
here, since we are explaining one phenomenon 

in terms of another. It is one thing for us to be 

conscious of something—what we may call 

transitive consciousness—and another for a 

state to be a conscious state—what I’m calling 

state consciousness. And we understand tran- 

sitive consciousness—our being conscious of 

things—independently of understanding what 

it is for mental states to be conscious states. 

We are transitively conscious of something by 

virtue of being either in an intentional or a sen- 

sory state whose content is directed upon that 

thing. And a state’s having a certain content is 

a distinct property from that of a state’s being 
conscious.° 

It seems relatively uncontroversial that a 

state of which one is in no way transitively 

conscious could not be a conscious state. Even 

Descartes’ usage, which still strongly influ- 

ences our own, conforms to this commonsense 

observation, since he invariably describes the 

states we call conscious as states we are imme- 

diately conscious of. Nonetheless, Fred Dretske 

has recently challenged the observation that 

we are conscious of all our conscious states. 

According to Dretske, a state’s being conscious 

does not consist in one’s being conscious of the 
state; rather, a state is conscious if, in virtue of 
being in that state, one is conscious of some- 
thing or conscious that something is the case. 
But every mental state satisfies this condition; 
so Dretske must hold that all mental states are 
conscious states. Accordingly, he urges that al- 
leged cases of nonconscious mental states are 
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unconvincing. Thus it is often said that a long- 

distance driver whose attention lapses perceives 

the road unconsciously,° but Dretske rightly 

notes that perceiving can be inattentive without 
failing to be conscious.’ 

Many other examples of nonconscious mental 

states, however, are far more decisive. We often 

consciously puzzle over a question about what 

to do or how to solve a problem, only to have 

the answer occur to us later, without the matter 

having in the meantime been in any way con- 

sciously before our mind. Though it doesn’t 

seem, from a first-person point of view, that we 

were thinking about the issue, it’s clear that we 

must have been. And unlike the case of the long- 

distance driver, here no shift of attention would 

change things. Also we often take in sensory in- 

formation without being at all aware of doing 

sO, again no matter what we’re paying attention 

to. Since, from a first-person perspective, we 

seem not to be in any relevant sensory states, 

those states are not conscious states. 
Dretske also argues, however, that there are 

actual counterexamples to the idea that we 

are transitively conscious of all our conscious 

states. To adapt his argument slightly, con- 

sider two scenes, one of ten trees and the other 

just like it, but with one tree missing. And sup- 

pose that I consciously see both scenes, and 

indeed that I consciously see all the trees in 

each scene. But suppose, finally, that despite 

all this I do not notice any difference between 

the two scenes. 

Dretske sensibly assumes that in this case I 

have conscious experiences of both scenes, in- 

cluding all the trees in each. Moreover, there 

is some part of the conscious experience of 

ten trees that is not part of the conscious ex- 

perience of nine trees. That part is itself a con- 

scious experience—a conscious experience of 

a tree. But, because I am not transitively con- 

scious of the difference between the two scenes, 

Dretske concludes that I will not be transitively 

conscious of the experience of that extra tree. 

If so, the experience of the extra tree is a con- 

scious experience of which I am not transitively 

conscious.® 
This sort of thing is hardly an esoteric occur- 

rence. Indeed, it happens all the time; let one 

scene be a slightly later version of the other, 

such that the later scene is altered in some 

small, unnoticed way. So, if Dretske’s argu- 

ment is sound, we often fail to be conscious of 

our conscious experiences.” 
But the argument isn’t sound. One can be 

conscious of an experience in one respect while 
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not being conscious of it in another. For exam- 

ple, one may be conscious of a visual experi- 

ence as an experience of a blurry patch, but not 

as an experience of a particular kind of object. 

Similarly, one could be conscious of the experi- 

ence of the extra tree as an experience of a tree, 
or even just as part of one’s overall experience, 

without being at all conscious of it as the thing 

that makes the difference between the experi- 

ences of the two scenes. Presumably this is just 

what happens in the case Dretske constructs. 

Dretske has not described a conscious state of 

which one is not transitively conscious. 

There is a complication in Dretske’s discus- 

sion that is worth noting. Dretske insists that 

being conscious of a difference, unlike being 

conscious of concrete objects and events, 

always amounts to being conscious ‘that such 

a difference exists.’!° So he might urge that 
being conscious of a difference is always being 

conscious of it as a difference. But this won’t 

help. The experience of the extra tree is that 

in virtue of which the two overall experiences 

differ. Still, one can be conscious of the thing 

in virtue of which they happen to differ without 

being conscious that they do differ. As Dretske 

would put it, one can be conscious of that in 

virtue of which they differ but not of the dif- 

ference between them;'! indeed, he explicitly 

acknowledges that this very thing can happen.'? 
Dretske’s argument does not, therefore, under- 

mine the commonsense observation that we 

are transitively conscious of all our conscious 

states.! 

ll. The Hypothesis 

Let us turn, then, to the question of what it is 

that is special about the way we are transitively 

conscious of our mental states when those states 

are conscious states. Perhaps the most obvious 

thing is that, when a state is conscious, we are 

conscious of it in a way that seems immediate. 

Descartes emphasized this intuitive immedi- 

acy,'* which many have thought points toward 

a Cartesian theory of mind, on which a mental 

state’s being conscious is an intrinsic property 

of that state. If nothing mediates between a state 

and one’s being transitively conscious of it, per- 

haps that transitive consciousness is something 

internal to the state itself. 

But the intuition about immediacy does not 

show that a mental state’s being conscious is 

internal to the state. It does seem, from a first- 

person point of view, that nothing mediates 
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between the conscious states we are conscious 

of and our transitive consciousness of them. 

But all that shows is that, if anything does me- 

diate between a conscious state and our transi- 

tive consciousness of it, the mediating factor is 

not one we are conscious of. And the absence 

of conscious mediation is no reason to think 

that nonconscious mediation does not occur.'° 

Failure to appreciate this has led some to hold 

that we are conscious of our conscious states in 

a way wholly unlike the way we are conscious 

of everything else. 
Even when something mediates between a 

conscious mental state and our being conscious 

of it, we can be conscious of the mediating 

factor; we just cannot be conscious of it as me- 

diating. Compare what happens in perceiving. 

When we consciously perceive things, our con- 

scious sensory states mediate between our per- 
ceptions and the objects we perceive, and since 

those states are conscious, we are conscious of 

them. Still, nothing in these cases seems intul- 

tively to mediate. That’s because we aren’t con- 

scious of anything as mediating. And the best 

explanation of that, in turn, is that the conscious 

sensory states that do in fact mediate do not 

figure in any conscious inference on which our 

perceiving is based. Similarly with the way we 

are conscious of our conscious mental states. 

Our being conscious of them seems unmediated 

because we are conscious of them in a way that 

relies on no conscious inference, no inference, 

that is, of which we are aware.!° 

Consider a case. I am annoyed, but unaware 

of it. Though my annoyance is not conscious, 

you observe my annoyed behavior and tell me I 

am annoyed. There are two ways I might react. 

I might accept what you tell me, but still feel 

no conscious annoyance. My belief that I’m 

annoyed would be the result of a conscious 

inference based on your remark, and possibly 

also a conscious inference from my coming to 
notice my own relevant behavior,'’ But there is 
another possibility; your remark might cause 

me to become conscious of my annoyance in- 

dependently of any such conscious inference. In 

that case my annoyance would have become a 
conscious state. 

A state’s being conscious involves one’s 

being noninferentially conscious of that state. 

Can we pin down any further the way we are 

transitively conscious of our conscious states? 

There are two broad ways of being transitively 

conscious of things. We are conscious of some- 

thing when we see it or hear it, or perceive it 
in some other way. And we are conscious of 
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something when we have a thought about it. 

Which kind of transitive consciousness is rel- 
evant here? When our mental states are con- 

scious, do we somehow sense those states or do 

we have thoughts about them? 

The perceptual model may seem inviting. 

When we perceive things, we seem intuitively 

to be directly conscious of them; nothing seems 

to mediate between our perceptions and the 

objects we perceive.'* So perhaps the percep- 

tual model can explain the apparent immediacy 

of the way we are conscious of our conscious 

states. But this advantage of the perceptual 

model won’t help us decide between that model 

and the alternative view that we are conscious 

of our conscious states by having thoughts 

about them. Even though our thoughts do often 

rely on conscious inferences involving percep- 

tions or other thoughts, they often don’t. 

There is, however, another consideration that 

seems to favor the perceptual model. A theory 

of consciousness must explain the qualitative 

dimension of our conscious sensory states. And 

sensing always involves some sensory quality. 

So if we are conscious of our conscious states 

by sensing them, perhaps we can explain the 

qualitative dimension of consciousness as due 

to that higher-order sensing. Such an explana- 

tion, however, would at best just put off the 

problem, since the qualitative aspect of this 

higher-order perceiving would itself need to be 

explained in turn. 

Not only do the considerations favoring the 

perceptual model fail to hold up; there is also 

reason to reject the model. Higher-order sens- 

ing would have to exhibit characteristic mental 

qualities; what qualities might those be? One 

possibility is that the higher-order perception 

and the state we perceive would both exhibit the 

same sensory quality. But this is theoretically 

unmotivated. When we perceive something, the 

quality of our perceptual state is distinct from 
any property of the object we perceive. When 

we see a tomato, for example, the redness of our 

sensation is not the same property as the red- 

ness of the tomato.'? So we have no reason to 
think that the higher-order qualities would be 

the same as those of our lower-order states. 

If the higher- and lower-order qualities were 

distinct, however, it’s a mystery what those 

higher-order qualities could be. What mental 

qualities are there in our mental lives other than 
those which characterize our first-order sensory 
states? And if the higher-order qualities are nei- 
ther the same as nor distinct from our first-order 
qualities, the higher-order states in virtue of 
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which we are conscious of our conscious states 

cannot have qualities at all. But if those higher- 

order states have no qualitative properties, they 

can only be higher-order intentional states of 
some sort.”° 
We must therefore reject the perceptual model 

of how we are transitively conscious of our con- 

scious states. The only alternative is that we 

are conscious of our conscious states by virtue 

of having thoughts about them. Since these 

thoughts are about other mental states, I shall 

refer to them as higher-order thoughts (HOTS). 

This narrows down somewhat the way we 

are transitively conscious of our mental states 

when those states are conscious. But we can 

narrow things down even more. When a mental 

state is conscious, we are conscious of being in 

that state; so the content of our HOT must be, 

roughly, that one is in that very state.*! And, 

since merely being disposed to have a thought 

about something does not make one conscious 

of that thing, the HOT must be an occurrent 

thought, rather than just a disposition to think 

that one is in the target state. Moreover, when 

we are conscious of something by being in an 

intentional state that’s about that thing, the in- 

tentional state is normally assertoric. Indeed, 

it’s likely that being in an intentional state 

whose mental attitude is not assertoric does 

not result in one’s being conscious of the thing 

the intentional state is about.2?7 So we should 
require that the HOT has an assertoric mental 

attitude.** Finally, to capture the intuition about 
immediacy, we have seen that our HOTs must 

be independent of any inference of which we 

are aware. Our hypothesis, therefore, is that a 

mental state is conscious just in case it is ac- 

companied by a noninferential, nondisposi- 

tional, assertoric thought to the effect that one 

is in that very state.” 
One problem that seems to face this hypothe- 

sis is that, even when we are in many conscious 

states, we are typically unaware of having any 

such HOTs. But this is not a difficulty; we 

are conscious of our HOTs only when those 

thoughts are themselves conscious, and it’s rare 

that they are. Moreover, the hypothesis readily 

explains why this should be so. The HOTs it 

posits are conscious thoughts only when they 

are accompanied, in turn, by yet higher-order 

thoughts about them, and that seldom happens. 

Not having conscious HOTs, moreover, does 

nothing at all to show that we do not have HOTs 

that fail to be conscious. 
There is another reason it’s useful to distin- 

guish cases in which HOTs are conscious from 
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cases in which they are not. The way we are 

ordinarily conscious of our conscious states dif- 

fers from the way we are conscious of mental 

states of which we are introspectively con- 

scious. Being introspectively conscious of a 

mental state involves, roughly, our deliberately 

focusing on that state, and very few of our con- 

scious states are the subjects of any such intro- 

spective scrutiny. If being conscious of a mental 

state were the same as being introspectively 

conscious of it, it would be rare that we are con- 

scious of our conscious states, and we would be 

unable to explain state consciousness in terms 

of transitive consciousness. Not distinguishing 

the two, moreover, would lead one mistakenly 

to see the HOT hypothesis as providing a theory 

only of introspective consciousness, and not of 

state consciousness generally.*> But the present 

hypothesis actually allows us to explain what 

is distinctive about introspective conscious- 

ness. A state is introspectively conscious when 

the accompanying HOT is a conscious thought. 

Ordinary, nonintrospective state consciousness, 

by contrast, occurs instead when the HOT is not 

itself conscious. 

The HOT model is a hypothesis about the 

nature of state consciousness, not an analysis 

of that concept. So it doesn’t count against the 

hypothesis simply that one can imagine its not 

holding; one can always imagine things being 

different from ihe way they are. 

There is an especially interesting argument 

that supports the appeal to HOTs. When a 

mental state is conscious, one can noninferen- 

tially report being in that state, whereas one 

cannot report one’s nonconscious mental states. 

Every speech act, moreover, expresses an in- 

tentional state with the same content as that of 

the speech act and a mental attitude that cor- 

responds to its illocutionary force. So a nonin- 

ferential report that one is in a mental state will 

express a non-inferential thought that one is in 

that state, that is, a HOT about the state. We 

can best explain this ability noninferentially to 

report our conscious states by supposing that 

the relevant HOT is there to be expressed. 

Correspondingly, the best explanation of our 

inability to report nonconscious states is that no 

HOTs accompany them.”° 
One might reply that the ability to report 

conscious states shows only that there is a dis- 

position for these states to be accompanied by 

HOTs, not that any HOTs actually accompany 

them.’ Indeed, Peter Carruthers has exten- 
sively developed and supported the view that 

conscious states are simply those disposed to 
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be accompanied by HOTs, and no actual HOT 

need occur. This, he argues, avoids having to 

posit the overwhelming computational capacity 

and cognitive space required for actual HOTs.** 

But this concern is not compelling. Neural 

implementation is not a problem, since ample 

cortical resources exist to accommodate actual 

HOTs. And, though introspection seems to sug- 

gest that the mind cannot accommodate very 

many actual HOTs at a time, that worry is also 

groundless. Introspection can tell us only about 

our conscious states, and by hypothesis HOTs 

are seldom conscious. 

In any case, the dispositional model cannot 

explain what it is for states to be conscious. 

A mental state’s being conscious consists in 

one’s being conscious of that state in some suit- 

able way, and simply being disposed to have a 

thought about something cannot make one con- 

scious of it. Carruthers urges that we can get 

around this difficulty if we understand a state’s 

intentional content in terms of what other in- 

tentional states it is disposed to cause. A state’s 

being disposed to cause a HOT might then 

confer suitable higher-order content on that 

state itself. But, if a state’s being disposed to 

cause a HOT were a function of its intentional 

content, we could no longer explain how a state 

with some particular content is sometimes con- 

scious and sometimes not. 

Ill. Sensory Consciousness 

On this argument, sensory consciousness is 

simply a special case of state consciousness— 

the special case in which the state that’s con- 

scious is a sensory state. Sensory states are 

states with sensory quality. So sensory con- 

sciousness occurs when a mental state has two 
properties: sensory quality and the property of 

state consciousness. 

Moreover, these two properties are distinct 

and can occur independently of one another. 

State consciousness can of course occur without 

sensory quality, since nonsensory, intentional 

states are often conscious. But the converse is 

possible as well; sensory qualities can occur 

without state consciousness. Sensory qualities 

are just whatever properties sensory states have 

on the basis of which we distinguish among 

them and sort them into types. Since state con- 

sciousness consists in our being conscious of a 

mental state in some suitable way, these proper- 

ties are independent of state consciousness. We 

would need some special reason to think that 
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the properties on the basis of which we distin- 

guish among sensations cannot occur except 

when we’re conscious of the states that have 

those properties. It’s hard to see what special 

reason there could be. 
This conclusion conflicts with the familiar 

contention that sensory quality cannot occur 

nonconsciously. On that view, state conscious- 

ness is intrinsic, or essential, to sensory quality. 

But it’s far from clear that this view is correct. 

Subliminal perception and peripheral vision 

both involve perceptual sensations of which 

we’re wholly unaware, and the same is very 

likely true of such dissociative phenomena as 

blind-sight.”” Bodily sensations such as pains 
can also occur without being conscious. For 

example, we often have a headache or other 

pain throughout an extended period even when 

distractions intermittently make us wholly un- 

aware of the pain. 

One could of course simply dig in one’s heels 

and insist that these phenomena are mere physi- 

ological occurrences that instantiate no sensory 

quality, and therefore that they are not mental 

phenomena at all. But without independent ar- 

gument, that move amounts simply to saving a 

view by verbal fiat. 

In any case there is good reason to resist that 

claim. The relevant nonconscious phenomena 

occur as essential parts of distinctively mental 

processes, and that suggests that they are them- 

selves mental phenomena.*° More specifically, 

conscious sensory states play the same roles 

in mental processing when their sensory quali- 
ties are the same, and correspondingly different 

roles when the qualities differ. And the non- 

conscious states in subliminal perception, pe- 

ripheral vision, and blindsight play roles that in 

some respects at least parallel the roles played 

by conscious sensory states. 

When bodily and perceptual sensations occur 

consciously, we taxonomize them by way of the 

sensory qualities we are conscious of. What is 

it, then, in virtue of which we taxonomize the 

nonconscious states that occur in these cases? 

Since many of the same qualitative distinc- 

tions figure in the nonconscious cases as figure 

in conscious sensing, we must assume that the 

nonconscious cases have the very same quali- 
tative properties.*! Sensory qualities are the 
distinguishing properties of sensory states, the 
properties in virtue of which we classify those 
states. We use the properties we are conscious 
of to taxonomize sensory states generally, 
whether they are conscious or not. It’s just that 
in the nonconscious cases we are not conscious 
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of those properties. And, since there is nothing 

problematic about these distinguishing prop- 

erties when the states that have them are not 

conscious, there can be no reason to find those 

properties puzzling when we are conscious 

of them. Sensory qualities will seem mysteri- 

ous only if we assume that they cannot occur 

without being conscious. These considerations 

make the claim that sensory quality must be 

conscious seem less like a compelling com- 

monsense intuition than a question-begging 

theoretical doctrine. 

There is, of course, nothing it’s like to have 

a pain or a sensation of red unless the sensa- 

tion in question is conscious. And some have 

argued from this to the conclusion that sensory 

quality simply cannot exist unless there’s some- 

thing it’s like to have it.*? But what it’s like for 

one to have a pain, in the relevant sense of that 

idiom, is simply what it’s like for one to be 

conscious of having that pain. So there won’t 

be anything it’s like to have a pain unless the 

pain is conscious. Of course, if nonconscious 

pains were impossible, there would be no dif- 

ference between a pain’s existing and its being 

conscious, and its sensory quality would then 

exist only when there is something it’s like 

to have it. But it begs the question simply to 

assume that pains, or other sensations, cannot 

exist nonconsciously. Moreover, the intuition 

that sensory states cannot exist nonconsciously 
gets whatever force it has from our first-person 

point of view. And it’s unreasonable to rely on 

consciousness to tell us whether some phenom- 

enon can exist outside of consciousness. 

In a useful series of papers, Ned Block has 

urged that there are two distinct properties of 

mental states, both of which we call conscious- 

ness. One is captured by the notion of there 

being something it’s like for one to be in a par- 

ticular mental state; Block calls this property 

phenomenal consciousness. A state has the other 

property when its content is ‘poised to be used 

as a premise in reasoning, . . . [and] for [the] ra- 

tional control of action and . . . speech.’** This 
second property Block calls access conscious- 

ness. And he maintains that the two properties 
are, conceptually at least, independent. If Block 

is right, there is no single property of state con- 

sciousness, and the kind of consciousness that 

is characteristic of sensory states is, conceptu- 

ally at least, distinct from the kind exhibited by 

many nonsensory states. 

The idea behind Block’s account of access 

consciousness is that a state’s playing vari- 

ous executive, inferential, and reporting roles 
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involves one’s having access to that state, and 

having access to a state makes it conscious. But 

that’s not always the case. States often play ex- 

ecutive, inferential, and even certain reporting 

roles** without being conscious in any intuitive 

sense whatever. So, for a state to be access con- 

scious, one must have access to that state, pre- 

sumably by being transitively conscious of it in 

an intuitively immediate way.*° 
Block’s appeal to states’ playing these roles 

doubtless reflects a desire to account for this 

kind of consciousness in computationally in- 

spired functional terms, by providing a kind of 

flow chart that charts the connections a state 

has with various relevant systems. But for any 

such attempt to succeed, it must reflect an ini- 

tial account of such consciousness in ordinary 

folk-psychological terms. Going straight to a 

subpersonal account is unlikely to give even an 

extensionally adequate account. 

Block is doubtless right that access con- 

sciousness often occurs without phenomenal 

consciousness. We frequently have access to 

our mental states in the relevant way without 

there being anything it’s like for us to be in 

them. Indeed, that’s typically how it is with our 

thoughts and other intentional states. But the 

converse is far less clear. A state is access con- 

scious only if one is transitively conscious of it. 

And if one is in no way transitively conscious 

of a mental state, there is nothing it’s like for 

one to be in that state. It’s not enough for the 

state just to have the distinguishing properties 

characteristic of some type of sensory state; 

for there to be something it’s like for one to 

be in a state, one must be conscious of those 

distinguishing properties. So phenomenal con- 

sciousness cannot occur without access con- 

sciousness. Block’s distinction does not, after 

all, show that sensory states are conscious in a 

way distinct from other types of mental state, 

nor that sensory states are in some special way 

invariably conscious.*° 

IV. HOTs and What It’s Like 

Nonetheless, there does seem to be a serious 

problem about what it is for sensory states to be 

conscious. When a sensory state is conscious, 

there is something it’s like for us to be in that 

state. When it’s not conscious, we do not con- 

sciously experience any of its qualitative prop- 

erties; so then there is nothing it’s like for us to 

be in that state. How can we explain this differ- 

ence? A sensory state’s being conscious means 
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that we are transitively conscious of that state 

in some suitable way. So being transitively con- 

scious of a sensory state, in that particular way, 

must result in there being something it’s like to 

be in that state. But how can being transitively 

conscious of a sensory state have this result? 

What way of being transitively conscious of our 

sensory states could, by itself, give rise to there 

being something it’s like for us to be in those 

states? Perhaps, after all, Block is right that a 

sensory state’s being conscious is not a matter 

of one’s having suitable access to it. 

The difficulty seems particularly pressing for 

the HOT hypothesis. An attraction of the per- 

ceptual model was that it might help explain the 

qualitative dimension of our conscious sensory 

states. Since perceiving involves sensory quali- 

ties, if a state’s being conscious consisted in our 

perceiving it, perhaps we could explain the way 

we are conscious of the qualities of our con- 

scious sensations. As we saw, that explanation 

fails, since the higher-order qualities it appeals 

to would themselves need to be explained. But 

the HOT hypothesis may seem even less well- 

suited to deal with this problem. How can one’s 

being in an intentional state, of whatever sort, 

result in there being something it’s like for one 

to be in a conscious sensory state? 

There are two ways the HOT theorist might 

try to show that being in a suitable intentional 

state can have this result. One would be to show 

that it’s evident, from a first-person point of 

view, that one has a suitable HOT when, and 

only when, there is something it’s like for one 

to be in some sensory state. We could then 

argue that one’s having that HOT is responsible 

for there being something it’s like for one to be 

in that state. 

But if the HOT hypothesis is correct, we 

cannot expect to find any such first-person cor- 

relations. That’s because, on that hypothesis, 

the HOTs in virtue of which our sensory states 

are conscious are seldom conscious thoughts. 

And when a thought is not conscious, it will 

seem, from a first-person point of view, that one 

does not have it. 

So if the HOT hypothesis is correct, it will 

rarely seem, from a first-person point of view, 

that HOTs accompany one’s conscious sensory 

states. Our first-person access reveals correla- 

tions only with conscious HOTs, not HOTs 

generally. And HOTs are conscious only in 

those rare cases in which one has a third-order 

thought about the HOT. But on the HOT hy- 

pothesis, HOTs need not be conscious for there 

to be something it’s like to be in the target 
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sensory states. So we cannot hope to test the 

hypothesis by correlating in a first-person way 

the occurrence of HOTs with there being some- 

thing it’s like to be in conscious sensory states. 

But we need not rely solely on first-person 

considerations; there are other factors that help 

establish the correlation between having HOTs 

and there being something it’s like for one to be 

in conscious sensory states. In particular, there 

is a striking connection between what HOTs we 

are able to have and what sensory qualities we 

are able to be aware of. And the best explana- 

tion of this connection is that accompanying 

HOTs do result in there being something it’s 

like for one to be in states with those sensory 

qualities. 
Consider wine tasting. Learning new con- 

cepts for our experiences of the gustatory and 

olfactory properties of wines typically leads to 

our being conscious of more fine-grained dif- 

ferences among the qualities of our sensory 

states. Similarly with other sensory modalities; 

acquiring new concepts for specific musical and 

artistic experiences, for example, enables us to 

have conscious experiences with more finely 

differentiated sensory qualities. Somehow, the 

new concepts appear to generate new conscious 
sensory qualities. 

There are two ways this might happen. One 

is that coming to have new concepts results in 

our sensory states’ coming to have distinguish- 

ing properties that they did not previously have. 

This is highly implausible. How could merely 

having new concepts give rise to our sensory 

states’ having new properties? On a widespread 

view, concepts are abilities to think certain 

things; how could having a new ability change 

the properties of the sensory states that result 

from the same type of stimulus? 

But there is another possibility. The new 

concepts might result in new conscious quali- 

ties not by generating those properties, but by 

making us conscious of properties that were al- 

ready there. The new concepts would enable us 

to be conscious of sensory qualities we already 

had, but had not been conscious of.*’ 

Possessing a concept allows us to form in- 

tentional states that have a certain range of con- 

tents. So which contents our intentional states 

can have must somehow make a difference to 

which sensory qualities can occur consciously. 

Moreover, the new concepts, which make pos- 
sible conscious experiences with qualities that 
seem new to us, are the concepts of those very 
qualities.** So being able to form intentional 
states about certain sensory qualities must 
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somehow result in our being able to experience 

those qualities consciously. It must result, that 

is, in there being something specific that it’s 

like for us to be in the relevant sensory states. 

How could this happen? The only plausible 

explanation is that a sensory quality’s being 

conscious does actually consist in our having a 

HOT about that quality. This is true not only of 

the relatively finely differentiated qualities we 

have just now been considering. We can extrap- 

olate to any sensory quality, however crudely 

individuated, and extrapolate even to whether 

or not we are conscious of any quality at all. 

Take the conscious experience of hearing the 

sound of an oboe. If one’s HOTs couldn’t clas- 

sify one’s sensations in terms of the sound of 

an oboe but only that of some undifferentiated 

woodwind, having that sensation could not be 

for one like hearing an oboe. And if one also 

lacked any concept of the sound of a wood- 

wind, what it would be like for one to have 

that sensation would then be correspondingly 

more generic. If one lacked even the concept 

of a sensation’s being of a sound as against 

being of some other type of stimulus, having 

the sensation would for one be like merely 

having some indiscriminate sensory experience 

or other. This sequence makes it plausible that 

peeling away that weakest HOT would result, 

finally, in its no longer being like anything at 

all to have that sensation. Even though HOTs 

are just intentional states, and so have no quali- 

tative properties, having HOTs does make the 

difference between whether there is or is not 

something it’s like for one to have particular 

sensations. 

Because HOTs seldom occur consciously, 

we cannot, from a first-person point of view, 

note the occurrence of HOTs when, and only 

when, we are in conscious sensory states. Still, 

the argument from wine tasting does draw on 

first-person considerations. We know in a first- 

person way that learning new concepts for sen- 

sory qualities is enough for us to come to be 

conscious of our sensory states as having those 

qualities. And on that basis, we can infer that 

nonconscious HOTs are responsible for there 

being something it’s like for one to be con- 

scious of our sensory states in that way. It’s 

just that the direct correlation between noncon- 

scious HOTs and conscious sensory states is 

unavailable from a first-person point of view. 

Is it enough to have correlations inferred from 

first-person considerations? Or must we work 

completely within a first-person point of view 

if we are to show that HOTs are responsible for 
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there being something it’s like for one to be in 

conscious sensory states? 

A theory of consciousness must explain the 

first-person aspects of our conscious states. 

But the explanation need not itself rely only on 

first-person aspects. Indeed, to demand other- 

wise is to make any such explanation viciously 

circular. So the factor responsible for there 

being something it’s like to be in a sensory state 

need not itself be a first-person aspect of that 

state, nor even something available from a first- 

person point of view. The HOTs in virtue of 

which our mental states are conscious need not, 

themselves, be conscious thoughts. 

Compare the causal relations conscious sen- 

sory states have to stimuli, behavior, and other 

mental states. These relations are typically un- 

available from a first-person point of view; we 

must infer them from other considerations, both 

first- and third-person. Similarly, we may expect 

that whatever is responsible for there being 

something it’s like for one to be in conscious 

sensory states is not directly accessible from a 

first-person point of view, but must instead be 

learned about by way of theoretical inference. 

Some theorists have insisted that no correla- 

tions or theoretical developments could ever 

enable us to understand fully how physiological 

occurrences give rise to there being something 

it’s like for one to be in conscious qualitative 

states. If so, perhaps we also cannot fully under- 

stand how HOTs could give rise to conscious 

qualities. 

Joseph Levine calls this difficulty the “ex- 

planatory gap’ and argues that it results from 

our being able to conceive of physiological oc- 

currences without conscious qualities. By con- 

trast, he claims, it’s inconceivable that water 

could boil at a different temperature, at least 

holding constant the rest of chemistry.*? But 
our ability to understand things and the appar- 

ent limits on what we can conceive are always 

relative to prevailing theory, whether scientific 

or folk theory, as Levine’s holding chemistry 

constant illustrates. 

Since the appearance of an explanatory 

gap simply attests our current lack of a well- 

developed, suitable theory, theoretical advances 

pertaining to conscious qualitative states should 

substantially narrow whatever gap seems now 

to obtain. And, though we may never fully 

eliminate that gap, we seldom if ever have a 

complete understanding of how any common- 

sense, macroscopic phenomenon arises.*° 
The HOT model proceeds independently 

of physiology, but a similar explanatory gap 
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seems to arise, since we need to understand 

how nonconscious HOTs can result in con- 

scious qualities. Causal connections are irrel- 

evant here, since there need be no causal tie 

between a HOT and its target. Rather, HOTs 

result in conscious qualities because they make 

us conscious of ourselves as being in certain 

qualitative states, which results in the subjec- 

tive impression of conscious mental qualities. 

And the considerations raised earlier in this 

section provide reason to hold that HOTs can 

actually do this. 

V. Consciousness, 

Confabulation, and Function 

In closing I turn briefly to two unexpected im- 

plications of the HOT hypothesis, indeed, of 

any theory on which a mental state’s being con- 

scious consists, as I’ ve argued it must, in one’s 

being transitively conscious of that state. 

As we have seen, the HOTs in virtue of 

which mental states are conscious represent 

those states in more or less fine-grained ways. 

And the way our HOTs represent the states they 

are about influences what those states are like 

from a first-person point of view. What it’s like 

for me to have a particular gustatory sensation 

of wine depends on how much detail and differ- 

entiation goes into the HOT in virtue of which 

that sensation is conscious. Given any particu- 

lar sensory state, different HOTs would yield 

different ways it’s like for one thing one to be 

in that state. 

Since the HOT that accompanies any par- 

ticular sensory state can be more or less fine- 

grained, it is not the sensory state alone that 

determines what HOT one will have. That will 

depend also on such additional factors as the 

size of one’s repertoire of concepts, one’s cur- 

rent interests, how attentive one is, and how ex- 

perienced one is in making the relevant sensory 

discriminations. 

This raises an interesting question. Since the 

sensation itself does not determine what HOT 

one has, why can’t the HOT misrepresent the 

sensory state one is in? Why can’t one be in a 

sensory state of one type, but have a HOT that 

represents one as being in a sensory state of 

some different sort? The HOT one has, more- 

over, determines what it’s like for one to be in 

the relevant sensory state. So why wouldn’t 

an erroneous HOT make it seem, from a first- 

person point of view, as though one were in a 

sensory state that one is not in fact in? 

CONSCIOUSNESS 

There is reason to believe that this actually 

happens. Dental patients sometimes seem, from 

a first-person point of view, to experience pain 

even when nerve damage or local anesthetic 

makes it indisputable that no such pain could 

be occurring. The usual hypothesis is that the 

patient experiences fear or anxiety along with 

vibration from the drill, and consciously reacts 

as though in pain. Explaining this to the patient 

typically results in a corresponding change 

in what it’s like for the patient when drilling 

resumes, but the patient’s sense of what the 

earlier experience was like generally remains 

unaltered. The prior, nonveridical appearance 

of pain is indistinguishable, subjectively, from 

the real thing. 

Other striking examples occur in connec- 

tion with our perceptual sensations. As Daniel 

Dennett notes in Consciousness Explained, 

parafoveal vision can produce only low- 

resolution sensations of most of the Marilyns in 

Warhol’s famous painting,*'! but we are aware 
of them all as clear and focused. What it’s like 

for us is a function not of the character of our 

sensations, but of how we’re conscious of those 

sensations. 
There is an also well-known tendency people 

have to confabulate being in various intentional 

states, often in ways that seem to make ex post 

facto sense of their behavior;* here it’s plain 

that HOTs misrepresent the states that subjects 

are in. Similarly, it is very likely that repressed 

beliefs and desires are often actually conscious 

beliefs and desires whose content one radi- 

cally misrepresents. Thus one might experience 

one’s desire for some unacceptable thing as 

a desire for something else instead. In such a 

case, the desire is not literally unconscious; it is 

a conscious desire whose character is distorted 

by inaccurate HOTs. What it’s like for one to 

have that desire fails accurately to reflect its 
actual content." 

The HOT hypothesis is not the only theory 

to make room for these things; any theory on 

which a mental state’s being conscious consists 

in one’s being transitively conscious of that 

state will do so. As long as a conscious state is 

distinct from one’s transitive consciousness of 

it, the content of that transitive consciousness 

may misrepresent the state. Conscious states are 
States we are conscious of ourselves as being in, 
whether or not we are actually in them. 

The idea that what it’s like for one to be in a 
State is determined not by that state’s intrinsic 
properties but by the way one’s HOT repre- 
sents it enables us to understand certain cases 
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that seem otherwise intractable to explanation. 

Suppose you’re walking through the woods, 

stepping over branches as needed, but so deeply 

engrossed in conversation that you pay no con- 

scious attention whatever to the branches. From 

a first-person point of view, you appear to have 

no thoughts about the branches; any thoughts 

about them you do have are not conscious 
thoughts. 

To negotiate through the branches, however, 

you presumably need more than just thoughts 

about them; you must also have sensations 

of the branches. But from a first-person point 

of view, it may well also seem as though you 

have no such sensations. Unlike your thoughts, 

however, there is reason to doubt that your 

sensations of the branches literally fail to be 

conscious. It’s not that there are no conscious 

sensations where one would expect sensations 

of branches to occur in one’s visual field; the 

visual field does not seem to have gaps where 

the relevant sensations would be. Rather, the 

sensations that seem to you to be there are, 

roughly, just sensations of the undifferentiated 

rustic environment. 

Why, then, are you unaware of your sensa- 

tions of the branches? Plainly you have such 

sensations; that’s how you manage to negotiate 

through the branches. And the sensations you 

have of the relevant part of the environment 

are all conscious; that’s why your visual field 

doesn’t seem to contain gaps. So it must be that 

the sensations are conscious not as sensations 

of branches, but only as sensations of the un- 

discriminated environment. We can explain this 

kind of occurrence only if the way one is tran- 

sitively conscious of our sensations determines 

what it’s like for one to have them. Compare 

Dennett’s vivid example of looking straight at 

a thimble but failing to see it as a thimble. It’s 

clear that one’s sensation of the thimble is con- 

scious, but one is conscious of it not as a sensa- 

tion of a thimble but only, say, as a sensation of 

part of the clutter on a shelf. 
In the thimble and branches cases, what it’s 

like for one to be in particular sensory states is 

informationally less rich than the states them- 
selves. But the opposite also happens, as when 

we experience our low-resolution sensations of 

the parafoveal Marilyns as though they were 

clear and focused. The best explanation is that 

our HOTs about our blurry parafoveal sensa- 

tions represent them as having high resolution; 

the way we are conscious of our sensations actu- 

ally corrects them by, as it were, bringing them 

into focus and touching them up.*° Indeed, this 
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drives home the need to posit occurrent higher- 

order states, since the high-resolution informa- 

tion must be embodied in some occurrent state. 

This disparity between the properties of our 

sensations and the way we’re conscious of them 

has important implications. For an example, 

consider Wilfrid Sellars’ well-known argument 

that the sensory qualities of sensations exhibit 

an ‘ultimate homogeneity’ that sets them apart 

from the particulate character of ordinary phys- 

ical properties.*° Sellars holds that this ultimate 
homogeneity derives from the way we con- 

ceive, in commonsense terms, of the percepti- 

ble properties of physical objects. Whatever the 

case about that, it is likely that those sensory 

qualities of sensations are themselves particu- 

late. Being neurally based, the relevant sensory 

information will occur in the form of particu- 

lar pixels that represent color, shape, motion, 

and the like. We experience such information, 

however, as ultimately homogeneous simply 

because that is how we are conscious of the rel- 

evant informational states. The way we are con- 

scious of our sensations smooths them out, so to 
speak, and elides the details of their particulate, 

bit-map nature. 

Dretske has noted that theories on which a 

state’s being conscious consists in one’s being 

transitively conscious of the state seem unable 

to explain how a mental state’s being conscious 

could have any function.*’ Being transitively 
conscious of a state, on these theories, makes 

no difference to the state’s nonrelational prop- 

erties. So the state’s being conscious will make 

no difference to its causal role nor, therefore, to 

its function. 

It’s easy to overestimate the degree to which 

a state’s being conscious does actually play any 

role. It’s inviting to think, for example, that a 

state’s being conscious somehow enhances any 

planning or reasoning in which that state fig- 

ures. But the role a state plays in planning and 

reasoning is due to the content the state has, and 

that content will be invariant whether or not the 

state is conscious. So whether or not a state is 

conscious will not affect the state’s role in plan- 

ning and reasoning. We find it tempting to insist 

that a state’s being conscious affects planning 

and reasoning when we consider actual cases 

in which the planning and reasoning are con- 

scious. But those cases tell us nothing unless 

we compare them to nonconscious cases, to 

which we have no first-person access. Intuitions 

cannot help here. 

In any event, Dretske has misdescribed the 

situation. On the HOT hypothesis, a conscious 
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state is a compound state, consisting of the state 

one is conscious of together with a HOT. So the 

causal role a conscious state plays is actually 

the interaction of two causal roles: that played 

by the state itself and that played by the HOT.** 
This explains how a state’s being conscious 

may to some extent matter to its causal role. 

Moreover, the way one is conscious of a con- 

scious state may not fully match the target state 

one is actually in. In those cases, the causal role 

played by the HOT wiill matter even more. State 

consciousness does, after all, make some small 

difference to the function mental states have.” 
But what, then, of the compelling intuition 

that a mental state’s being conscious does make 

a large and significant differerice to its mental 

functioning? That intuition is very likely due to 

the sense we have that our conscious thoughts, 

desires, and intentions occur freely and that this 

apparent freedom enhances our ability to reason 

and make rational choices. But our sense that 

these states occur freely itself arguably results 
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from the way we are conscious of those states. 

Because we are seldom if ever conscious of 

anything as causing our conscious thoughts and 

desires, we have the subjective impression that 

they are uncaused, and hence free. So it seems 

that just being conscious of these states makes 

a significant difference to the role they can play 

in our lives. It is because the way we are con- 

scious of our intentional states presents them 

as free and uncaused that their being conscious 

seems to matter to our ability to reason and 

make rational choices. 
I have argued that the HOT hypothesis ex- 

plains how conscious states differ from non- 

conscious mental states, and why, to the extent 

that it does, state consciousness has a function. 

Moreover, the hypothesis squares well with 

there being something it’s like to be in con- 

scious sensory states. We can provisionally 

conclude that the hypothesis deals satisfactorily 

with the phenomenon of state consciousness, 

even for the special case of sensory states. 

NOTES 

1. Pace John R. Searle, The Rediscovery of the Mind 

(Cambridge, MA: MIT Press, 1992); see note 8, 

below. 
I use ‘intentional state’ here to refer to states, like 

beliefs and desires, that exhibit propositional con- 

tent along with some mental attitude. 
2. For some related observations about different uses 

of ‘consciousness.’ see Edmund Husserl, Logical 

Investigations (London: Routledge & Kegan Paul, 

1970), IL, pp. 535-36. 
3. ‘Ordinary’ is to exclude so-called hypnogogic 

dreams, which occur in a semi-waking state. 

Intuitions here are in any case hardly decisive. 
Are very vivid dream states conscious states? Must 
we be conscious when we’re in them? Since it’s far 
from clear what to say about these matters, it may 
well be that conscious states can occur without the 
creature itself being conscious. 

4. There is, of course, nothing it’s like for such a crea- 
ture to be conscious—nothing it’s like for the crea- 

ture. But that doesn’t mean there’s nothing it is to be 
conscious. 

5. Even if all sensations were conscious, what it is for 
a sensation to be of something would be a function 
not of its being conscious, but rather of the ways it 
qualitatively resembles and differs from other com- 
parable sensations. 

Strictly speaking, mental states aren’t conscious 
of things; rather, it’s creatures that are conscious of 

things in virtue of their being in mental states. 

6. The best-known version of the example is due to 
D. M. Armstrong, “What Is Consciousness?” in his 
The Nature of Mind (St. Lucia, AUS: University 
of Queensland Press, 1980), 55-67, p. 59. See 

Dretske’s Naturalizing the Mind (Cambridge, MA: 

MIT Press/Bradford Books, 1995), pp. 104-5. 

7. “Conscious Experience,” Mind 102, no. 406 

(April 1993): pp. 263-83; reprinted in Dretske, 
Perception, Knowledge, and Belief: Selected 

Essays (Cambridge, UK: Cambridge University 

Press, 2000), 113-37, p. 123; Naturalizing the 
Mind, chapter 4. 

8. “Conscious Experience,” pp. 

Naturalizing the Mind, pp. 112-3. 
9. One might object that we are, in any case, conscious 

of our conscious states when we are introspectively 

aware of them. To forestall this objection, Dretske 
has recently argued that introspection resembles 

what he calls displaced perception. Just as we 
come to know how full the gas tank is by looking 
at the gauge, so we come to know what mental 

State we’re in by noticing what we’re seeing. We 
thereby come to be conscious that we’re in some 

particular mental state, but not conscious of that 

state. (Dretske, “Introspection,” Proceedings of the 

Aristotelian Society, CXV [1994/95]: pp. 263-78, 
and Naturalizing the Mind, chapter 2.) 

On this ingenious proposal, introspection is a 
matter of coming to know how one represents things 
(274-75). But introspection is better construed as 
knowing what mental state one is in, independently 

of how that state represents nonmental reality. But 
even if Dretske’s right about what introspection is, 
just seeing that I represent things as being a certain 
way won’t yield introspection unless I see this con- 
sciously. So either the argument rests on Dretske’s 
assumption that all mental states are conscious, or 
he must give a different account of what it is for 
states to be conscious. 

10. “Conscious Experience,” p. 128; cf. pp. 117-18. 
11. In his useful “Dretske on HOT Theories of 

Consciousness,” William Seager independently 

125-28; cf. 
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115), 

16. 

gives a similar account of how Dretske’s argument 
fails to undermine the HOT hypothesis (Analysis 

54, no. 1 [January 1994]: pp. 270-76, especially 
pp. 275-76). 

. ‘But readers who were only thing-aware of the dif- 
ference between Alpha and Beta [the two arrays in 
Dretske’s example] were not fact-conscious of the 
difference between Alpha and Beta.’ (“Conscious 
Experience,” p. 128.) 

John R. Searle also denies that we are conscious 

of our conscious mental states, though for reasons 
different from Dretske’s. ‘[W]here conscious sub- 

jectivity is concerned, there is no distinction be- 

tween the observation and the thing observed’ (The 

Rediscovery of the Mind, p. 97). The context makes 

clear that Searle is denying not just that we can ob- 

serve our conscious states, but that we are conscious 

of them at all, in the way we’re conscious of other 
things: ‘We cannot get at the reality of conscious- 
ness in the way that, using consciousness, we can 

get at the reality of other phenomena’ (pp. 96-97). 

This is because ‘where conscious subjectivity is 

concerned, there is no distinction between the ob- 

servation and the thing observed’ (p. 97). 
Searle argues for this by appeal to the idea that 

we can describe consciousness only in terms of 

what it’s consciousness of (p. 96). But even if that’s 
so, there will be states in virtue of which we are 

conscious of things. So it doesn’t follow that there 
aren’t states in virtue of which we are conscious of 

our conscious states. 
. ‘(T]he word ‘thought’ applies to all that exists 

in us in such a way that we are immediately con- 

scious of it’ (Geometrical Exposition of the Second 

Replies, Oeuvres de Descartes, Charles Adam and 

Paul Tannery, eds., [Paris: J. Vrin, 1964-75], VII, 

p. 160). 

Nonconscious mediation, moreover, might well 
occur; factors of which we’re in no way conscious 

often causally mediate among distinct mental states, 
even when we’re aware of them from a first-person 
point of view. 

Our intuitive sense that we’re not conscious of 

our conscious states in any way that’s mediated may 

be what leads Searle to claim that there’s no way in 

which we’re conscious of our conscious states (see 

note 13). It also distinguishes this case from the way 
we’ re perceptually conscious of things, in which we 
are sometimes conscious of the intervening medium. 

A slight adjustment to this is needed. One might 

hold a theory on which an inference mediates be- 

tween our being conscious of our conscious states 

and the states themselves, though we’re conscious 

of that inference only by another inference based on 
the theory. (I thank Eric Lormand for raising this 

possibility.) We would still count as conscious the 

same states, even though the theory makes us con- 
scious of the inferential mediations. We can provide 

for this by stipulating that if a state is conscious, 
we’re conscious of it in a way that does not require 
that we be conscious of any inference that may 
occur. Our being conscious of the state may rely on 
some inference, but not on our being conscious of it. 

This handles a related possibility as well. Suppose 

that inferences of which we’re not conscious nor- 

mally mediate between our being conscious of our 
conscious states and those states. Even if we some- 

how became conscious of some of those inferences 

18. 

19: 

20. 

Die 

231 

without benefit of theory, we’d count the same states 
as conscious. The adjusted stipulation provides for 
this. Since nothing in what follows hinges on this 
sort of thing, I’ll omit this qualification. 

If the way we’re conscious of our conscious states 
were sometimes based on conscious inference, we’d 
then know how we come to be conscious of those 
states. Though we’re conscious of our conscious 

states, we generally don’t, from a first-person point 

of view, have any idea how we come to be conscious 

of them. That ignorance helps explain the air of 
mystery that surrounds state consciousness. 

. The inference that consciously mediates between 

mental states and one’s being conscious of them 

need not begin with the mental state to one’s being 

conscious of it; typically, the conscious inference 

would start, instead, from noticing one’s behavior 

or from the remarks of others. And because those 
things are causally due to one’s mental state, such 
an inference counts as mediating between a mental 

state and one’s being conscious of it. 
We need not independently preclude reliance on 

observation. Intuitively, one’s being conscious of a 
mental state can be immediate even if it relies on ob- 

servation, so long as one is not aware of its doing so. 
And that will be so if there’s no reliance on any con- 

scious inference. E.g., if one observes one’s happy 

gait and so, without any inference of which one is 

aware, takes oneself to be happy, the way one is 

conscious of being happy is intuitively immediate. 
Although we recognize on reflection that mediation 
does in fact occur, no conscious inference normally 

mediates, and as we’ ve seen, that’s what matters for 
the intuition of immediacy. 

On this, see David M. Rosenthal, “The Colors and 
Shapes of Visual Experiences,” in Consciousness 

and Intentionality: Models and Modalities of 

Attribution, Denis Fisette, ed., (Dordrecht: Kluwer 

Academic Publishers, 1998), pp. 137-69; and 
“The Independence of Consciousness and Sensory 
Quality,” in Consciousness: Philosophical Issues, 
1, 1991, Enrique Villanueva, ed., (Atascadero, CA: 

Ridgeview Publishing Co., 1991), pp. 15-36, re- 
printed in Consciousness and Mind (Oxford, UK: 

Oxford University Press, 2005). 

These considerations are reminiscent of an argu- 

ment of Aristotle’s at de Anima If, 2, 425b12-14, 

though Aristotle also held that the redness of our 
perceptions is the very same quality as the redness 

of physical objects (e.g., de Anima II, 5, 418a4; II, 

11, 423b31; II, 12, 424a18; III, 2, 425b23). 
Perhaps the qualities of the higher-order states 

are those our sensory states seem to have, and the 

lower-order qualities do not figure in what it’s like 
for us to be in sensory states. But locating the quali- 

ties that figure in what it’s like to be in sensory states 
at the higher level doesn’t help explain the qualita- 

tive dimension of those states. 
The concern that nonlinguistic creatures can’t be 

in intentional states with such sophisticated con- 
tent may also motivate preference for the percep- 
tual model, since perceiving is a less sophisticated 

mental phenomenon. But little conceptual richness 

is needed to be in such intentional states. The con- 
cept of self, e.g., need involve no more than the dis- 
tinction between oneself and everything else. And 
the state itself can be conceptualized in a relatively 
minimal way, say, just as some way the creature is. 
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22. So HOTs are not simply about intentional contents, 

PB. 
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but about full-fledged intentional states: contents 

plus mental attitudes. 
If I doubt or wonder whether a particular physical 

object is red, I’m conscious of that object; similarly 
if I expect, hope, or desire that it is. But it’s not the 

doubt, wonder, hope, or desire that makes me con- 

scious of the object. Rather, if I doubt whether the 

object is red or desire or suspect that it is, I must 
also think assertorically that the object is there, or 
exists, and I’m conscious of the object in virtue of 

my having that assertoric thought. This is evident 

because, in such a case, I wouldn’t be conscious of 
the object as red, but just as something that exists. 
The content of my consciousness is determined not 

by the content of my nonassertoric intentional state, 
but by the assertoric state. Similarly with intentional 

states about our own mental states; being in nonas- 

sertoric intentional states about one’s mental states 
make one conscious of being in those states only if 
they require one also to have the assertoric thought 

that one is in that state. 
It’s worth noting an argument of Robert M. 

Gordon that many emotions must be accompanied 

by corresponding beliefs; being angry that p, e.g., re- 

quires believing that p. (The Structure of Emotions: 
Investigations in Cognitive Philosophy [Cambridge, 

UK: Cambridge University Press, 1987], pp. 47ff). 
If so, the required belief would explain why, when 
one’s angry that p, one is conscious of whatever "p* 
is about. In any case, this result depends on describ- 

ing the emotion in terms of its intentional content. 
Thus, if one describes a person not as being angry 

that p, e.g., but as being angry because p, no cor- 

responding belief is implied. 
This helps deal with an interesting objection. 
Freudian theory may seem to posit states that are 

nonconscious despite their being accompanied 
by suitable HOTs. (This idea has been pressed 

by Georges Rey and Stephen Schiffer.) But it’s 
not easy to come up with convincing examples. 
Pleasure or guilt about repressed states won’t do 
because pleasure and guilt aren’t assertoric; so we 

often aren’t conscious of the objects of our pleasure 
or guilt—even when those states are conscious. 

Even if we could come up with plausible exam- 
ples, moreover, it is far from obvious that Freudian 

theory requires that we describe the situation as 
involving nonconscious states accompanied by 

HOTs, since there typically are several equally good 
explanations for any such phenomenon. It’s also 

important to note that repressed states are seldom 

nonconscious states. Rather, they’re typically states 
we disguise by radically misrepresenting their con- 

tent, or distract ourselves from by creating elaborate 
mental noise. See p. 29, below. 

According to Searle, the intentional content of per- 
ceptual states always refers to those very states; if I 

see a yellow station wagon, the content of my visual 

perception is ‘that there is a yellow station wagon 
there and that there is a yellow station wagon there 
is causing this visual experience’ (Intentionality: An 

Essay in the Philosophy of Mind (Cambridge, UK: 

Cambridge University Press, 1983], p. 48). If the 

content of every perceptual state were partly that 
oné is in that state, then on the HOT hypothesis, 
just being in the state would make one conscious of 
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it, and nonconscious perceptions would be impos- 
sible. (I am grateful to Gilbert Harman for raising 
this concern.) Moreover, perceiving something does 
presumably make one conscious of that thing, ar- 

guably because the mental attitude of perceiving is 

assertoric. 
Searle’s argument for this claim appeals to the 

truth conditions of perceptions; a state’s intentional 
content ‘determines under what conditions it is sat- 
isfied’ (p. 48), and one perceives a thing only if it 

causes one’s perception. But the conditions under 
which the perception is satisfied are simply that 
there’s a yellow station wagon there, not also that 
the perception is caused by there being a yellow sta- 
tion wagon there. The causal condition is relevant 
not to the truth of what I perceive, but of whether 

I perceive it. 

These considerations do, however, point toward 
an explanation of how many perceptual states do 
come to be conscious. We assume as a general belief 

about the world that the states of affairs we perceive 
normally cause the relevant perceptual states. When 

one has the (typically nonconscious) thought that a 

perceived state of affairs has caused the perceptual 
state, that thought results in a HOT that one is in 
the perceptual state, and thus results in that state’s 
being conscious. 

See, e.g., Dretske, “Conscious Experience,” espe- 

cially Section 4; also Ned Block, “Review of Daniel 

C. Dennett, Consciousness Explained,” The Journal 

of Philosophy XC, no. 4 (April 1993): pp. 181-93, 
who alludes on p. 182 to the HOT hypothesis. 

This argument is developed in detail in my 

“Thinking That One Thinks,” in Consciousness: 
Psychological and Philosophical Essays, Martin 

Davies and Glyn W. Humphreys, eds., (Oxford: 

Basil Blackwell, 1993), pp. 197-223. On the con- 

nection between thought and genuine speech, see 

my “Intentionality,” Midwest Studies in Philosophy, 

X (1986): pp. 151-84. Both will be reprinted in 
Consciousness and Mind (Oxford, UK: Oxford 

University Press, 2005). 

The argument relies on creatures that can describe 

their mental states. But noninferential reportability 
simply helps fix the extension of ‘conscious state’; 
many nonlinguistic creatures are also in conscious 
states. 

Special issues arise about qualitative states, since 
there is no such thing as verbally expressing a per- 
ceptual sensation. We can express perceptions, but 
only because perceptions, unlike sensations, have 
an intentional aspect and it’s that intentional com- 
ponent that we can verbally express. The same 
may also hold for bodily sensations; though we can 
express a pain by uttering ‘ouch,’ it’s unclear that 
‘ouch’ counts as a verbal, as opposed to nonverbal, 
form of expressing. And, though saying ‘It hurts’ is 
linguistic, that reports the pain, rather than express- 
ing it. Still, creatures with suitable linguistic ability 

can noninferentially report their conscious states, 
whether the states are intentional or sensory. 

These considerations have a bearing on the per- 
ceptual model. When a state is conscious, crea- 
tures with the relevant linguistic ability can express 
their transitive consciousness of the state. If there 
were a higher-order perception of the state, one’s 
report would verbally express only the intentional 
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component of that higher-order perception. But 
that’s in effect just to express a HOT. So the argu- 

ment from reporting and expressing shows that if the 
transitive consciousness of a conscious state did have 

a sensory aspect, that sensory aspect would be irrel- 

evant to the state’s being intransitively conscious. 

Dennett and Harman have independently pressed 

this reply in conversation, and it receives tacit ex- 
pression in Dennett’s view that ‘[c]onsciousness 
is cerebral celebrity’ (“The Message Is: There is 
no Medium,” Philosophy and Phenomenological 

Research Ll, no. 4 [December 1993]: 919-31, 

p. 929). See also Dennett, Consciousness Explained, 

chapter 10 and especially p. 315. 

Peter Carruthers, Language, Thought, and 
Consciousness: An Essay in Philosophical 

Psychology (Cambridge, UK: Cambridge University 

Press, 1996); and Phenomenal Consciousness: 

A Naturalistic Theory (Cambridge: Cambridge 
University Press, 2000). 

See Lawrence Weiskrantz, Blindsight (Oxford: 

Oxford University Press, 1986); and Consciousness 

Lost and Found: A Neuropsychological Exploration 

(Oxford: Oxford University Press, 1997). 

There is reason to think that discrimination 

of stimuli with different form may be due to dis- 
crimination of orientation, rather than of form itself 

(Blindsight, p. 84). Van Gulick has argued that this 

shows that blindsight does not involve states with 
phenomenal properties like those of conscious 
visual sensations. (“Deficit Studies and the Function 

of Phenomenal Consciousness,” in Philosophical 

Psychopathology, George Graham and G. Lynn 

Stephens, eds., [Cambridge, MA: MIT Press, 
1994].) But that conclusion follows only if one as- 

sumes that sensory qualities must be integrated in 

just the way they are in normal conscious cases. 

A classical example is the so-called cocktail-party 

effect. We typically screen out the sounds of con- 

versations other than our own, though mention of 
one’s name in a screened-out conversation normally 

causes one’s attention suddenly to shift to that 

conversation. 
Compare parallel arguments that certain noncon- 
scious states have mental properties because of 
the roles they play in mental processes; e.g., J. A. 

Fodor, “Methodological Solipsism Considered as a 
Research Strategy in Cognitive Psychology,” The 

Behavioral and Brain Sciences Ill, no. 1 (March 

1980): pp. 63-73. 
See Thomas Nagel’s “What is it like to be a bat?” 

The Philosophical Review LXXXIII, no. 4 (October 

1974): pp. 435-50; “Panpsychism,” in Mortal 
Questions (Cambridge, UK: Cambridge University 

Press, 1979), pp. 181-95; and The View from 

Nowhere (New York: Oxford University Press, 

1986), chapters 1-4. 

“Ona Confusion about a Function of Consciousness,” 

The Behavioral and Brain Sciences, 18, no. 2 (June 

1995): 227-47, p. 231; emphasis Block’s. See 
also Block, “Review of Dennett’s Consciousness 

Explained,” p. 184; “Begging the Question against 

Phenomenal Consciousness,” The Behavioral and 

Brain Sciences 15, no. 2 (June 1992): pp. 205-6; 
“Consciousness and Accessibility,” The Behavioral 

and Brain Sciences XIII, no. 4 (December 1990): 

pp. 596-98. 
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It’s not that the states we report are nonconscious, 
but nonconscious states influence what we report 
and how we do it. 

Block’s definition of access consciousness in terms 
of a state’s being ‘poised’ for certain things gives 

a dispositional mark of such consciousness. (In the 

review of Dennett’s book, he uses the phrase ‘freely 

available’ [p. 182].) That is compatible with access 

consciousness’s consisting in a subject’s being 

transitively conscious of a mental state, rather than 

simply being disposed to be conscious of it. States 
we are transitively conscious of have many disposi- 

tional properties, among them being reportable and 
introspectible. 
Block distinguishes a third concept of conscious- 
ness, which he calls reflective consciousness 

(Review of Dennett’s Consciousness Explained,” 

p. 182) or monitoring consciousness (“On a 

Confusion about a Function of Consciousness ,” 
p. 235). According to Block, a state is conscious in 
this way if one has a HOT about it. But the states 

he counts as reflectively or monitoring conscious 

are states that we’re introspectively conscious of: 

states that we’re conscious of being conscious 

of. This is a distinct notion of consciousness, but 
Block is mistaken to define it in terms of having 

HOTs. Rather a state has monitoring conscious- 
ness, in his terms, only if one has a conscious HOT 

about it. See note 25, 

For more on Block, see Rosenthal, “Phenomenal 

Consciousness and What It’s Like,” The Behavioral 

and Brain Sciences, 20, no. 1 (March 1997) 

pp. 64-65; “The Kinds of Consciousness,” MS, and 
“How Many Kinds of Consciousness,” MS. 

Of course, the relevant sensory states will often have 

been conscious before one acquired the more fine- 
grained concepts, but conscious only with respect to 

qualities individuated in a more course-grained way. 

E.g., one might initially be conscious of a particular 

type of olfactory sensation solely as being winelike, 
and subsequently become conscious of it in terms of 
more fine-grained sensory qualities. 

One might argue that the new concepts pertain not 

to the distinguishing properties of our conscious 

sensory experiences, but rather to the perceptible 

properties of the perceived physical objects and 

processes, e.g., the wine or the musical perfor- 

mance. (See Harman, “The Intrinsic Quality of 
Experience,” Philosophical Perspectives, 4: Action 

Theory and Philosophy of Mind {1990}: pp. 31-52.) 

But it’s clear that in the cases just imagined we also 
focus introspectively on the distinguishing proper- 
ties of our conscious sensory states. So those cases 

involve new concepts of the distinguishing proper- 

ties of sensory states. 
“On Leaving Out What It’s Like,” in Consciousness: 
Psychological and Philosophical Essays, Martin 

Davies and Glyn W. Humphreys, eds., (Oxford: 

Basil Blackwell, 1993), 121-36, p. 134; and 

Purple Haze: The Puzzle of Consciousness (New 

York: Oxford University Press, 2001), p. 79. See 

also “Materialism and Qualia: The Explanatory 
Gap,” Pacific Philosophical Quarterly LXIV, no. 

4 (October 1983): pp. 354-61. For related argu- 

ments, see David J. Chalmers, The Conscious Mind: 
In Search of a Fundamental Theory (New York: 

Oxford University Press, 1996). 
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Similarly, Nagel claims we have a purely ratio- 
nal understanding of why ‘heat caus[es] water to 

boil, rocks caus[e] glass to break, magnets induc[e] 

electric current, [and] the wind mak[es] waves’ 

(“Panpsychism,” p. 186), but currently lack any 
understanding of how physical heat, e.g., or a brain 

process, could causally necessitate a pain or other 
sensation (“Panpsychism,” p. 187). 
See my “Reductionism and Knowledge” in How 

Many Questions? Leigh S. Cauman, Isaac Levi, 
Charles Parsons, and Robert Schwartz, eds., 
(Indianapolis: Hackett Publishing Co., 1983), 
pp. 276-300. 
Daniel C. Dennett, Consciousness Explained 
(Boston: Little, Brown and Co., 1991), p. 354. See 
pp. 53-54 for Dennett’s striking illustration of these 
limits in attempting to discern the color of playing 

cards seen parafoveally at arm’s length. 

For a classic study, see Richard E. Nisbett and 
Timothy DeCamp Wilson, “Telling More Than We 

Can Know: Verbal Reports on Mental Processes,” 
Psychological Review LXXXIV, no. 3 (May 1977): 

pp. 231-59. Nisbett and Wilson’s influential study 
focused not only on cases in which subjects confab- 
ulate stories about the causes of their being in par- 
ticular cognitive states, but also on cases in which 

they confabulate accounts about what states they’re 
actually in. 
Perhaps such erroneous HOTs might figure also in 

apparent self-deception. 
It may sometimes be difficult to tell whether a 

HOT misrepresents an actual target or the HOT has 
only a notional target, and there is an actual state 
that simply isn’t conscious. Indeed, it may well be 

arbitrary within a certain range of cases which way 

we describe a case. 

Consciousness Explained, p. 336. 

Similarly, in the cocktail-party effect, one’s atten- 

tion shifts to a previously unattended conversation 

in which one’s name was mentioned. So one must 
have been hearing the articulated words in that con- 
versation, though to consciousness it seemed just to 

be background din. 
Robust experimental findings, e.g., those in- 

volving masked priming, also provide compelling 

evidence that what it’s like to have a sensation some- 
times diverges from the properties of the sensation 
itself. In masked priming, subjects report being un- 

aware of qualitative input whose presence is evident 

from its effect on subsequent cognitive behavior. For 
a classic study, see Anthony J. Marcel, “Conscious 

and Unconscious Perception: Experiments on 
Visual Masking and Word Recognition,” Cognitive 
Psychology 15 (1983): pp. 197-237. 

Experimental work on change blindness also pro- 
vides vivid evidence for divergence of how we’re 
conscious of our sensations from their actual prop- 

erties. Subjects here fail consciously to register 
visible changes so salient that it’s overwhelmingly 

45. 

46. 

47. 
48. 
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likely that corresponding changes do occur in their 

visual sensations. So subjects’ sensations diverge 
from how they’re aware of them. Moreover, the 

compelling impression we all have of being con- 

tinuously conscious of salient qualitative detail 

is evidently erroneous. See John Grimes, “On 

the Failure to Detect Changes in Scenes across 

Saccades,” in Perception, Kathleen Akins, ed., 

(New York: Oxford University Press, 1996), 

pp. 89-110; Daniel J. Simons, “Current Approaches 
to Change Blindness,” Visual Cognition 7 (2000): 

pp. 1-16; and Ronald A. Rensink, “The Dynamic 
Representation of Scenes,” Visual Cognition, 7, 
no. 1/2/3 (January 2000): pp. 17-42; and “Seeing, 
Sensing, and Scrutinizing,” Vision Research, 40, no. 

10-12 (2000): pp. 1469-87. 
In aesthetic experience, also, how we are conscious 

of a sensation presumably outstrips that sensation’s 

qualitative character. 
For more on sensations’ diverging from the way 

we are conscious of them and the way HOTs func- 

tion in that connection, see “Sensory Qualities, 
Consciousness, and Perception,” in Consciousness 
and Mind, and “Consciousness and Metacognition” 

in Metarepresentation: Proceedings of the Tenth 

Vancouver Cognitive Science Conference, Daniel 

Sperber, ed., (New York: Oxford University Press, 
2000), pp. 265-95. 
Often referred to as Sellars’ ‘grain argument.’ 
Wilfrid Sellars, “Philosophy and the Scientific 
Image of Man,” in Frontiers of Science and 
Philosophy, Robert G. Colodny, ed., (Pittsburgh: 
University of Pittsburgh Press, 1962), pp. 35-78: 
reprinted in Science, Perception and Reality, 140, 
p. 36; also p. 35, and “Phenomenalism,” also in 
Science, Perception and Reality, 60-105, pp. 103-5. 

Cf. Peter Carruthers’ claim that ‘perceptual infor- 
mation is analogue (that is, ‘filled in’ and continu- 

ous),’ and ‘the subjective aspect of an experience 
just is analogue information about [physical] red, 

presented to a cognitive apparatus having the power 

classify states as information carriers, as well as to 

classify the information carried’ (Peter Carruthers, 
Language, Thought, and Consciousness: An Essay 
in Philosophical Psychology (Cambridge, UK: 
Cambridge University Press, 1996], pp. 167, 214). 
Naturalizing the Mind, p. 117. 

The interaction of the two roles may not be addi- 

tive; the causal properties of the HOT may interact 
with those of the state in such a way that the original 
causal properties of the state are modified, or even 
blocked altogether. 

So conscious inessentialism, on which every intel- 
ligent activity we perform consciously could be 
performed without its being conscious, is mistaken. 

The label is due to Owen Flanagan, who rejects the 

thesis (Consciousness Reconsidered (Cambridge, 
MA: Bradford Books/MIT Press, 1992], pp. 5, 
129ff.). 



Visual Qualia and Visual 

Content Revisited 
Michael Tye 

Experiences vary widely. For example, I run 

my fingers over sandpaper, smell a skunk, feel 

a sharp pain in my finger, seem to see bright 

purple, become extremely angry. In each of 

these cases, I am the subject of a mental state 

with a very distinctive subjective character. 

There is something it is /ike for me to undergo 

each state, some phenomenology that it has. 

Philosophers often use the term ‘qualia’ to refer 

to the introspectively accessible properties of 

experiences that characterize what it is like to 

have them. In this standard, broad sense of the 

term, it is very difficult to deny that there are 

qualia. There is another, more restricted use of 

the term ‘qualia,’ under which qualia are intrin- 

sic, introspectively accessible, nonrepresen- 

tational qualities of experiences. In my view, 

there are no qualia, conceived of in this way. 

They are a philosophical myth. 

Elsewhere (Tye 1995, 2000) I have argued 

that all experiences have representational 

content and that what it is like to undergo an 

experience is a matter of a certain sort of rep- 

resentational content the experience has. This 

view has come to be known as representational- 

ism. In this paper, I shall not try to defend rep- 

resentationalism generally. My concern here is 

exclusively with the case of visual experience 

and visual qualia. I shall try to show not only 

that no good reasons have been adduced for 

believing in visual qualia in the second sense 

(hereafter Qualia) but also that, upon proper 

reflection, the most natural view, is that there 

are none. 
The paper is divided into three sections. In 

Section I, I say some more about what sorts of 

properties of visual experience visual Qualia 

are supposed to be and what it is that [am com- 

mitted to in denying their existence. In Section 

II, I discuss a variety of arguments and exam- 

ples that purport to show that there are visual 

Qualia. Finally, in Section III, I make some 

brief comments about representationalism with 

respect to visual experience and also about the 

overall significance of my attempt to account 

for visual experience without Qualia. 

Revised from “Visual qualia and visual content,” 

Consider a painting of a tiger. Viewers of the 

painting can apprehend not only its content 

(i.e., its representing a tiger) but also the colors, 

shapes, and spatial relations obtaining among 

blobs of paint partly by virtue of which it has 

that content. It has sometimes been supposed 

that being aware or conscious of a visual ex- 

perience is like viewing an inner picture. So, 

for example, on this conception of vision, if 

I train my eyes on a tiger in good light, I am 

subject to a mental picture-like representation 

of a tiger, introspection of which reveals to me 

both its content and its intrinsic, nonintentional 

features partly by virtue of which it has that 

content. These intrinsic, nonintentional features 

are not literally colors and shapes of parts of 

my mental quasi-picture, as in the case of a real 

picture. After all, it would obviously be absurd 

to suppose that parts of my brain are orange and 

black striped when I see a tiger, and it is surely 

no less absurd to suppose that parts of my soul 

are. So, whether visual experiences are physi- 

cal or not, even on a pictorial conception, their 

introspectible, intrinsic properties are not colors 

and shapes. 

Anyone who believes that there are visual 

Qualia must at least believe that visual experi- 

ences are like pictures to the extent that they 

(or a mental object they involve) have intrinsic, 

nonintentional or nonrepresentational features 

which are accessible to introspection and partly 

by virtue of which the experiences represent 

what they do.!' It is Qualia, so conceived, that 

are my target. In opposing Qualia, I am not 

denying, of course, that the contents of visual 

experiences are introspectible. Nor am I deny- 

ing that visual experiences have intrinsic, non- 

intentional or nonrepresentational features. If, 

as is widely believed, visual experiences are 

neural items, they will certainly have intrinsic 

physico-chemical properties. 

To emphasize: the rejection of visual Qualia 

is not tantamount to a rejection of the view that 

there is something it is like for the subjects of 

in T. Crane, ed., The Contents of Experience 

(Cambridge University Press, 1993), with the permission of Cambridge University Press. 

Copyright © 1993 Cambridge University Press. 
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visual experiences. On the contrary, as I noted 

in the introduction, the view I accept is that 

what it is like to have a visual experience (what 

is sometimes called ‘the phenomenal character 

of the experience’) is a matter of a certain sort 

of representational content that the experience 

has. A consequence of this position is that 

necessarily any two visual experiences that are 

exactly alike in their representational contents 

are exactly alike in their phenomenal character. 

To refute my position, it suffices to specify a 

clear counter-example to this generalization. I 

know of no such counter-example. In the next 

section, I shall consider a variety of putative 

counter-examples together with a number of 

other objections. 

The Argument from Introspection 

Standing on the beach in Santa Barbara a 

number of summers ago on a bright sunny day, 

I found myself transfixed by the intense blue of 

the Pacific Ocean. Was I not here delighting in 

the phenomenal aspects of my visual experi- 

ence? And if I was, doesn’t this show that there 

are visual Qualia? 

I am not convinced. It seems to me that what 

I found so pleasing in the above instance, what 

I was focusing on, as it were, were a certain 

shade and intensity of the colour blue. I expe- 

rienced blue as a property of the ocean not as 

a property of my experience. My experience 
itself certainly wasn’t blue. Rather it was an 

experience that represented the ocean as blue. 

What I was really delighting in, then, was a 

quality represented by the experience, not a 

quality of the experience. It was the color, blue, 

not anything else that was immediately acces- 

sible to my consciousness and that I found so 

pleasing. This point, I might note, seems to be 

the sort of thing G. E. Moore had in mind when 

he remarked that the sensation of blue is diaph- 

anous (see Moore 1922, p. 22). When one tries 

to focus on it in introspection one cannot help 

but see right through it so that what one actually 

ends up attending to is the real colour blue. 

There is another rather different way in 
which a straightforward appeal to introspection 

might be made on behalf of Qualia. The visual 

experience I had that day in Santa Barbara, as 

I stood entranced by the colour of the sea, was, 

to my consciousness, very similar to a colour 

photograph I might have taken of the same 

scene. My experience, then, was a picture-like 
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representation of the sea, and my awareness of 

it was something like my viewing a picture. 

Since, as I noted in the last section, pictures evi- 

dently have accessible intrinsic qualities partly 

by virtue of which they represent the world, so 

too, by analogy, do visual experiences. 

The most obvious problem with this appeal 

is that it is not at all clear that my visual ex- 

perience, while viewing the ocean, was really 

similar to a colour photograph of the ocean. 

The only undeniable similarity here is between 

my experience and the experience I would have 

undergone had I viewed an appropriate photo- 

graph. The fact that these experiences are simi- 

lar shows nothing about the way in which their 

contents are encoded. What I deny, then, is that 

the format of visual representations—the way 

in which they encode their contents—is given 

in introspection. What introspection reveals are 

simply aspects of the contents themselves. 

The second objection I have is simply that 

even if visual experiences are, in an important 

sense, picture-like, it evidently does not follow 

that they have Qualia. One could hold, e.g., 

that visual experiences have intrinsic qualities 

partly by virtue of which they represent while 

denying that these qualities are introspectively 

accessible (see Harman 1990). Such a position 

still permits the possibility that visual experi- 

ences are picture-like, e.g., with respect to the 

representation of spatial relations.’ But it leaves 
no room for Qualia. 

The Argument from Hallucination 

Suppose that Paul hallucinates a pink square 

object. Then there is something that Paul hallu- 

cinates. But what Paul hallucinates is not a real 

pink, square, physical object—Paul, after all, 

is hallucinating not seeing. So what Paul hal- 
lucinates must be a mental object, an idea or an 

appearance. Now mental objects are not liter- 

ally coloured nor do they literally have shape. 

So the terms ‘pink’ and ‘square’ in application 
to what Paul hallucinates must pick out spe- 

cial properties of which Paul is directly aware. 

These properties are Qualia. Since seeing can 

be indistinguishable from hallucinating, such 
properties are present in cases of veridical per- 
ception too. 

I lack the space to comment on all that is 
wrong with this argument. When Paul halluci- 
nates in the above case he has an experience of 
a pink square object. There is, then, a definite 
content to Paul’s hallucinatory experience. But 
there is no object, mental or otherwise, that Paul 
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hallucinates. Furthermore the fact that Paul’s 

experience has a certain content no more re- 

quires that there really be a pink square object 

than a picture’s representing a three-headed 

monster, say, requires that there really be any 
monsters. 

Consider the following parallel. Paul wants 

a blue emerald to give to his wife. There are 

no blue emeralds. It does not follow that Paul 

wants the idea of a blue emerald to give to his 

wife. That he already has. What he wants is 

that his wife be given a blue emerald (by him). 

His desire, then, is the desire it is in virtue of 

its having specific content. When Paul reflects 

upon or introspects his desire what he is aware 

of is this content rather than any peculiar quali- 

ties of a special mental particular upon which 

his desire is directed. Likewise when Paul hal- 

lucinates a pink square what he introspects, I 

maintain, is the content of his hallucinatory ex- 

perience. The qualities of which he is introspec- 

tively aware enter into this content (color and 

shape qualities, among others), and, given that 

Paul is hallucinating, they belong to nothing 

before Paul at all. This, it seems to me, is the 

common-sense view. The idea that the terms 

‘pink’ and ‘square’ in the context “Paul halluci- 

nates a pink square’ stand for special, phenom- 

enal qualities of which Paul is aware and hence 

have entirely different meanings from those 

they have in, say, “The piece of glass is pink 

and square’ is, on the face of it, very strange 

indeed. The argument from hallucination does 

nothing to make this idea palatable. 

Visual Qualia without Visual Content 

Here is a related argument. Suppose you look at 

a bright light and turn away. You have an after- 

image that is red and round, say. In this case you 

are subject to a visual experience but your ex- 

perience has no representational content. What 

it is like for you, then, cannot be a matter of the 

content of your experience. Rather it must be 

due to visual Qualia* (see Jackson 1977). 

It seems to me no more plausible to take the 

terms ‘red’ and ‘round,’ as they apply to an 

after image, as denoting intrinsic qualities of the 

image than it is to take the terms ‘loud’ and ‘high- 

pitched,’ as they are employed in connection 

with the graphical representations of sounds, as 

denoting intrinsic qualities of oscilloscope read- 

ings. People who work with such readings fre- 

quently use terms like ‘loud’ and ‘high-pitched’ 

in application to the readings themselves. (This 

example is due to Ned Block 1983, pp. 516-17.) 
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It is obvious that in this usage what the terms 

really pick out are features of sounds repre- 

sented by the readings (loudness and high pitch 

respectively). Analogously it seems to me that 

what the terms ‘red’ and ‘round’ signify, in ap- 

plication to an after-image, are properties rep- 

resented by the after-image experience. In my 

view, there is no after-image that is the mental 

object of the experience. One who has a red, 

round after-image is subject to a visual expe- 

rience, produced by looking at a bright light, 

the representational content of which is (very 

crudely) that something red, round and filmy is 

hovering in space. Since there is no such thing 

hovering in space, the experience is illusory. 

There is, then, | claim, a definite content to the 
visual experience after all. 

The fuzziness of most after-images, I might 

add, is most easily accounted for by supposing 
that it is a straightforward reflection of the rep- 

resentational impoverishment of the relevant 

visual experiences. If I have a red, round, fuzzy 

after-image, my experience does not ‘say’ ex- 

actly where the boundaries of the nonexistent 

red, round thing lie. 

Experienceless ‘Sight’ 

Albert is a very remarkable man. He is blind 

and he has been so since birth. Nevertheless 

when he faces objects and concentrates 

fiercely, thoughts pop into his head—he knows 

not where they come from—about the visual 

properties and relations of the objects. These 

thoughts are so detailed that content-wise they 

are just as rich as the visual experiences sighted 

people have in the same circumstances. Indeed 

were one to pay attention merely to the contents 

of Albert’s thoughts, as expressed in his verbal 

descriptions of what is before him, one would 

be convinced that he is seeing. But Albert has 

no visual experiences. For Albert there is expe- 

rientially no difference between his thoughts on 

such occasions and his thoughts when he rumi- 

nates on mathematics or art or life in general. 

In each case thoughts just occur and he is intro- 

spectively aware of no more than the contents 

of his thoughts. There is, then, an enormous felt 

difference between Albert and his sighted fel- 

lows at the times at which Albert seems to be 

seeing. This difference is one that Albert him- 

self would come to appreciate in detail were he 

to gain sight. It is a difference that can only be 

explained on the assumption that Albert’s inner 

states lack visual Qualia.° 
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Not so. There is another explanation. 

Intuitively, the content of visual experience 

goes far beyond any concepts the subject of 

the experience may have. Consider, for ex- 

ample, my visual experience of a determinate 

color hue—red,,, say. This does not demand 

possession of the concept, red,,. For I cer- 

tainly cannot recognize that hue as such when 

it comes again. I cannot later reliably pick it out 

from other closely related hues. My ordinary 

color judgements, of necessity, abstract away 

from the myriad of details in my experiences 

of color. The reason presumably is that without 

some constraints on what can be cognitively 

extracted, there would be information overload. 

Likewise, the representation of viewpoint- 

relative shape properties is naturally taken to 

be nonconceptual in some cases. Presented 

with an unusual shape, I will have an experi- 

ence of that shape, as seen from my viewpoint. 

But I need have no concept for the presented 

shape. I need have no ability to recognize that 
particular viewer-relative shape when I experi- 

ence it again. Arguably, even the representation 

of viewpoint-independent shapes is sometimes 

nonconceptual.° But clearly some representa- 

tion in visual experience is a conceptual matter 

(e.g., the representation of object types such as 

car, ball and telescope). 

Some seek to explain the richness of visual 

experience conceptually by noting that even 

though the subject often has no appropriate non- 

indexical concept, he or she is at least aware of 

the pertinent feature, e.g., red,,, as that color 

or that shade or that shade of red (McDowell 

1994). This seems to me_ unsatisfactory. 

Intuitively, one can have a visual experience 

without having such general concepts as color, 

shade, or shade of red. Indeed, one can have a 

visual experience without attending to it or its 

content at all. Moreover when one does attend, 

it seems that the explanation of one’s awareness 

of the relevant feature as that feature is, in part, 

that one is having an experience that represents 

it. But no such explanation is possible if the con- 

tent of the experience is already conceptual. 

If this is correct, then Albert’s thoughts 

cannot possibly have the same content as the 

visual experiences of his sighted fellows. 

Albert’s thoughts of color and shape are con- 
ceptual representations, They have conceptual 

content. Content-wise, they may overlap with 

the contents of visual experiences, since, as 

noted above, visual experience typically has 

some partly conceptual content. But there will 

be no identity. The nonconceptual content of 
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visual experiences is content that cannot be 

captured in words. For where words enter, so 

do concepts.’ 

The Inverted Spectrum 

Tom has a very peculiar visual system. His 

visual experiences are systematically inverted 

with respect to those of his fellows. When Tom 

looks at red objects, for example, what it is like 

for him is the same as what it is like for other 

people when they look at green objects and vice 

versa. This peculiarity is one of which neither 

he nor others are aware. Tom has learnt the 

meanings of colour words in the usual way and 

he applies these words correctly. Moreover his 

nonlinguistic behaviour is standard. 

Now when Tom views a tomato, say, in good 

light his experience is phenomenally, subjec- 

tively different from the experiences you and 

I undergo. But his experience has the same 

representational content as ours. For his experi- 

ence is the sort that is usually produced in him 

by viewing red objects and that usually leads 

him to believe that a red object is present. So 

he, like you and me, in viewing the tomato has 

an experience that represents the tomato as 

red (see Shoemaker 1975). The only way that 

Tom’s experience can be subjectively different 

from yours and mine, then, is if it has a different 

visual Quale. This intrinsic phenomenal quality 

partly in virtue of which his experience repre- 

sents the tomato as red cannot be the one partly 

in virtue of which our experiences represent it 

as red. Rather his is the one partly in virtue of 
which other experiences of ours represent grass 

and leaves, for example, as green. 

One might respond to this argument by deny- 

ing that a behaviourally undetectable inverted 

spectrum is possible.* There is another response 

available, however, that seems to me intuitively 

very satisfying. Contrary to what is claimed 

above, I believe that the difference between 
Tom and the rest of us when he views a tomato 

is that his experience, unlike ours, represents 

it as green. How is this possible? After all, the 

content of Tom’s experience must be given to 
him, for the difference is a subjective one. But 
if the content is given to him then he must be 
introspectively aware that his experience repre- 
sents the tomato as green. Unfortunately he is 
aware of no such thing. He sincerely asserts that 
the tomato is red and even that it looks red to 
him. Moreover, as was noted above, his experi- 
ence is the sort that in him is typically produced 
by viewing red objects. 
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The answer, I maintain, is as follows: 

Introspection leads Tom astray. He forms a 

false belief about the content of his experience.? 

This content is certainly something of which he 

is introspectively aware but it is a content which 

he misclassifies. He takes it to be the content 

red and so he believes, on the basis of intro- 

spection, that he is undergoing an experience 

that represents red. In reality his experience 

represents green. This representational differ- 

ence is what is responsible for the subjective 

difference between his experience and ours. 

Tom’s mistake is due, of course, to the fact that 

he is unaware of his peculiarity. He does not 

know that his visual system is producing expe- 

riences with atypical contents; he thinks he is 

normal and he knows that the experience he un- 

dergoes viewing the tomato is subjectively like 

those he undergoes viewing other red objects. 

So he thinks that his experience represents red. 

Perhaps it will be said that I haven’t explained 

how Tom’s experience can represent green when 

it is an experience of the subjective sort that is 

normally produced in him by viewing red objects 

and which normally produces in him the belief 

that something red is present. My reply is that 

Tom’s experience certainly represents red, at the 

conceptual level. Tomatoes look to him fo be red. 

They look to him as if they are red. Moreover, 

tomatoes look to Tom like other red things. But 

that is compatible with holding that, at the non- 

conceptual level, tomatoes look green to him. 

As Roderick Chisholm 1957 and Frank Jackson 

1977 forcefully argued some years ago, a dis- 

tinction needs to be drawn between locutions of 

the form ‘X looks F to S’ and ‘X appears F to S,’ 

where ‘F” expresses a sensory property, that is, a 

property of which one is directly aware via intro- 

spection, as one undergoes a visual experience, 

and the other ‘looks’ locutions noted above. 

In my view, ‘X looks F to S,’ given an ap- 

propriate ‘F,’ is a paradigm of phenomenal talk, 

and it is best taken to express how S’s visual ex- 

perience represents X, namely as having F. This 

is reflected in the intensionality of such talk in 

two ways. First, it can be true that X looks F to 

S, even if there is no X. Suppose, for example, 

that I bang my head and I see stars.'? Here there 
are no stars, but it can still be true that the stars 

look bright to me. Secondly, it can be true that 

X looks F to S without X’s looking G to S, even 

if ‘F’ and ‘G’ are co-extensive. Suppose that, as 

it happens, everything purple is poisonous and 

everything poisonous is purple. Still, intuitively 

something, in looking purple to me, does not 

look poisonous. This example also illustrates 
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the point about different ‘looks’ locutions. If 

I am aware of the connection between being 

purple and being poisonous, upon noting the 

apparent color of a given object before me, I 

may see it as poisonous; it may look to me to 

be poisonous. But it does not look poisonous, in 

the phenomenal sense of the term ‘looks.’ 

Even though phenomenal ‘looks’ talk is in- 

tensional, in my view, it is not intensional to 

the same degree as propositional attitude con- 

texts. And this is because, to repeat, basic visual 

experience is nonconceptual, as is experience 

generally. It seems plausible to suppose that for 

creatures like us, creatures with an evolution- 

ary history, the phenomenal character of states 

like feeling pain or having a visual sensation 

of red is phylogenetically fixed. On this view, 

through learning we can change our beliefs, 

our thoughts, our judgements, but not (by and 

large) how things look and feel (in the phenom- 

enal sense of these terms). Having acquired 

the concept microscope, say, we can come to 

see something as a microscope, but we do not 

need concepts simply to see. Once the receptor 

cells are matured, it suffices to open the eyes. 

No learning or training is involved. The phe- 

nomenal appearances are nonconceptual. Small 

children see pretty much what the rest of us 

see. Things look phenomenally to them pretty 

much as they do to adults, assuming no inverted 

spectra. They differ in how they see things, in 

what they see things as. They do not see that the 

kettle is boiling, the house as being dilapidated, 

the computer as malfunctioning. 

In the case of Tom, given his visual abnor- 

mality, there are striking phenomenal differ- 

ences from the rest of us. His visual system 

nonconceptually represents red things as green 

while conceptually representing them as red. 

The concept red Tom has is one he shares with 

you and me, notwithstanding these phenomenal 

differences (a concept that enables him to rec- 

ognize red things and to discriminate them from 

things of other colors directly by sight on the 

basis of how they appear phenomenally). 

Of course, this view entails that Tom is con- 

stantly misperceiving at the nonconceptual 

level, even though his color judgements are 

as accurate as the rest of us. And that, it may 

be urged, is impossible. But why? So-called 

‘normal misperceptions’ occur with respect to 

shape, length, orientation. For example, in the 

Muller-Lyer illusion, two parallel lines of the 

same length look different lengths to normal 

perceivers in normal viewing conditions. Why 

not, then, in the case of Tom and color? 
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Suppose, however, Tom is not a lone invert. 

Color-qualia inversions are rife. Who now gets to 

undergo accurate color experiences? Who expe- 

riences ripe tomatoes as red, grass as green, and 

so on, at the nonconceptual level? It may seem 

that there is no nonarbitrary way of picking out a 

subpopulation of normal perceivers whose color 

experiences do not misrepresent. Any choice of 

a subpopulation may seem as good as any other. 

Unfortunately, if that is the case, then there is no 

fact of the matter about who is misrepresenting. 

So, it may seem, the example of rife phenomenal 

inversions shows that the attempt to do away 

with visual Qualia is misguided. 

I grant that in the case of rife inversions, 

without further information, we all have an 

equal right to accurate color experiences. But 

this establishes nothing. Only if no further story 

is available under which some humans could 

end up being in the wrong while others remain 

in the right is there any problem here for the 

representationalist approach to visual qualia. 

Such a story can be given in teleological 

terms.'! Suppose, for example, there is a genetic 
defect in certain humans that are alive today, 

the result of which is that wires are crossed in 

their visual system, thereby inducing in them 

color experiences opposite to those that were 

present (in the same conditions) in most of their 

ancestors. Originally only a small subpopula- 

tion of the human species had the given defect, 

but now it has spread so that a sizeable number 

of us have it. These people have an experience 

of red when they see green things in daylight. 

They have an experience of green when they 

see red things in daylight, and so on. Their 

experiences are now tracking colors that are 

opposite on the hue circle to those tracked by 

their biologically normal ancestors. Since the 

visual systems of the members of this human 

subpopulation are not functioning as they were 

designed to do, the colors their sensory states 

would track, were they discharging their bio- 

logical function, are not the colors they actually 

track. This is how misrepresentation arises. The 

nonconceptual visual states of these humans are 

not tracking the colors they were designed to 

track. So, error enters. Likewise, for other pos- 

sible subpopulations. No obvious difficulty, 

then, for the rejection of visual Qualia. 

Twin Earth 

Jones is watching a cat. On Putnam’s planet, 

Twin Earth, Jones’ doppelganger is watch- 

ing a creature that looks just like a cat but is 
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genetically and biologically very different (see 

Putman 1975). Jones and Twin Jones are sub- 

ject to retinal images that exactly match and 

their brains are in exactly the same physico- 

chemical states. Intuitively, then, it may be 

urged, their visual sensations are phenomenally 

identical. But the contents of their experiences 

are different. Since Twin Jones has never seen 

or heard of cats (there aren’t any cats on Twin 

Earth, only twin cats) and the beliefs he forms 

on the basis of his visual experiences are never 

of the type ‘This is a cat,’ Twin Jones’ experi- 

ence represents not that there is a cat but rather 

that there is a twin cat present. So the phe- 

nomenal sameness obtaining between Jones’ 

and Twin Jones’ visual experiences cannot be 

grounded in a sameness of content. Rather it 

must be grounded in the experiences sharing 

identical Qualia. 

This argument forgets that Twin Jones’ visual 

experience represents much more than just that 

a twin cat is present; it also represents the lo- 

cation of the twin cat relative to the viewer, 

its shape, colour, orientation, and a myriad of 

other surface details. These aspects of the con- 

tent of Twin Jones’ visual experience will also 

be found in the content of Jones’ experience. I 

maintain that the phenomenal sameness obtain- 

ing between their visual experiences is trace- 

able to these shared aspects. 

Still, might not Jones and Twin-Jones differ 

with respect to their visual representation of 

color, even though they are microphysical du- 

plicates? If inverted spectrum cases really are 

possible, then it certainly seems that Jones and 

Twin-Jones, given their different settings and 

(let us suppose) evolutionary histories, could 

differ with respect to their nonconceptual rep- 

resentation of color. So, if our account of the 

phenomenal is one which ties it to aspects of 

representational content, and nonconceptual 

content in particular, then we must reject the 

widely held view that subjective, phenomenal 

states of consciousness supervene on. brain 

activity (as is implicitly supposed in the Twin 
earth argument above). 

Why should that disturb us? Those who insist 

on such supervenience have no strong argu- 

ments for their view. The fact that Jones and 

Twin-Jones’ phenomenal states are caused by 

the same brain states certainly does not show 

that their phenomenal states must be the same 
any more than does the fact that their beliefs 
are caused by the same brain states shows that 
their beliefs must be the same. Internal super- 
venience for the phenomenal is no more than a 
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dogma. And sleeping dogmas should not be left 

undisturbed. Its origin is the Cartesian view of 

experience as involving inner conscious ideas 

or pictures. Fix the neurophysiology and you fix 

the mental paint. Fix that and you fix the phe- 

nomenal. Not so, I claim. Phenomenology ain’t 
in the head. 

Peacocke’s Puzzle Cases 

In Sense and Content (Peacocke 1983), 

Christopher Peacocke presents a number of 

ingenious cases designed to show that sensory 

experiences have Qualia or, as he calls them, 

‘sensational properties.’'? Peacocke’s first case 

is as follows: Two trees of the same size are 

viewed, one twice as close as the other. Here, 

if the situation is normal, the visual experience 

represents the two trees as being of the same 

size. They look to the viewer the same size. But 

there is a sense in which the trees look differ- 

ent: the closer tree occupies a larger region in 

the visual field, and this, according to Peacocke, 

can only be accounted for nonrepresentation- 

ally via a sensational quality or Quale. 

There is another possibility. The reason that 

the trees look different is, I believe, that the 

experience represents the nearer tree as having 

a facing surface that differs in its viewpoint- 

relative size from the facing surface of the fur- 

ther tree, even though it also represents the two 

trees as having the same viewpoint-independent 

size. The nearer tree (or its facing surface) is 

represented as being larger from here, while 

also being represented as being the same ob- 

jective size as the further tree. There really are 

two different sorts of feature being represented, 

then, although they both are concerned with 

physical objects (or surfaces). 

But what exactly is involved in one of two 

items being larger from here? The obvious 

answer is that the one item subtends a larger 

visual angle relative to the eyes of the viewer.’* 

Peacocke rejects this proposal on the grounds 

that experiences like mine can be had by people 

who lack the concept of a visual angle. My 

reply is that the perceptual experience rep- 

resents the feature, being larger from here, 

nonconceptually. For a person to undergo an 

experience that represents one thing as larger 

relative to his viewing point than another, it 

suffices that the encoding feature of the experi- 

ence (larger number of filled array cells, if the 

representational vehicle has an array-like struc- 

ture) suitably track or causally covary with the 

instantiation of the viewpoint-relative relation. 

241 

The person does not need to have any cognitive 
grasp of subtended angles. 

The key claims I want to make, then, with 

respect to the tree case are these: (1) the nearer 

tree looks the same objective size as the further 

away tree while also looking larger from the 

given viewing position. (2) X looks F to P only 

if P undergoes a visual experience with respect 

to X that represents F. (3) Where the sense of 

‘looks’ in (2) is phenomenal, the representa- 

tion involved is nonconceptual. (4) The rel- 

evant nonconceptual, representational relation 

is a backward-looking tracking relation. Note 

that, on this account, the perceiver of the two 

trees is not the subject of any illusion or error: 

the nearer tree is just as it looks—both larger 

from here, the viewing position, and the same 

viewer-independent size as the further away 

tree. 

Peacocke’s second case appeals to a contrast 

between binocular and monocular vision. If I 

view a Situation with both eyes and then close 

an eye, things will appear different to me. This 

difference, according to Peacocke, is not repre- 

sentational. Things are represented in just the 

same ways in both experiences. So, the differ- 

ence must be due to a difference in Qualia. 

The claim I reject here (not surprisingly) is 

the claim that there is no representational dif- 

ference. When I view the situation with both 

eyes, I see a little more at the periphery of my 

visual field and there is an increase in how de- 

terminately my experience represents object 

depth. An appeal to Qualia is not required. 

Peacocke’s third example is a case in which a 

wire cube is seen first as having one face in front 

of the other and then with the relative positions 

of the two faces reversed (see Figure 27.1). 

Although there is a change in the experience 

here, something in the experience remains the 

D C 

Figure 27.1 
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same. This constant feature of the experience is, 

Peacocke maintains, a sensational quality. 

The obvious response to this example is to 

concede the point that something in the experi- 

ence remains the same but to explain this fact 

representationally by holding that both before 

and after the ‘aspect’ switch, the experience 

represents the cube as having various unchang- 

ing spatial properties relative to the given 

point of view. For example, both before and 

after the switch, side ABCD is represented as 

being lower than and somewhat to the left of 

side EFGH, side AEHD is represented as being 

level with and wholly to the left of side BFGC, 

and so on. 

Other aspect switches are no more problem- 

atic for my position, I might add. Consider, 

for example, the pattern in Figure 27.2 (which 

Peacocke mentions a little later). We may see 

this pattern either with the dots running from the 

bottom to the top or from the left to the right. 

How is this to be accounted for? Answer: The 

pattern looks composed of columns of dots in 

the one case and it looks composed of rows 

of dots in the other. In the former case, the 
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Figure 27.2 

(b) 
Figure 27.3 
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experience represents the pattern as composed 

of columns; in the latter, rows. The experiences 

are phenomenally different, then, because they 

represent different groups of dots. This repre- 

sentational difference explains why the per- 

ceiver will judge the pattern similar to Figure 

27.3(a) in the former instance and similar to 

Figure 27.3(b) in the latter. The overall conclu- 

sion I reach, then, is that there is no need to pos- 

tulate visual QUALIA in order to account for 

the subjective aspects of our visual experiences. 

Consider again the hypothesis that necessar- 

ily visual experiences with the same represen- 

tational contents have the same phenomenal 

character or ‘feel.’ If this hypothesis is true, 

as I am claiming, it seems implausible to sup- 

pose that its truth is just a brute fact. The natural 

explanation is that phenomenal ‘feel’ is itself 
representational content of a certain sort, rep- 

resentational content that meets certain further 

conditions. 

In Tye 1995 and 2000, I argue that phenom- 

enal content, as we might call it, is PANIC: 

poised, abstract, nonconceptual, intentional 

(or representational) content. The requirement 

that phenomenal content be nonconceptual is 

compatible with the well established thesis that 

the way in which one conceives of a scene may 

causally influence the phenomenal character 

of one’s visual experience of it. In such cases, 

there is always a difference in the features non- 

conceptually represented by the experience.!* 

So, it is not necessary, to concede that concepts 

are integral to the ‘feel’ of the experience. As 

far as the ‘feel’ goes, the relevant represented 

features are not ones for which the subject need 

possess corresponding concepts at all. 

In saying that phenomenal content must be 

abstract, | mean that it must be content into 
which no particular concrete objects or surfaces 

enter. This is required by the case of hallucina- 

tory experiences, for which no concrete objects 

need be present at all; and it is also demanded 

by cases in which different objects look exactly 
alike phenomenally. What is crucial to phenom- 
enal character is, I claim, the representation of 
general features or properties. 

The requirement that phenomenal content 
be (suitably) poised is essentially a functional 
role one. The key idea is that experiences, qua 
bearers of phenomenal character, play a certain 
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distinctive functional role. They arise at the 

interface of the nonconceptual and conceptual 

domains, and they stand ready and available to 

make a direct impact on beliefs and/or desires. 

For example, how things phenomenally look 

typically cause beliefs as to how they are, if 

attention is properly focused. States with non- 

conceptual content that are not so poised lack 

phenomenal character. Consider, for example, 

states generated in vision that nonconceptu- 

ally represent changes in light intensity. These 

states are not appropriately poised. They arise 

too early, as it were, in the information process- 

ing. The information they carry is not directly 

accessible to the relevant cognitive centers.!> 

Why does it matter whether visual Qualia can 

be avoided? One answer, I suggest, is that with 

the rejection of visual Qualia certain aspects of 

visual experience become less puzzling. Let me 

explain. 

Any adequate account of the subjective or 

phenomenal aspects of our visual states ought 

to yield an understanding of why those states 

have those aspects. Why, for example, does 

having a visual experience of blue ‘feel’ the 

way it does and not some other way? It is hard 

to see how any satisfying answer can be given 

to this question if the phenomenal aspects of 

such experiences derive from visual Qualia. 

Suppose, for example, that there are visual 

Qualia and that such Qualia are nonphysi- 

cal and irreducible. Then the ‘felt’ aspect of 

the visual experience of blue is a matter of its 

having a special, nonphysical property. It is the 

presence of this property that gives the visual 

experience its distinctive ‘feel.’ Does this really 
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offer us any enlightenment? Apart from the 

usual concerns about the emergence and causal 

role of such properties we may still wonder why 

the visual experience that has the content blue 

is associated with this irreducible felt quality 

rather than some other—why, for example, it 

does not have the felt quality of experiences 

that represent red. This surely is an impenetra- 

ble mystery. 

Suppose now that visual Qualia are physically 

reducible. Then the ‘felt’ aspect of the visual 

sensation of blue is a matter of its having a cer- 

tain physio-chemical property. That is, I think, 

an improvement on the above alternative—it 

dissolves the worry about the causal role of 

Qualia, for example—but again it does not 

begin to explain why the visual experience that 

represents blue should ‘feel’ as it does. 

On the proposal I have made there is a simple 

explanation. Introspection tells us that the 

visual experience that represents blue differs 

phenomenally from the visual experience that 

represents red. This ‘felt’ difference is, I claim, 

solely a matter of content. Since the colours 

represented by the two experiences are differ- 

ent, the experiences themselves are introspec- 

tively distinguishable. The reason, then, that 

the visual experience of blue ‘feels’ as it does 
is that it could not ‘feel’ any other way. The 

‘felt’ aspect simply cannot be divorced from the 

representational aspect. 

The onus now lies with the advocate of 

Qualia. I have tried to show that the rejection 

of visual Qualia is defensible against a variety 

of objections and that it is not only intuitively 

satisfying but also well motivated.’ 
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NOTES 

. If they represent anything at all. Some defenders of 
Qualia deny that after-image experiences are repre- 
sentational. See Section II. 

. For more here, see Section II. 
. Insomething like the manner suggested by Stephen 
Kosslyn for mental images. For a summary of 

Kosslyn’s views here, see Tye 1988 and Tye 

IS OTF 
. Attaching to an image that is the mental object of the 

experience. 
. A case like that of Albert was suggested to me in 
conversation by Stephen Stich. 

. See here Peacocke 1992 for some plausible 
examples. 

. In giving this reply, I am not supposing that a state 

whose nonconceptual content duplicates the non- 

conceptual content of a given visual experience 

v is thereby a state whose phenomenology dupli- 

cates that of v or even that it is a state for which 
there is anything it is like to undergo it at all. In 

my view, a necessary condition of a state’s content 
endowing it with phenomenal character is that the 

content be nonconceptual. Having nonconceptual 
content is not sufficient, however. The content 
must also be abstract and suitably poised. See here 

Section III. 
. This is the line taken by Gilbert Harman 1990. One 

problem that confronts such a line is that even if 

Tom’s peculiarity is ultimately behaviourally de- 
tectable, it appears that some possible inversions are 

not, e.g., inversions pertaining to the experiences 
of creatures who see the world in black, white, and 
varying shades of grey. See here Shoemaker 1975. 
For a reply, see Tye 1995. 

. This position, together with an internalist concep- 
tion of knowledge which requires Tom to cite the 

belief that his experience represents a red object 

in any adequate justification of the claim that the 

tomato before him is red, entails that he does not 
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know that the tomato is red. Indeed, more generally, 
it entails that he does not know the colour of any- 

thing on the basis of vision despite his excellent per- 
formance. (I owe this point to Sydney Shoemaker.) 

Since the conclusion reached here is obviously 

false, I maintain that the above internalist concep- 
tion of knowledge must be rejected. 
This is the phenomenological use of the term ‘see,’ 
not the success use. See Tye 2000, chapter 4. 

I endorse such a view only for creatures with an 
evolutionary history. See here Tye 2000. For an 

unqualified endorsement of the view, see Dretske 

1995: 
The replies I give below to Peacocke’s examples are 

influenced by DeBellis 1991 and Harman 1990. 

For more here, see Tye 1996. For an alternative 

reply, see Lycan 1996. This reply is criticized in Tye 

1996. 
For more here, see Tye 1995, pp. 140-41; Tye 2000. 
Inclusion of the ‘poised’ condition in the account 
of phenomenal character entails that people with 
the real-world psychological impairment of blind- 

sight (not to be confused with Albert’s condition) 

do not have visual states with phenomenal charac- 
ter with respect to the blind portions of their visual 
fields. 

1992 version: I am grateful especially for comments 

by Chris Peacocke and Sydney Shoemaker. Revised 

version (2002): The current essay differs substan- 

tially in a number of places from the original one. 
In this connection, I am indebted to David Chalmers 
for some helpful suggestions. The revisions bring 
the paper more in line with my current view (Tye 

2000), but in an attempt to increase accessibility for 
the present collection, many subtleties and qualifi- 
cations have been passed over, For a detailed and 
careful statement of the appeal to the transparency 
or diaphanousness of experience on behalf of repre- 
sentationalism, see Tye 2002. 



IIlusionism as a Theory of 
Consciousness 

Keith Frankish 

So, if he’s doing it by divine means, I can only 
tell him this: ‘Mr Geller, you’re doing it the 
hard way.’ (James Randi, 1997, p. 174) 

Theories of consciousness typically address 

the hard problem. They accept that phenom- 

enal consciousness is real and aim to explain 

how it comes to exist. There is, however, an- 

other approach, which holds that phenomenal 

consciousness is an illusion and aims to explain 

why it seems to exist. We might call this elimi- 

nativism about phenomenal consciousness. 

The term is not ideal, however, suggesting as it 

does that belief in phenomenal consciousness is 

simply a theoretical error, that rejection of phe- 

nomenal realism is part of a wider rejection of 

folk psychology, and that there is no role at all 

for talk of phenomenal properties—claims that 

are not essential to the approach. Another label 

is ‘irrealism,’ but that too has unwanted con- 

notations; illusions themselves are real and may 

have considerable power. I propose ‘illusion- 

ism’ as a more accurate and inclusive name, 

and I shall refer to the problem of explaining 

why experiences seem to have phenomenal 

properties as the illusion problem.' 
Although it has powerful defenders—pre- 

eminently Daniel Dennett—illusionism remains 

a minority position, and it is often dismissed out 

of hand as failing to ‘take consciousness seri- 

ously’ (Chalmers, 1996). The aim of this article 

is to present the case for illusionism. It will not 

propose a detailed illusionist theory, but will 

seek to persuade the reader that the illusionist 

research programme is worth pursuing and that 

illusionists do take consciousness seriously—in 

some ways, more seriously than realists do.’ 

1. Introducing IIlusionism 

This section introduces illusionism, conceived 

as a broad theoretical approach which might be 

developed in a variety of ways. 

1.1. Three Approaches to Phenomenal 

Consciousness 

Suppose we encounter something that seems 

anomalous, in the sense of being radically in- 
explicable within our established scientific 

From Journal of Consciousness Studies 23: 11--39, 2016. 

world-view. Psychokinesis is an example. We 

would have, broadly speaking, three options. 

First, we could accept that the phenomenon 

is real and explore the implications of its ex- 

istence, proposing major revisions or exten- 

sions to our science, perhaps amounting to a 

paradigm shift. In the case of psychokinesis, we 

might posit previously unknown psychic forces 

and embark on a major revision of physics to 

accommodate them. Second, we could argue 

that, although the phenomenon is real, it is not 

in fact anomalous and can be explained within 

current science. Thus, we would accept that 

people really can move things with their un- 

aided minds but argue that this ability depends 

on known forces, such as electromagnetism. 

Third, we could argue that the phenomenon is 

illusory and set about investigating how the il- 

lusion is produced. Thus, we might argue that 

people who seem to have psychokinetic powers 

are employing some trick to make it seem as if 

they are mentally influencing objects. 

The first two options are realist ones: we 

accept that there is a real phenomenon of the 

kind there appears to be and seek to explain it. 

Theorizing may involve some modest recon- 

ceptualization of the phenomenon, but the aim 

is to provide a theory that broadly vindicates 

our pre-theoretical conception of it. The third 

position is an illusionist one: we deny that the 

phenomenon is real and focus on explaining the 

appearance of it. The options also differ in ex- 

planatory strategy. The first is radical, involv- 

ing major theoretical revision and innovation, 

whereas the second and third are conservative, 

involving only the application of existing theo- 

retical resources. 

Turn now to consciousness. Conscious ex- 

perience has a subjective aspect; we say it is 

like something to see colours, hear sounds, 

smell odours, and so on. Such talk is widely 

construed to mean that conscious experiences 

have introspectable qualitative properties, or 

‘feels,’ which determine what it is like to un- 
dergo them. Various terms are used for these 

putative properties. I shall use ‘phenomenal 

properties,’ and, for variation, ‘phenomenal 

feels’ and ‘phenomenal character,’ and I shall 

say that experiences with such properties are 

phenomenally conscious. (I shall use the term 
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‘experience’ itself in a functional sense, for the 

mental states that are the direct output of sen- 

sory systems. In this sense it is not definitional 

that experiences are phenomenally conscious.) 

Now, phenomenal properties seem anomalous. 

They are sometimes characterized as simple, 

ineffable, intrinsic, private, and immediately 

apprehended, and many theorists argue that 

they are distinct from all physical properties, 

inaccessible to third-person science, and inex- 

plicable in physical terms. (I use ‘physical’ in a 

broad sense for properties that are either iden- 

tical with or realized in microphysical proper- 

ties.) Again, there are three broad options. 

First, there is radical realism, which treats 

phenomenal consciousness as real and inex- 

plicable without radical theoretical innova- 

tion. In this camp I group dualists, neutral 

monists, mysterians, and those who appeal to 

new physics. Radical realists typically stress 

the anomalousness of phenomenal properties, 

their resistance to functional analysis, and the 

contingency of their connection to their neural 

correlates. Second, there is conservative real- 

ism, which accepts the reality of phenomenal 

consciousness but seeks to explain it in physi- 

cal terms, using the resources of contempo- 

rary cognitive science or modest extensions 

of it. Most physicalist theories fall within this 

camp, including the various forms of represen- 

tational theory. Both radical and conservative 

realists accept that there is something real and 

genuinely qualitative picked out by talk of the 

phenomenal properties of experience, and they 

adopt this as their explanandum. That is, both 

address the hard problem.? 
The third option is illusionism. This shares 

radical realism’s emphasis on the anomalous- 

ness of phenomenal consciousness and conser- 

vative realism’s rejection of radical theoretical 

innovation. It reconciles these commitments 

by treating phenomenal properties as illusory. 

Illusionists deny that experiences have phe- 

nomenal properties and focus on explaining 

why they seem to have them. They typically 
allow that we are introspectively aware of our 

sensory states but argue that this awareness is 

partial and distorted, leading us to misrepresent 

the states as having phenomenal properties. 

Of course, it is essential to this approach that 

the posited introspective representations are 
not themselves phenomenally conscious ones. 

It would be self-defeating to explain illusory 

phenomenal properties of experience in terms 

of real phenomenal properties of introspective 

states. Illusionists may hold that introspection 
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issues directly in dispositions to make phenom- 

enal judgments—judgments about the phenom- 

enal character of particular experiences and 

about phenomenal consciousness in general. 

Or they may hold that introspection generates 

intermediate representations of sensory states, 

perhaps of a quasi-perceptual kind, which 

ground our phenomenal judgments. Whatever 

the details, they must explain the content of 
the relevant states in broadly functional terms, 

and the challenge is to provide an account that 
explains how real and vivid phenomenal con- 

sciousness seems. This is the illusion problem. 

1.2. Illusionism Strong and Weak 

Illusionism makes a very strong claim: it claims 

that phenomenal consciousness is_ illusory; 

experiences do not really have qualitative, 

‘what-it’s-like’ properties, whether physical 

or non-physical. This should be distinguished 

from a weaker view according to which some 

of the supposed features of phenomenal con- 

sciousness are illusory. Many conservative re- 

alists argue that phenomenal properties, though 

real, do not possess the problematic features 

sometimes ascribed to them, such as being in- 

effable, intrinsic, private, and infallibly known. 

Phenomenal feels, they argue, are physical 

properties which introspection misrepresents 

as ineffable, intrinsic, and so on. We might call 

this weak illusionism, in contrast to the strong 

form advocated here. (It might equally be called 

weak realism.)* 

On the face of it, weak and strong illusion- 

ism are similar. Both hold that experiences have 

distinctive physical properties that are misrep- 

resented by introspection. There is a crucial dif- 
ference, however. Weak illusionism holds that 

these properties are, in some sense, genuinely 

qualitative: there really are phenomenal prop- 

erties, though it is an illusion to think they are 

ineffable, intrinsic, and so on. Strong illusion- 

ism, by contrast, denies that the properties to 

which introspection is sensitive are qualitative: 

it is an illusion to think there are phenomenal 
properties at all. 
We can highlight the difference by intro- 

ducing the notion of a quasi-phenomenal 
property. A quasi-phenomenal property is a 
non-phenomenal, physical property (perhaps a 
complex, gerrymandered one) that introspec- 
tion typically misrepresents as phenomenal. 
For example, quasi-phenomenal redness is 
the physical property that typically triggers 
introspective representations of phenomenal 
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redness.” There is nothing phenomenal about 

such properties—nothing ‘feely’ or qualita- 

tive—and they present no special explanatory 

problem. Strong illusionists hold that the intro- 

spectable properties of experience are merely 

quasi-phenomenal ones. But weak illusionists 

cannot agree. If experiences have only quasi- 

phenomenal properties, then it would be mis- 

leading to say that phenomenal properties are 

real, just as it would be misleading to say that 

psychokinetic powers are real if all people can 

do is create the illusion of having them. 

The moral is that if weak illusionism is not 

to collapse into strong illusionism, then it must 

employ a concept of phenomenality stronger 

than that of quasi-phenomenality. Indeed, one 

motive for advancing the strong illusionist posi- 

tion is to force conservative realists to face up 

to the challenge of articulating a concept of the 

phenomenal that is both stronger than that of 

quasi-phenomenality and weak enough to yield 

to conservative treatment. I doubt this is pos- 

sible (see Frankish, 2012) and, if it is not, then 

radical realism and strong illusionism will be 

the only options. In what follows, ‘illusionism’ 

will always mean strong illusionism. 

1.3. Some Analogies 

Illusionists offer various analogies to illustrate 

their view. Dennett compares consciousness to 

the user illusions created by the graphical in- 

terfaces through which we control our comput- 

ers (Dennett, 1991, pp. 216-20, 309-14). The 

icons, pointers, files, and locations displayed 

on a computer screen correspond in only an ab- 

stract, metaphorical way to structures within the 

machine, but by manipulating them in intuitive 

ways we can control the machine effectively, 

without any deeper understanding of its work- 

ings. The items that populate our introspective 

world have a similar status, Dennett suggests. 
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They are metaphorical representations of real 

neural events, which facilitate certain kinds 

of mental self-manipulation but yield no deep 

insight into the processes involved. (Dennett 

stresses the limits of the interface analogy. 

There is no internal display for the benefit of a 

conscious user; the illusion is a product of the 

limited access relations between multiple non- 

conscious subsystems and it manifests itself 

in our personal-level intuitions and judgments 

about our inner lives.) 

Rey cites cases where stabilities in our reac- 

tions to the world induce us to project corre- 

sponding properties onto the world (Rey, 1995, 

pp. 137-9). For example, our stable personal 

concerns and reactions to others lead us to 

posit stable, persisting selves as their objects. 

Similarly, Rey suggests, our representations 

of our own and others’ experiences lead us to 

posit simple mental phenomena corresponding 

to them. Take pain, for example. We have a 

‘weak,’ functional concept of pain, which in- 

cludes links both to sensory representations of 

pain encoding information about intensity, ap- 

parent location, and so on, and to third-person 

representations of pain behaviour in others. 

Reflecting on our own and others’ pains, we 

then develop a ‘strong,’ qualitative concept of 

pain as the thing that is the immediate object 

of our pain experiences and the cause of pain 

behaviour in others. 
Humphrey compares sensations to impos- 

sible objects, such as the Penrose triangle, de- 

picted on the left of Figure 28.1. Such an object 

cannot exist in three-dimensional space, but the 

illusion of it can be created by the object on the 

right, which Humphrey calls the Gregundrum, 

after its creator Richard Gregory. From most 

perspectives the Gregundrum appears an un- 

gainly construction, but from just the right 

angle it looks like a solid Penrose triangle. 

Consciousness, Humphrey proposes, involves 

Figure 28.1 The Penrose triangle and the Gregundrum. 
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an analogous illusion. Our brains create an 

‘ipsundrum’—a neural state that appears rela- 

tively unremarkable from other perspectives 

but generates the illusion of phenomenality 

when viewed introspectively (Humphrey, 2011, 

chapter 2). Phenomenal consciousness is a ‘fic- 

tion of the impossible’ (ibid., p. 204)—a magic 

trick played by the brain on itself. (Talk of il- 

lusion should not be taken to indicate a defect 

in introspection; Humphrey argues that the illu- 

sion is highly adaptive; Humphrey 2006; 2011.) 

Pereboom draws a comparison with second- 

ary qualities, such as colours (Pereboom, 2011, 

pp. 15-40). It is arguable that sensory percep- 

tion represents colours as properties of external 

objects resembling the sensations they pro- 

duce in us. Since objects lack such properties, 

sensory perception universally misrepresents 

objects in this respect. Similarly, Pereboom 

suggests, introspection may universally mis- 

represent phenomenal properties as having 

qualitative natures they do not in fact have. (By 

‘phenomenal properties’ he means the distinc- 

tive introspectable properties of conscious ex- 

periences, whatever they may be. Phenomenal 

properties in this sense may be merely quasi- 

phenomenal.) Pereboom calls this the qualita- 

tive inaccuracy hypothesis, and he argues that it 

is an open possibility. If it seems less credible 

than the parallel hypothesis about secondary 

qualities, Pereboom suggests, this is because 

we cannot check the accuracy of introspection, 

as we can that of perception, by adopting dif- 

ferent vantage points, using measuring instru- 

ments, and so forth (ibid., p. 23). 

These analogies all illustrate the basic il- 

lusionist claim that introspection delivers a 

partial, distorted of view of our experiences, 

misrepresenting complex physical features as 

simple phenomenal ones. Sensory states have 

complex chemical and biological properties, 

representational content, and cognitive, mo- 

tivational, and emotional effects. We can in- 

trospectively recognize these states when they 

occur in us, but introspection doesn’t represent 

all their detail. Rather, it bundles it all together, 

representing it as a simple, intrinsic phenom- 

enal feel. Applying the magic metaphor, we 

might say that introspection sees the complex 

sleight-of-hand performed by our sensory sys- 

tems as a simple magical effect. And, as with 

a conjuring trick, the illusion depends on what 

the audience does not see as much as what they 

do. In another analogy, Rey compares our intro- 

spective lives to the experience of a child in a 

dark cinema who takes the cartoon creatures on 
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screen to be real (Rey 1992, p. 308). The illu- 

sion depends on what the child doesn’t see—on 

the fact that their visual system does not register 

individual frames as distinct images. Cinema is 

an artefact of the limitations of vision, and, il- 

lusionists may say, phenomenal consciousness 

is an artefact of the limitations of introspection. 

The analogy with visual illusions also holds 

with respect to cognitive penetrability. Forming 

the theoretical belief that phenomenal prop- 

erties are illusory does not change one’s in- 

trospective representations, and one remains 

strongly disposed to make all usual phenomenal 

judgments (and perhaps does still make them at 

some level). As with perceptual illusions, this 

may indicate that the phenomenal illusion is an 

adaptive one, which has been hardwired into 

our psychology. (However, it may be possible 

to dispel the illusion partially through indirect 

means, such as meditation and hypnotic sug- 

gestion; see, for example, Blackmore 2011.) 

The analogies also indicate some dimensions 

along which illusionist theories may differ. One 

concerns the sensory states that are the basis 

for the illusion. On most accounts, I assume, 

these will be representational states, probably 

modality-specific analogue representations en- 

coding features of the stimulus, such as position 

in an abstract quality space, egocentric location, 

and intensity. Accounts will differ, however, 

on the details of their content, functional role, 

relation to attentional processes, and so on. 

Theories will also differ as to which properties 

of these states are responsible for the illusion of 

phenomenality (their quasi-phenomenal prop- 

erties). Is introspection sensitive only to the 

content of sensory states, or are we also aware 

of properties of their neural vehicles? Do the 

reactions and associations evoked by our sen- 

sory states also contribute to the illusion of 
phenomenality? 

Relatedly, there are questions about our in- 

trospective access to our sensory states. Do 

we have internal monitoring mechanisms that 

generate representations of sensory states, and 

if so what sort of representations do they pro- 
duce? (Are they thoughts about sensory states 
or perceptions of their neural vehicles?) Are 
the introspective representations conscious or 
unconscious? (They are not phenomenally con- 
scious, of course, but they could be conscious in 
the psychological sense of being globally avail- 
able.) Are sensory states continually monitored 
or merely available to monitoring? Is the in- 
trospectability of sensory states a matter of in- 
ternal access and influence rather than internal 
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monitoring?° There are many options here and 

parallels with higher-order representational the- 

ories of consciousness, some of which might be 

reformulated as illusionist ones. 

1.4. Outward-Looking Illusionism? 

I characterized illusionism as the view that 

phenomenal consciousness is an introspective 

illusion, reflecting the widely held view that 

phenomenal properties are properties of expe- 

rience. This may be too restrictive, however. 

Some theorists hold that experience is transpar- 

ent: when we attend to our experiences, we are 

aware only of properties of their objects. Thus, 

redness is experienced as a property of surfaces, 

pain as a property of parts of our bodies, and so 

on (e.g. Harman 1990; Tye 1995, 2000). This 

points to the possibility of an outward-looking 

illusionism, on which experience misrepresents 

distal stimuli as having phenomenal properties. 

Vision, for example, would represent objects as 

having illusory phenomenal colours as well as 

real physical colours (for a view of this kind, 

see Hall 2007). 

This view can be regarded as a variant of 

standard, inward-looking illusionism, differing 

principally on where the illusory phenomenal 

properties are represented as being located. 

And, like the inward-looking version, it may 

posit processes of internal monitoring. The illu- 

sion of phenomenality may involve a combina- 

tion of introspection and projection, in which 

we both misrepresent features of experience 

as phenomenal and then re-represent these il- 

lusory properties as properties of the external 

world, mistaking complex physical properties 

of our sensory states for simple phenomenal 

properties of external objects (Humphrey 2011, 

chapter 7). In what follows, I shall focus on the 

inward-looking form of illusionism, though 

most points will apply to both. 

1.5. Illusionism and Grand Illusion 

Illusionism should be distinguished from the 

thesis that the visual world is a grand illusion 

(Noé 2002). The latter holds that conscious 

visual experience is far less stable and detailed 

than we suppose, as is revealed by experiment 

and careful introspection. Ilusionism, by con- 

trast, is a thesis about conscious experience 

generally and concerns its nature, not its extent. 

One could hold that the visual world is stable 

and detailed while still claiming that it involves 

an illusion in the sense discussed here. 
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Nevertheless, evidence for the grand illusion 

view, such as the existence of change blindness, 

does lend support to illusionism. If we regu- 

larly overestimate the extent and stability of 

our conscious visual experience, then it is pos- 

sible to be under a kind of illusion about one’s 

own phenomenal consciousness. Moreover, 

as Dennett shows, phenomena such as change 

blindness undermine familiar intuitions about 

phenomenal properties, suggesting that our 

conception of them is incoherent and the prop- 

erties themselves consequently illusory (e.g. 

Dennett 2005, pp. 82-91). 

1.6. Illusionism and Eliminativism 

Does illusionism entail eliminativism about 

consciousness? Is the illusionist claiming that 

we are mistaken in thinking we have conscious 

experiences? It depends on what we mean by 

‘conscious experiences.’ If we mean experi- 

ences with phenomenal properties, then illu- 

sionists do indeed deny that such things exist. 

But if we mean experiences of the kind that 

philosophers characterize as having phenom- 

enal properties, then illusionists do not deny 

their existence. They simply offer a different 

account of their nature, characterizing them as 

having merely quasi-phenomenal properties. 

Similarly, illusionists deny the existence of 

phenomenal consciousness properly so-called, 

but do not deny the existence of a form of con- 

sciousness (perhaps distinct from other kinds, 

such as access consciousness) which consists in 

the possession of states with quasi-phenomenal 

properties and is commonly mischaracterized 

as phenomenal. Henceforth, I shall use ‘con- 

sciousness’ and ‘conscious experience’ without 

qualification in an inclusive sense to refer to 

states that might turn out to be either genuinely 

phenomenal or only quasi-phenomenal. In this 

sense realists and illusionists agree that con- 

sciousness exists. 

Do illusionists then recommend eliminating 

talk of phenomenal properties and phenomenal 

consciousness? Not necessarily. We might re- 

conceptualize phenomenal properties as quasi- 

phenomenal ones. Recall Pereboom’s analogy 

with secondary qualities. The discovery that 

colours are mind-dependent did not lead scien- 

tists to deny that objects are coloured. Rather, 

they reconceptualized colours as the properties 

that cause our colour sensations. Similarly, we 

might respond to the discovery that experiences 

lack phenomenal properties by reconceptual- 

izing phenomenal properties as the properties 
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that cause our representations of phenomenal 

feels—that is, quasiphenomenal properties.’ 

This could invite confusion, however, given 

how tightly the notion of phenomenality is 

bound up with dualist intuitions, and in scien- 

tific work it might be wiser to abandon talk of 

phenomenal properties and phenomenal con- 

sciousness altogether. 

In everyday life, however, we would surely 

continue to talk of the feel or quality of expe- 

rience in the traditional, substantive sense. As 

subjects of experience, our interest is in how 

things seem to us introspectively—the illusion 

itself, not the mechanisms that cause it. Such 

talk may fail to pick out real properties, but it is 

not empty or pointless. Consider another anal- 

ogy. Having watched a performance of King 

Lear, Lucy remarks, ‘Lear’s anguish in the final 

scenes was heart-breaking.’ What is she talking 

about? There was (we may suppose) no anguish 

on stage at all, only the artful illusion of it. And 

it would be implausible to construe Lucy as re- 

ferring to the cause of this illusion—the actor’s 

words and gestures (quasi-anguish, as it were). 

The words and gestures were not themselves 

heart-breaking. The answer, of course, is that 

Lucy is referring to a fictional agony, entering 

into the world of the play and responding to 

the emotions of the characters as if they were 

real. (And in doing so, we might add, she is not 

making an error but appreciating the very point 

of the performance.) Everyday talk about the 

quality of experience should, I suggest, be con- 

strued similarly. Of course, most people do not 

regard their phenomenology as illusory; they 

are like naive theatregoers who take the action 

on stage for real. But if illusionists are right, 

then cognitive scientists should treat phenom- 

enological reports as fictions—albeit ones that 

provide clues as to what is actually occurring 

in the brain.* 

1.7. Zombies and What It Is Like 

Are illusionists claiming that we are (phenom- 

enal) zombies? If the only thing zombies lack is 

phenomenal consciousness properly so called, 

then illusionists must say that, in this techni- 

cal sense, we are zombies. However, zombies 

are presented as creatures very different from 

ourselves—ones with no inner life, whose 

experience is completely blindsighted. As 

Chalmers puts it, “There is nothing it is like to 

be a zombie. . . all is dark inside’ (Chalmers 

1996, pp. 95-6). And illusionists will not agree 
that this is a good description of us. Rather, 
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they will deny the equivalence between having 

an inner life and having phenomenal conscious- 

ness. Having the kind of inner life we have, 

they will say, consists in having a form of intro- 

spective self-awareness that creates the illusion 

of a rich phenomenology. 
But aren’t phenomenal properties precisely 

what makes experience like something? That 

is certainly a common way of construing 

what-it’s-like talk, but there is another way. 

Illusionists can say that one’s experiences 

are like something if one is aware of them in 

a functional sense, courtesy of introspective 

representational mechanisms. Indeed, this is a 

plausible reading of the phrase; experiences are 

like something for a creature, just as external 

objects are like something for it, if it mentally 

represents them to itself. Ilusionists agree that 

experiences are like something in this sense, 

though they add that the representations are 

non-veridical, misrepresenting experiences as 

having phenomenal properties (what-it’s-like- 

ness in the first sense). And in this second sense 

there is something it is like to be a zombie, 

since zombies have introspective mechanisms 

functionally identical to our own. When we 

imagine zombies as being different from us, we 

are—illegitimately—imagining creatures with 

different introspective capacities. 

It may be objected that we can imagine a 

creature representing itself as having phenom- 

enal properties while still lacking an inner 

life. Zombies believe they are phenomenally 

conscious (in some sense at least; arguably, 

they lack full-blown phenomenal concepts; 

Chalmers 1996, 2003). But—it may be said— 

this does not give them an inner life like ours. I 

am not sure this is obvious. Consider the grand 

illusion view again. Our sense that our visual 

field is uniformly rich and detailed may be a 

sort of cognitive illusion, reflecting expecta- 

tions and assumptions about the information 

that vision provides, and our sense of having 

a rich phenomenology might be a similar cog- 

nitive illusion. But in any case the illusionist 

need not claim that the illusion depends solely 

on the possession of certain propositional at- 
titudes. Rather, they may say, it depends on 
a complex array of introspectable sensory 
states, which trigger a host of cognitive, mo- 
tivational, and affective reactions. If we knew 
everything about these states, their effects, 
and our introspective access to them, then, il- 
lusionists say, we could not clearly imagine 
a creature possessing them without having an 
inner life like ours. 
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Of course, it is easy to say that. Ilusionists 

need to explain how it can be true. That is, they 

need to solve the illusion problem. But it would 

be begging the question against illusionism to 

assume that it cannot be done. 

2. Motivating Illusionism 

This section motivates illusionism, sketching 

its advantages over radical realism and conser- 

vative realism and then adding some positive 

arguments in its favour. It does not aim to pres- 

ent a watertight case for illusionism but simply 

to show that the view has strong attractions. 

2.1. Against Radical Realism 

I take it there is a presumption in favour of 

conservatism in science: we should not make 

radical theoretical moves if modest ones will 

do. Of course, when it comes to consciousness 

many are confident that modest moves won’t 

do, but that is what conservative theorists deny. 

The principle of conservatism should apply 

with special force, I suggest, when the pressure 

for radical innovation comes from a parochial, 

anthropocentric source, such as introspection. 

Introspection delivers a view of ourselves that 

is peculiarly vivid and compelling and that 

seems radically at odds with that of the physical 

sciences. It might give us access to an aspect 

of reality inaccessible to third-person science. 

(Though even if it did, it is hard to see how we 

could develop a science of that aspect.’) But it 
might merely give us an unusual perspective on 

the same reality—a perspective that is partial 

and distorted and deceives us into thinking that 

our experiences are resistant to conservative 

explanation. 

In addition, a conservative approach is much 

better placed to account for the psychological 

significance of consciousness. By the psycho- 

logical significance of a mental event, I mean its 

cumulative cognitive, motivational, emotional, 

and other psychological effects across various 

contexts. The common-sense view is that the 

way our experiences feel has huge psychologi- 

cal significance. Sensations entice us, guide us, 

move us, warn us, and the memory and antici- 

pation of them are powerful motivators. Not 

only this, they hugely enrich life. As Humphrey 

stresses, we relish sensation for its own sake, 

and this relish shapes our behaviour in profound 

ways (Humphrey 2011). But this assumes that 

experiences affect us in virtue of how they feel. 
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And it is hard for radical theorists to vindicate 

this assumption. Non-physical properties can 

have no effects in a world that is closed under 

causation, as ours appears to be, and the mind 

sciences show no independent need to refer to 

exotic physical processes, such as quantum- 

mechanical ones. The threat of epiphenomenal- 

ism hangs over radical theories. Some radical 

theorists respond by arguing that phenomenal 

properties are intrinsic to basic physical entities 
and thus intimately involved in physical causal 

processes (e.g. Strawson 2006). However, even 

if this proposal does dispel the threat (which is 

doubtful; Howell 2015), it involves huge profli- 

gacy with phenomenal properties and preserves 

the potency of consciousness only at the cost of 

making all physical causation phenomenal. 

2.2. Against Conservative Realism 

Conservative realism promises to capture the 

common-sense view of consciousness, accept- 

ing the reality of phenomenal properties but 

identifying them with causally potent, physi- 

cal properties. However, it is an unstable posi- 

tion, continually on the verge of collapsing into 

illusionism. 

The central problem, of course, is that phe- 

nomenal properties seem too weird to yield to 

physical explanation. They resist functional 

analysis and fioat free of whatever physical 

mechanisms are posited to explain them. (In 

practice this becomes almost definitional of 

phenomenal consciousness; any physicalist 

theory can be rejected as missing out the es- 

sential qualitative element.) The arguments are 

well-known, and I shall not repeat them here. 

Many physicalists respond by arguing that 

our anti-physicalist intuitions arise from the 

way we conceptualize phenomenal properties in 

introspection—a tactic known as the phenom- 

enal concept strategy (e.g. Hill 1997; Hill and 

McLaughlin 1999; Loar 1990; Papineau 2002). 

The idea is that phenomenal concepts have an 

especially intimate link to their referents and 

lack a priori connections to physical concepts. 

(They are typically characterized as either de- 

monstrative, recognitional, or quotational.) 

This intimacy and isolation, it is argued, give 

rise to anti-physicalist intuitions, even though 

phenomenal properties are physical ones. It is 

doubtful, however, that this really relieves the 

pressure on conservative realism. For the con- 

cepts must still be phenomenal ones (Tartaglia 

2013, p. 828). If they are recognitional con- 

cepts, for example, they must be recognitional 
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concepts for the feel of experiences. The 

concept of a mere introspectable something, 

which might or might not be qualitative, is 

not a genuine phenomenal concept, and if we 

conceptualized the properties of experience in 

that way, we would not feel any resistance to 

thinking of them as physical (a bare something 

might as easily be physical as non-physical). 

But if phenomenal concepts refer to feels, then 

the challenge to conservative realists remains. 

They must either explain how these feels can 

be physical or accept that phenomenal concepts 

misrepresent experience, as illusionists claim. 

Looking at proposed reductive explanations 

themselves, the pressures towards illusionism 

become even clearer. As noted earlier, most 

physicalists adopt a weakly illusionist view, 

denying that phenomenal properties are pri- 

vate, intrinsic, and ineffable and employing the 

phenomenal concept strategy to explain why 

they seem so. However, they insist that phe- 

nomenal properties are nonetheless real and 
genuinely qualitative. I have already suggested 

that this position is problematic. If it is not to 

collapse into illusionism, then it must employ 

a notion of phenomenality that is stronger 

than that of quasi-phenomenality. Phenomenal 

properties must not merely cause representa- 
tions of phenomenality but have some genu- 

inely ‘feely’ aspect to them. And it is unclear 

what this could be. What phenomenal residue 

is left, once features such as privacy, intrinsi- 

cality, and ineffability have been stripped away 

(Frankish 2012)? 

In practice, reductive explanations of phe- 

nomenality tend to take a covertly illusion- 

ist form. They typically identify phenomenal 

character with some functional property of 

experience such as possession of a certain kind 

of representational content or availability to 

higher-order representation. But in so far as 

these identifications are plausible, it is, I sug- 

gest, because subjects whose experiences had 

this functional property would be disposed to 

judge that their experiences had a qualitative di- 

mension, rather than because their experiences 

really would have such a dimension. In the case 
of higher-order perception theory, for example, 

it may be true that perceptual awareness of the 

physical vehicles of experience would create the 

sense that experiences have an intrinsic quality. 

But this is an explanation of quasi-phenomenal 

properties, not phenomenal properties. There is 

a conflation of phenomenality with the repre- 

sentation of phenomenality, and thus of realism 

with illusionism, 
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Of course, these objections assume that we 

are seeking an explanation of consciousness. 

Physicalists can resist illusionist pressures if 

they are content to accept the existence of an 

explanatory gap between phenomenal prop- 

erties and their neural substrates (e.g. Levine 

2001). Others, however, may prefer an expli- 

cable illusion to an inexplicable reality. 

It may be objected that illusionism discards 

one of the major advantages of conservatism, 

namely that it gives phenomenal properties a 

causal role. If phenomenal properties are il- 

lusory, then they have no causal role after all. 

Illusionists can reply that they do not deny that 

phenomenal concepts track causally effective 

properties; they merely deny the common-sense 

view of the nature of these properties—that they 

are qualitative. Or, perhaps more persuasively, 

they can say that phenomenal properties are 

causally potent, considered as intentional ob- 

jects. They move us in the same way that ideas, 

stories, theories, and memes do, by figuring as 

the objects of our intentional states. In talking 

of the power of sensation we are talking of the 

power of certain representational contents. 

2.3. For Illusionism 

The case for illusionism can also be made in a 

positive way, appealing to explanatory consid- 

erations. If phenomenal consciousness is con- 

ceived as non-physical, then, as Chalmers notes, 

there is a simple argument for its being illusory 

(Chalmers 1996, pp. 186-7: Chalmers does not 

endorse the argument, of course, though he ac- 

knowledges its force). If people’s claims and be- 

liefs about something (God, say, or UFOs) can 

be fully explained as arising from causes having 

no connection with the thing itself, then this is 

a reason for discounting them and regarding 
the thing as illusory. But it is widely accepted, 

even by anti-physicalists, that we do not need 

to appeal to non-physical properties in order 

to explain our behaviour and the mental pro- 

cesses that cause it, including our assertions and 

beliefs about our own conscious experiences. 

Phenomenal zombies would make the same as- 

sertions we do about their conscious experiences 
and about consciousness in general, and with the 
same conviction, and they would have beliefs on 
those matters with the same causal and explana- 
tory roles as ours (though, arguably, with differ- 
ent contents). Given this, our claims and beliefs 
about consciousness afford no evidence for the 
truth of phenomenal realism, and it is reasonable 
to regard them as mistaken. 
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A second argument for illusionism does not 

depend on the assumption of anti-physicalism. 

In general, apparent anomalousness is evidence 

for illusion. If a property resists explanation in 

physical terms or is detectable only from a cer- 

tain perspective, then the simplest explanation 

is that it is illusory. In this light, considerations 

usually cited in support of a radical approach 

to consciousness, such as the existence of an 

explanatory gap, the conceivability of zom- 

bies, and the perspectival nature of phenomenal 

knowledge, afford equal or greater support for 

illusionism. Given the force of these consider- 

ations, if there is even a remote possibility that 

we are mistaken about the existence of phe- 

nomenal consciousness, then there is a strong 

abductive inference to the conclusion that 

we are in fact mistaken about it. And there is 

reason to think that we could be mistaken about 

it. For our awareness of phenomenal proper- 

ties would have to be mediated in some way. 

If the mind is a representational system, then 

properties must be mentally represented in 

order to have cognitive, affective, or motiva- 

tional significance, and phenomenal properties 

are no exception, regardless of whether they are 

physical or non-physical. A creature that lacked 

introspective representations of its phenomenal 

properties—we might call it a representational 

zombie—would have no cognitive access to its 

phenomenal properties and would be unable to 

form beliefs about them, reflect on them, report 

them, remember them, respond emotionally to 

them, or act upon them. Its experiences would 

not be like anything, in the second of the senses 

distinguished earlier.!? But we have no intro- 
spective way of checking the accuracy of our 

introspective representations, and so cannot rule 

out the possibility that they are non-veridical. 

(Indeed, in so far as we can check, through ex- 

ternal inspection of our brain states, they appear 

to be non-veridical; the properties represented 

do not show up from other perspectives.) For 

all we know, then, phenomenality might be il- 

lusory; and, given its anomalousness, we can 

abductively infer that it is. 
Illusionism has other explanatory advantages 

too. One is that it permits us to acknowledge 

both the wonder of phenomenal consciousness 

and its potency. This is something realists find 

hard to do. Stressing the magical, non-physical 

character of phenomenal properties usually 

means denying them a causal role, while treat- 

ing them as physical causes means denying 

that they are as magical as they seem. But if 

phenomenal properties are intentional objects, 
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a sort of mental fiction, then we need no longer 

be embarrassed by them. We can acknowledge 

how magical and unearthly they are and how 

powerfully they affect us, as intentional objects. 

In this sense, illusionists may claim to take con- 

sciousness more seriously than realists do. 

Illusionism also offers an attractive per- 

spective on the function of consciousness. If 

consciousness has the powerful behavioural 

influence it seems to have, then we should be 

able to explain it as an adaptive feature. Again, 

realists find this hard to do. If consciousness is a 

matter of pure feel, then it is unclear what func- 

tion it could perform, and many realists, both 

radical and conservative, see it as little more 

than a side effect of perceptual processes. But 

if consciousness involves an illusion, then new 

possibilities open. Maybe its function is pre- 

cisely to give us the impression that we have a 

magical, non-physical inner life. Humphrey has 

made a powerful case for such a view (1992, 

2006, 2011). He proposes that sensations occur 

when internalized evaluative responses to stim- 

uli (‘sentitions’) interact with incoming sen- 

sory signals to create complex feedback loops, 

which, when internally monitored, seem to 

possess otherworldly, phenomenal properties. 

This internal ‘magic show,’ Humphrey argues, 

powerfully affects the creatures that possess it, 

giving them a new interest in their existence, 

inducing them to engage more deeply with 

their environment (onto which they project 

phenomenal properties), and creating a sense 

of self, and, in humans, belief in an ego or im- 

material soul. These developments, Humphrey 

argues, were strongly fitness-enhancing, and 

the magic show has been sculpted by natural 

selection to promote them. (This is possible 

since, on Humphrey’s view, the mechanisms of 

sensation are separate from those of perception 

and can respond to different evolutionary pres- 

sures.) Whether or not this account is right (and 

it has many attractions), it is an excellent illus- 

tration of how evolutionary theorizing about 

consciousness can flourish, once freed from the 

metaphysical preoccupations of realism. 

3. Defending Illusionism 

This section responds to some common objec- 

tions to illusionism. It argues that they serve 

primarily to highlight the commitments of the 

illusionist approach and that illusionists can ac- 

commodate weakened versions of the intuitions 

on which they draw. 
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3.1. Denying the Data 

The most basic objection to illusionism is that 

it denies the data. To be sure, if all that needed 

to be explained were the detectable marks of 
phenomenal consciousness—the related judg- 

ments, reports, reactions, dispositions, and 

so on—then it would be more economical to 

adopt an illusionist view. But—the objection 

goes—that is not all that needs to be explained; 

phenomenal consciousness is itself a datum 

(Chalmers 1996, p. 188). Phenomenal proper- 

ties are not theoretical posits introduced to ex- 

plain other data, but are themselves core data. 

There is a sense in which illusionists can 

agree. It is a datum that phenomenal properties 

exist as intentional objects; our introspective 

reports define a notional introspective world 

which is as we take it to be. But illusionists 
do, of course, deny that phenomenal proper- 

ties exist in the real world, as properties of 

brain states. We are strongly disposed to think 

that their existence is an introspective datum, 

but all observation statements, including ones 

about our own minds, are open to revision in 

the light of theory. Our introspective reports are 

data for a science of consciousness, but they re- 

quire interpretation and evaluation, and the best 

explanation for them may be one that denies 

their reliability (Dennett 2003, 2007). And, as 

we have seen, there are strong theoretical rea- 

sons to doubt the reliability of our first-person 

reports about phenomenal consciousness. 

If realists are to maintain that phenomenal 

consciousness is a datum, then they must say 

that we have a special kind of epistemic access 

to it, which excludes any possibility of error. 

And since no causal process could provide such 

certainty, they must say that this access is not 

causally mediated. This is indeed what some 

realists propose. Chalmers holds that we are di- 

rectly acquainted with phenomenal properties 

(Chalmers 1996, pp. 192-200). He describes ac- 

quaintance as ‘a basic sort of epistemic relation 

between a subject and a property’ and says that 

“whenever a subject has a phenomenal property, 

the subject is acquainted with that phenomenal 

property’ (2003, p. 250). Experience is in this 

sense intrinsically epistemic (1996, p. 196). 

This view protects the status of phenomenal 

consciousness as a datum but does so at a high 

cost. First, acquaintance can have no psycho- 

logical significance. In order to talk or think 
about our phenomenal properties, we need to 

form mental representations of them, and since 

representational processes are potentially fal- 

lible, the certainty conferred by acquaintance 
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could never be communicated, either to others 

or even to ourselves, considered as cognitive 

systems. The price of making consciousness a 

datum is that the datum is psychologically inert. 

Second, acquaintance theory assumes that the 

reactions and associations a sensory episode 

evokes do not affect its feel, since we are not 

directly acquainted with them or their effects. 

Yet there is reason to think that our reactions 

and associations do shape our sense of what our 

experiences are like (see Dennett 1988, 1991, 

chapter 12; 2005, chapter 4). (It might be re- 

plied that these factors influence our judgments 

about the feel of our experiences, not the feels 

themselves, but this would open a systematic 

gap between what our experiences are like and 

what we think they are like—which is, at the 

least, counter-intuitive.) 

Acquaintance theory also comes with heavy 

metaphysical baggage. It is hard to see how 

physical properties could directly reveal them- 

selves to us, so the theory plausibly assumes 

an anti-physicalist view of phenomenal con- 

sciousness. Moreover, it may require an anti- 

physicalist view of the experiencing subject 

too. If subjects are complex physical organ- 

isms, how can they become directly acquainted 

with phenomenal properties? When cognitive 

scientists talk of information being available to 

the subject, they mean that it is globally broad- 

cast, available for the flexible control of thought 

and action, and so on. But events need to be rep- 

resented in order to be available to the subject 

in this sense. Talk of acquaintance supposes a 

non-psychological subject, which exists prior to 

representational processes, as opposed to being 

partially constituted by them. 

This brings us back to talk of it being like 
something to be us. As noted earlier, such talk 

may mean simply that we have an introspec- 

tive awareness of our experiences, generated 

by representational mechanisms. We might 

call this introspective subjectivity. Mlusionists 

agree that we have introspective subjectivity, 

though they hold that it is radically misleading. 
But ‘like something’ talk can be understood in 
a stronger sense, as indicating that we possess 
a subjective dimension that is not the product 
of introspective mechanisms but arises simply 
from our being the things we are. Call this in- 
trinsic subjectivity. When theorists talk of our 
being directly acquainted with phenomenal 
properties, it is intrinsic subjectivity they have 
in mind; the properties, and our awareness of 
them, are simply correlates of our physical con- 
stitution. Plausibly, then, taking phenomenal 
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consciousness as a datum involves positing in- 
trinsic subjectivity. 

Intrinsic subjectivity is, however, deeply mys- 

terious. It is a shadowy companion of physical 

systems, and we could imagine any object pos- 

sessing it, as panpsychists do. (It might be pro- 

posed that only beings with a certain physical 

structure possess intrinsic subjectivity—perhaps 

only those that implement an information pro- 

cessing system. But this structure does not ex- 

plain their intrinsic subjectivity, and a creature’ s 

reports of what its experiences are like will be 

the product of introspective mechanisms and 

will thus manifest introspective subjectivity 

only.) This does not show that the notion of 

intrinsic subjectivity is incoherent, but it is, I 

think, a good reason to explore the idea that it 

is a fiction created by introspective subjectivity. 

3.2. No Appearance-Reality Gap 

Another common objection to illusionism is 

that in the case of qualitative states there is no 

gap between illusion and reality. Something 

can look like a Penrose triangle without being 

a Penrose triangle, but an experience that seems 

to have a greenish phenomenal character really 

does have a greenish phenomenal character."! 
As Searle puts it, ‘where consciousness is con- 

cerned the existence of the appearance is the 

reality. If it seems to me exactly as if I am 

having conscious experiences, then I am having 

conscious experiences’ (Searle 1997, p. 112, 

italics in original).!* 

This is often presented as a crushing objec- 

tion to illusionism, but it is far from compel- 

ling. It turns on what we mean by seeming to 

have a greenish experience. If we mean having 

an introspective experience with the same phe- 

nomenal feel as a greenish experience, then, 

trivially, there is no distinction between seem- 

ing and reality. But of course that is not what 

illusionists mean. They mean introspectively 

representing oneself as having a greenish ex- 

perience, and one can do this without having 

a greenish experience. The objector may reply 

that, in order to create the illusion of a green- 

ish experience, the introspective representa- 

tion would have to employ a greenish mode of 

presentation, which would itself have an intro- 

spectable greenish feel. However, illusionists 
will simply deny this, arguing that the content of 

introspective representations is determined by 

non-phenomenal, causal or functional factors." 

The objector may say that there is a big differ- 

ence between merely representing oneself as 

255 

having a greenish experience in such a way and 

actually having a greenish experience, but that 

is just the point at issue. The illusionist claims 

that when we think we are having a greenish 

experience we are in fact merely misrepresent- 

ing ourselves as having one. That claim may 

be false, but the no-gap objection does not add 

anything to the case against it. Of course, this 

requires some account of the content of the rep- 

resentations involved, and providing this will 

be a major challenge for the illusionist. But it 

is an independent requirement, and the no-gap 

objection does not make it harder to meet. 

Another version of the no-gap objection 

might go as follows.'* It is incoherent to doubt 

that experiences are as they seem, since experi- 

ence reports are already reports of how things 

seem. I may come to doubt my initial claim that 

there is a green patch in front of me and retreat 

to the more cautious claim that there seems to 

be a green patch, but I cannot coherently retreat 

from that claim to the claim that there seems 

to seem to be a green patch. The first claim ex- 

presses all the epistemic caution that is neces- 

sary or possible. There is something right about 

this. We have no everyday procedure for cor- 

recting sincere and attentive experience reports, 

and we treat them as authoritative. But it does 

not follow that this authority is epistemic. Being 

cautious about the external world does not make 

one authoritative about the internal one, and 

seeming to see a green patch isn’t the same as 

infallibly introspecting a greenish phenomenal 

feel. Rather, as Dennett suggests, the authority 

might be more like that which a storyteller has 

over their fictions (Dennett 1991, p. 81).'° 

In a strong form, then, the claim that there 

is nO appearance-teality gap for phenomenal 

properties is not compelling. A weaker ver- 

sion of the claim is, however, both plausible 

and compatible with illusionism. From the per- 

spective of a representational theory of mind, 

the difference between seeming to be aware 

of a certain phenomenal feel and actually 

being aware of it is that between having a non- 

veridical introspective representation of the feel 

and having a veridical one, and, subjectively, 

this is no difference at all. In this sense, illu- 
sionists can agree that there is no appearance— 

reality gap for consciousness. 

3.3. Who is the Audience? 

An illusion presupposes an audience. Who is 

the audience for the illusion of phenomenal 

consciousness? Illusionists will join Dennett in 
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dismissing the idea that there is an inner arena 

(a ‘Cartesian theatre’) where perceptual informa- 

tion is assembled and a phenomenal show pre- 

sented for an appreciation by an internal observer 

(Dennett 1991). But aren’t they committed to re- 

instating a Cartesian theatre as an arena where 

the illusion of phenomenality is presented? 

Illusionists may be committed (as many theo- 

rists are) to the existence of an inner representer 

of some kind: a system, or set of processes, 

which generates introspective representations of 

sensory states. But this need not amount to an 

observer, still less a conscious one. If we do not 

need an inner observer to appreciate perceptual 

representations, why should we need one to ap- 

preciate introspective ones? As Dennett argues, 

once the brain has made a discrimination, there 

is no need for another brain system to remake it, 

and all the work of appreciation and reaction can 

be (and ultimately must be) distributed among 

numerous unintelligent subsystems  (ibid.). 

Similarly, once an introspective representation 

has been generated, the work of reacting to it— 

of being impressed by the illusion—can, and 

must, be distributed across such subsystems. 

There need be no unified audience for the illu- 

sion smaller than the organism as a whole (or at 

least its central nervous system). 

That said, illusionists may posit something 

like an inner display. Recall Humphrey’s pro- 

posal that internal feedback loops have been 

shaped by evolution to create a life-enhancing 

internal magic show (Humphrey 2011). Such 

a show is, however, different from the one 

in the Cartesian theatre. First, it is not a phe- 

nomenal show, though it is represented as one. 

Second, it is not a redundant re-presentation 

of information already encoded in the system. 

The feedback loops are new features, continu- 

ously generated, which need to be monitored 

and represented in order to have psychologi- 

cal effects. Third, the detector system need do 

no more than generate representations; again, 

all the work of appreciating and reacting to 

the show can be parcelled out to subsystems. 

Finally, (though Humphrey might not agree) 

the show need not be a single, integrated one, 

generating a definitive stream of introspective 

representations. Instead, there might be numer- 

ous micropresentations, yielding multiple drafts 

of sensation (an introspective counterpart of the 

multiple drafts model of perceptual processing 

Dennett proposes; Dennett 1991). Extending 

the theatrical metaphor, there might be a host 

of fringe events around the town rather than an 

official show in a central auditorium. 
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3.4. Representing Phenomenality 

Another objection centres on the representation 

of phenomenality. If there are no phenomenal 

properties, how do we represent them? How 

do we acquire phenomenal concepts, and how 

do these concepts capture the richness of phe- 

nomenality? These are central questions for il- 

lusionists, and answering them would go a long 

way towards solving the illusion problem. Here 

I shall merely make some preliminary remarks 

and indicate some lines open to the illusionist. 

The task of constructing a theory of content 

for phenomenal concepts is a difficult one, but 

it is not obvious that it is significantly more dif- 

ficult for those who hold that these concepts 

lack referents. Levine questions whether we 

can explain the richness and determinacy of 

our phenomenal representations without refer- 

ence to actual phenomenal properties (Levine 

2001, pp. 146-7). When we think about what an 

experience is like, he suggests, the phenomenal 

property itself is included in the thought and 

serves as its own mode of presentation (ibid., 

p. 8). The idea that phenomenal concepts quote 

or incorporate tokens of their referents has been 

proposed by several theorists (e.g. Chalmers 

2003; Papineau 2002, pp. 116-25). However, 

its explanatory power is questionable. Why 

should incorporating a phenomenal feel into a 

representational vehicle make the vehicle repre- 

sent the feel, let alone in a rich and determinate 

way? (Incorporating iron filings into it wouldn’t 

make it represent iron.) As Rey stresses, some 

mechanism would be needed to read off fea- 

tures of the incorporated property and repre- 

sent them to the rest of the system (Rey 2007, 

pp. 128-9). But then a secondary, non-quota- 

tional account of phenomenal representation 

would be needed, to which the illusionist could 
appeal directly. 

It is true that illusionism does not sit well 

with strong externalist views, on which the 

content of a representation is constituted by 

causal connections to its referent. Illusionists 
might argue that phenomenal concepts are 

compounded from more primitive ones that do 

refer, or that they have counterfactual causal 

connections to uninstantiated phenomenal 
properties. However, there are reasons for find- 
ing neither of these options attractive, either 
for phenomenal concepts or for non-referring 
concepts generally (Rey 2005). A better option 
may be to adopt some form of functional-role 
semantics for phenomenal concepts, on which 
their content is fixed by their role in mental 
processing, including their connections to 
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other concepts, to non-conceptual sensory and 

introspective representations (their own con- 

tent determined causally or functionally), and 

to associations, behavioural dispositions, and 

so on. (If these functional roles are narrow, ‘in 

the head’ ones, the content of our phenomenal 

representations will be independent of environ- 

mental factors—but that is not implausible; see 

Rey 1998.) 

Another possibility is that phenomenal 

concepts are hybrid ones. Suppose we have a 

general theoretical concept of a phenomenal 

property—roughly, that of a simple, intrinsic, 

immediately known, introspectable property of 

experience. This concept might be innate, the 

product of individual theorizing, or culturally 

acquired. Suppose, too, that we have capacities 

to introspectively recognize different types of 

sensory states when they occur, and associated 

recognitional concepts for the states identified. 

Then phenomenal concepts might be hybrid 

ones combining the general theoretical concept 

with specific recognitional ones. For example, 

the concept of a certain shade of phenomenal 

red might be that of this kind of phenomenal 

property, where ‘this kind’ refers to the kind 

picked out by the recognitional capacity ex- 

ercised while having an experience of the rel- 

evant type. Of course, if illusionism is true, that 

capacity does not pick out a phenomenal prop- 

erty; it picks out a complex physical one. So 

the hybrid concept fails to refer. (Compare ‘that 

kind of ectoplasm’ said by a credulous specta- 

tor at a séance.) Indeed, the theoretical concept 

may inform our introspective awareness, so 

that we mistakenly introspect sensory states as 

phenomenal, just as we might misperceive a flat 

hologram as a three-dimensional object (per- 

haps even an impossible one, such as a Penrose 

triangle). A hybrid theory like this may be able 

to account for many of our intuitions about phe- 

nomenal consciousness, rendering illusionism 

more palatable. If introspection employs rec- 

ognitional concepts, it may present its objects 

as being simple, ineffable, and immediately 
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known, but if it is also theoretically informed, 

it may at the same time radically misrepresent 

them. 

4. Facing up to the Illusion 
Problem 

Illusionism replaces the hard problem with the 

illusion problem—the problem of explaining 

how the illusion of phenomenality arises and 

why it is so powerful. This problem is not easy 

but not impossibly hard either. The method is 

to form hypotheses about the underlying cogni- 

tive mechanisms and their bases in neurophysi- 

ology and neuroanatomy, drawing on evidence 

from across the cognitive sciences. There are 

many theoretical options available, and I have 

indicated some dimensions along which illu- 

sionist theories may differ. Some of the issues 

and positions will be similar to those discussed 

by conservative realists, but they will assume a 

new aspect once the commitment to realism is 

dropped, and we can expect new connections to 

appear and new theoretical options to present 

themselves. 

Most people find it incredible, even ludicrous, 

to suppose that phenomenal consciousness is il- 

lusory. But if the illusion has been hardwired 

into our psychology for good evolutionary rea- 

sons, then that is to be expected. The question is 

not whether illusionism is intuitively plausible, 

but whether it is rationally compelling. If we 

had a detailed and well-supported illusionist 

theory, which fully explained our reports, judg- 

ments, and intuitions about our own conscious- 

ness, would we still want to insist, on reflection, 

that a hard problem remained? The best way to 

find out will be to try to construct such a theory. 

Our introspective world certainly seems to be 

painted with rich and potent qualitative prop- 

erties. But, to adapt James Randi, if Mother 

Nature is creating that impression by actually 

equipping our experiences with such properties, 

then she’s doing it the hard way.'® 
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and Content 

NOTES 

1. When I talk of phenomenal properties not being real 
or not existing, I mean that they are not instantiated 

in our world. This is compatible with the claim that 
they exist gua properties—a claim which illusion- 
ists need not deny. 

2. Defenders of illusionist positions (under vari- 
ous names) include Dennett 1988, 1991, 2005; 

Hall 2007; Humphrey 2011; Pereboom 2011; Rey 

1992, 1995, 2007; and Tartaglia 2013. As Tartaglia 
notes, Place and Smart also denied the existence 
of phenomenal properties, which Place described 
as ‘mythological’ (Place 1956, p. 49; Smart 1959, 
Delo): 

3. Although all anti-physicalist theories are radical 
and all conservative theories physicalist, the radical/ 
conservative distinction does not coincide with the 
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10. 

anti-physicalist/ physicalist one, since there may be 
radical physicalist theories. 

For an example of a weak illusionist position, see 
Carruthers 2000, pp. 93-4, 182-91. For more ex- 

amples, and discussion, see Frankish 2012, where 

phenomenal properties in this weakly illusionist 
sense are dubbed diet qualia—in contrast to clas- 
sic qualia, or qualia max, which are genuinely in- 

effable, intrinsic, private, and so on. Compare also 
Levine’s distinction between modest and bold qua- 
lophilia (Levine 2001, chapter 5). 
Extending the soft-drink metaphor, I have dubbed 
quasi-phenomenal properties zero qualia (Frankish 
2012). 
On the varieties of introspection, see Prinz 2004. 
Pereboom suggests that this might involve the 
unpacking of a conditional structure in phenom- 
enal concepts (Pereboom 2011, pp. 34-5). As he 
notes, a given phenomenal property might be re- 
conceptualized either as the neural property that 

normally causes a representation of the relevant 

feel or as the higher-order property of being a 
neural state that could cause a representation of it 
(ibid.). 
Compare Dennett’s story of the forest god Feenoman 
(Dennett 1991, chapter 4). Local tribespeople be- 

lieve Feenoman is real, but visiting anthropologists 

treat him as an intentional object, defined by the 

locals’ beliefs, and remain neutral on the question 

of what lies behind the myth. Dennett recommends 

that we treat first-person phenomenological reports 
in the same way, as data for third-person theorizing 

(‘heterophenomenology ’). 

For the case against first-person science, see Dennett 
1991, chapter 4; 2003; 2005, chapter 6; 2007). 

Compare Rey: ‘Postulating qualia properties, 

whether in the brain or in some special realm, will 

be of no help unless we have an account of how 

those properties are assimilated into a person’s cog- 

nitive life; and it’s hard to see how they could be 
assimilated without being represented’ (Rey 2007, 

pp. 129-30). 

ill. 

WY, 
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I follow Levine’s practice of using ‘greenish’ for the 
(putative) feel associated with perception of a green 
object (Levine 2001). 

Compare Kripke: ‘in the case of mental phenomena 

there is no ‘appearance’ beyond the mental phenom- 

enon itself’ (Kripke 1980, p. 154). 

. Alternatively, illusionists might concede that intro- 
spection employs modes of presentation that appear 

to have phenomenal feels, but argue that this too is 
an illusion—that introspection misrepresents the 
modes of presentation as having phenomenal prop- 

erties they lack. For defence of this option and an ar- 

gument that it does not generate an infinite regress, 

see Pereboom 2011, pp. 27-8. 
. This version was suggested by remarks of Martine 

Nida-Riimelin, though she might not endorse my 

presentation of it. 
. It might be argued that phenomenal properties 

cannot be illusory, since they serve as sense-data, 

and it is only when sense-data are interpreted that 
illusion can arise (Wright 2008). This is unpersua- 

sive, however, even granting sense-data theory. 

Introspective representations of phenomenal prop- 

erties might serve as data in the construction of 

representations of external reality while themselves 

misrepresenting internal, neurophysiological real- 

ity. (1am grateful to an anonymous referee for rais- 

ing this objection.) 

. Earlier versions of this article were presented at the 

Open University and the University of Crete, and 

at a ‘consciousness cruise’ organized by Dmitry 
Volkoff and the Moscow Center for Consciousness 

Studies in June 2014, where Jesse Prinz presented 

a comment on it. My thanks to Jesse and to the 

audiences on those occasions, mentioning in par- 

ticular Philip Goff, Martine Nida-Riimelin, Carolyn 

Price, and Michael Tye. Thanks are also due to Ned 

Block, Daniel Dennett, Eileen Frankish, Nicholas 

Humphrey, and Maria Kasmirli for their advice 

and suggestions. I am especially grateful to David 

Chalmers for his detailed comments on earlier drafts, 

from which the article has benefited considerably. 



B. Consciousness and Materialism 

Consciousness and Its Place 

in Nature 

David J. Chalmers 

1. Introduction’ 

Consciousness fits uneasily into our conception 

of the natural world. On the most common con- 

ception of nature, the natural world is the physi- 

cal world. But on the most common conception 

of consciousness, it is not easy to see how it 

could be part of the physical world. So it seems 

that to find a place for consciousness within the 

natural order, we must either revise our concep- 

tion of consciousness, or revise Our conception 

_of nature. 
In twentieth-century philosophy, this di- 

lemma is posed most acutely in C. D. Broad’s 

The Mind and its Place in Nature (Broad 1925). 

The phenomena of mind, for Broad, are the phe- 

nomena of consciousness. Lhe central problem 

is that of locating mind with respect to the phys- 

ical world. Broad’s exhaustive discussion of the 

problem culminates in a taxonomy of seventeen 

different views of the mental-physical relation.” 

On Broad’s taxonomy, a view might see the 

“as emergent, or as gent, or as a basic property of a sub- 
stance (a ‘differentiating’ attribute). The physi- 

Ce ‘ 
cal might be seen in one of the same four ways. 

So a four-by-four matrix of views results. (The 

seventeenth entry arises from Broad’s division 

of the substance/substance view according to 

whether one substance or two is involved.) At 

the end, three views are left standing: those on 

which mentality is an emergent characteris- 

“tic of either_a physical substance or a neutral 

In this paper I take my cue from Broad, ap- 

proaching the problem of consciousness by a 

strategy of divide-and-conquer. I will not adopt 

Broad’s categories: our understanding of the 

mind-body problem has advanced in the last 75 

years, and it would be nice to think that we have 

a better understanding of the crucial issues. On 

my view, the most important views on the meta- 

physics of consciousness can be divided almost 
“exhaustively into six classes, which I will label 
‘type A’ through ‘type F.’ Three of these (A 

through C) involve broadly reductive views, 

seeing consciousness as a physical process that 

requires no expansion of a physical ontology. 

The other three (D through F) involve broadly 

nonreductive views, on which consciousness 

involves something irreducible in nature, and 

requires expansion or reconception of a physi- 

cal ontology. 

The discussion will be cast at an abstract level, 

giving an overview of the metaphysical land- 

scape. Rather than engaging the empirical science 

of consciousness, or detailed philosophical theo- 

ries of consciousness, I will be examining some 

general classes into which theories of conscious- 

ness might fall. I will not pretend to be neutral in 

this discussion. I think that each of the reductive 

views is incorrect, while each of the nonreduc- 

tive views holds some promise. So the first part 

of this paper can be seen as an extended argument 

against reductive views of consciousness, while 

the second part can be seen as an investigation of- 

where we go from there. 

2. The Problem 

The word ‘consciousness’ is used in many dif- 

ferent ways. It is sometimes used for the ability 

to discriminate stimuli, or to report informa- 

tion, or to monitor internal states, or to control 
behavior. We can think of these phenomena as 
posing the ‘easy problems’ of consciousness. 
These are important phenomena, and there is 
much that is not understood about them, but the 
problems of explaining them have the character 
of puzzles rather than mysteries. There seems 

From S. Stich and T. Warfield, eds., Blackwell Guide to the Philosophy of Mind (Blackwell, 
2003). Copyright © 2002 David J. Chalmers 
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to be no deep pro in principle with the idea 

that_a physical system could be ‘conscious’ in 
these senses, and there is no obvious obstacle to 

an eventual explanation of these phenomena in 

neurobiological or computational terms. 

The hard problem of consciousness is the 

problem of experience. Human beings have 

“Subjective experience: there is something IT is 
like to be them. We can say that a being is con- 

scious in this sense—or is phenomenally con- 

scious, as it is sometimes put—when there is 

something it is like to be that being. A mental 

state is conscious when there is something it is 

“Sates “of perceptual experience, bodily sensa- 
tion, mental imagery, emotional experience, oc- 

current thought, and more. There is sométhing 
it is like to see a Vivit green, to feel a sharp 
pain, to visualize the Eiffel tower, to feel a deep 
regret, and to think that one is late. Each of 

these states has a phenomenal character, with 

phenomenal properties (oT J acteriz- 

ing what it is like to be in the state.? 
There is no question that experience is closely 

associated with physical processes in systems such 
eae bests Soetes ad li yarcal REESee Ne Te 
“D-Grperionce, at least in the sense That eae producing 
“Z physical system (such ae e brain) with the right 
physica erties nevi rrespond- 

physical processes give rise to experience? Why 

do not these processes take place ‘in the dark,’ 

without any accompanying states of experience? 

This is the central mystery of consciousness. 

What makes the easy problems easy? For 

these problems, the task is to explain certain 

_ behavioral or cognitive functions: that is, to ex- 
plain how some causal role is played in the cog- 

nitive system, ultimately in the production of 

behavior. To explain the performance of such 

a function, one need only specify a mechanism 

that plays the relevant role. And there is good 

reason to believe that neural or computational 

mechanisms can play those roles. 

What makes the hard problem hard? Here, the 

task is not to explain behavioral and cognitive 

functions: even once one has an explanation of 

all the relevant functions in the vicinity of con- 

sciousness—discrimination, integration, access, 

report, control—there may still remain a further 

question: why is the performance of these func- 

tions accompanied by experience? Because of 

this, the hard problem seems to be a different sort 

of problem, requiring a different sort of solution. 

A solution to the hard problem would involve 

an account of the relation between_physical 
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processes _and_ consciousness, explaining on 

the basis of natural principles how and why it 

is that physical processes are associated with 

states of experience. A reductive explanation of | 

consciousness Wi explain this wholly on the 

basis of physical principles that do not them- 

selves make any appeal to consciousness.* A 

materialist (or physicalist) solution will be a 

solution on which consciousness is itself seen 

as a physical process. A nonmaterialist (or non- 

physicalist) solution will be a solution on which 

consciousness is seen as nonphysical (even if 

closely associated with physical processes). 

A nonreductive solution will be one on which 

consciousness’ (or principles involving con- 
sciousness) is admitted as a basic part of the 

explanation. 

It is natural to hope that there will be a mate- 

rialist solution to the hard problem and a reduc- 

tive explanation of consciousness, just as there 

have been reductive explanations of many other 

phenomena in many other domains. But con- 

sciousness seems to resist materialist explana- 

tion in a way that other phenomena do not. This 

resistance can be encapsulated in three related 

arguments against materialism, summarized in 

what follows. : 

3. Arguments against 
Materialism 
3.1. The Explanatory Argument? 

The first argument is grounded in the difference 

between the easy problems and the hard prob- 

lem, as characterized above: the easy problems 

concern the explanation of behavioral and cog- 

nitive functions, but the hard problem does not. 

One can argue that by the character of physi- 

cal explanation, physical accounts explain only 

structure and function, where the relevant struc- 

tures are spatiotemporal structures, and the rele- 

vant functions are causal roles in the production 

of a system’s behavior. And one can argue as 

above that explaining structures and functions 

does not suffice to explain consciousness. If so, 

no physical acc explain consciousness. 

W all thtsthe explandtory argument: 

most struc- Physical accounts explain” 

ture and function. 

not suffice to explain consciousness 

account can (3) No _ physical 

consciousness. 
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If this is right, then while physical accounts 

can solve the easy problems (which involve 

only explaining functions), something more is 

needed to solve the hard problem. It would seem 

that no reductive explanation of consciousness 

could succeed. And if we add the premise that 

what cannot be physically explained is not itself 

physical (this can be considered an additional 

final step of the explanatory argument), then 

materialism about consciousness is false, and 

“The natural world contains more than the physi- 
cal world. 

Of course this sort of argument is contro- 

versial. But before examining various ways of 

responding, it is useful to examine two closely 

related arguments that also aim to establish that 

materialism about consciousness is false. 

3.2. The Conceivability Argument°® 

According to this argument, it is conceivable 

that there be a system that is physically identi- 

cal to a conscious being, but that lacks at least 

some of that being’s conscious states. Such 

‘a system might be a zombie: a system that is 
physically identical to a conscious being but 

that lacks consciousness entirely. It might also 

be an invert, with some of the original being’s 

experiences replaced by different experiences, 

or a partial zombie, with some experiences 

absent, or a combination thereof. These systems 

will look identical to a normal conscious being 

from the third-person perspective: in particu- 

lar, their brain processes will be molecule-for- 

molecule identical with the original, and their 

behavior will be indistinguishable. But things 
will be different from the first-person point of 

view. What it is like to be an invert or a partial 
zombie will differ from what it is like to be the 

original being. And there is nothing it is like to 

be a zombie. 

There is little reason to believe that zombies 

exist in the actual world. But many hold that 

they are at least conceivable: we can coherenw&y 

imagine zombies, and there is no contradiction 

in the idea that reveals itself even on reflection. 

As an extension of the idea, many hold that the 

same goes for a zombie world: a. universe physi- 

cally identical to ours, but in which there is no 
consciousness. Something similar applies to in- 

verts and other duplicates. 

From the conceivability of zombies, propo- 

nents of the argument infer their metaphysical 

possibility. Zombies are probably not naturally 

possible: they probably cannot exist in our 

world, with its laws of nature. But the argument 

CONSCIOUSNESS 

holds that zombies could have existed, perhaps 

ina very different sort of universe. For example, 

it is sometimes suggested that God could have 

created a zombie world, if he had so chosen. 

From here, it is inferred that consciousness 

must be nonphysical. If there is_a metaphysi- 

cally possible universe that is physically iden- 

tical to ours but that lacks consciousness, then 

consciousness must be a further, nonphysical 

component of our universe. If God could have 

created a zombie world, then (as Kripke puts 

it) after creating the physical processes in our 

world, he had to do more work to ensure that it 

contained consciousness. 

We can put the argument, in its simplest 

form, as follows: 

(1) It is conceivable that there be zombies 

(2) If it is conceivable that there be zombies, 

it is metaphysically possible that there be 

zombies. 

(3) If it is metaphysically possible that 

there be zombies, then consciousness 1s 

non-physical. 

(4) Consciousness is nonphysical. 

A somewhat more general and precise ver- 

sion of the argument appeals to P, the con- 

junction of all microphysical truths about the 

universe, and Q, an arbitrary phenomenal truth 

about the universe. (Here ‘A’ represents ‘and’ 

and ‘~’ represents ‘not.’) 

(1) It is conceivable that PAAQ. 

(2) If it is conceivable that PA7Q, it is meta- 

physically possible that PA7Q. 

(3) If itis metaphysically possible that PAnQ, 
then materialism is false. 

(4) Materialism is false. 

3.3. The Knowledge Argument’ 

According to the knowledge argument, there 

are facts about consciousness that are not de- 

ducible_ from physical facts. Someone could 
know all the physical facts, be a perfect rea- 
soner, and still be unable to know all the facts 
about consciousness on that basis. 

Frank Jackson’s canonical version of the ar- 
gument provides a vivid illustration. On this 
version, Mary is a neuroscientist who knows 
everything there is to know about the physical 
processes relevant to color vision. But Mary 
has been brought up in a black-and-white room 
(on an alternative version, she is colorblind®) 
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and has never experienced red. Despite all her 

knowledge, it seems that there is something 

very important about color vision that Mary 

does not know: she does not know what it is like 

to see red. Even complete physical knowledge 

and unrestricted powers of deduction do not 

enable her to know this. Later, if she comes to 

experience red for the first time, she will learn a 

new fact of which she was previously ignorant: 

she will learn what it is like to see red. 

Jackson’s version of the argument can be put 

as follows (here the premises concern Mary’s 

knowledge when she has not yet experienced 
red): 

(1) Mary knows all the physical facts. 

(2) Mary does not know all the facts 

(3) The physical facts do not exhaust all the 

facts. 

One can put the knowledge argument more 

generally: 

(1) There are truths about consciousness that 

are not deducible from physical truths. 

(2) If there are truths about consciousness 

that are not deducible from physical 

truths, then materialism is false. 

(3) Materialism is false. 

3.4. The Shape of the Arguments 

These three sorts of argument are closely re- 

lated. They all start by establishing an epistemic 

gap between the physical and ce aren 

mains. Each denies a certain sort of e€ epis- 

temic relation between the domains: a relation 

involving what we ca w, or concel r 

_explain. In particular, each of them denies a 

certain sort of epistemic entailment from physi- 

cal truths P to the phenomenal truths Q: deduc- 

ibility of Q from P, or explainability of Q in 

terms of P, or conceiving of Q upon reflective 

conceiving of P. 

Perhaps the most basic sort of epistemic 

entailment is a priori entailment, or implica- 

tion. On this notion, P implies Q when the 

material conditional P D Q is a priori; that is, 

when a subject can know that if P is the case 
then Q is the case, with justification indepen- 

dent of experience. All of the three arguments 

above can be seen as making a case against 

an a priori entailment of Q by P. If a subject 

who knows only P cannot deduce that Q (as 

the knowledge argument suggests), or if one 

can rationally conceive of P without Q (as 
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the conceivability argument suggests), then it 

seems that P does not imply Q. The explana- 

tory argument can be seen as turning on the 

claim that an implication from P to Q would 

require a functional analysis of conscious- 

ness, and that the concept of consciousness is 
—— SS 

“hot a functional concept. 

After establishing an epistemic gap, these 

arguments proceed by inferring an ontologi- 

cal gap, where ontology concerns the nature 

of things in the world. The conceivability 

argument infers from conceivability to meta- 

physical possibility; the knowledge argument 

infers from failure of deducibility to differ- 

ence in facts; and the explanatory argument 

infers from failure of physical explanation to 

nonphysicality. One might say that these ar- 

guments infer from a failure of epistemic en- 

tailment to a failure of ontological entailment. 

The paradigmatic sort of ontological entail- 

ment is necessitation: P necessitates Q when 

the material conditional P D Q is metaphysi- 

cally necessary, or when it is metaphysically 

impossible for P to hold without Q holding. It 

is widely agreed that materialism requires that 

P necessitates all truths (perhaps with minor 

qualifications). So if there are phenomenal 

truths Q that P does not necessitate, then ma- 

terialism is false. 

We might call of these arguments epistemic 

arguments against materialism. Epistemic ar- 

guments arguably descend from Descartes’ 

arguments against materialism (although these 

have a slightly different form), and are given 

their first thorough airing in Broad’s book, 

which contains elements of all three arguments 

above.’ The general form of an epistemic argu- 

ment against m 

ere is an epistemic gap between physi- 

cal and phenomenal truths. 

(2) If there is an epistemic gap between phys- 

ical and phenomenal truths, then there is 

an ontological gap, and materialism is 

false. 

(3) Materialism is false. 

Of course this way of looking at things over- 

simplifies matters, and abstracts away from the 

differences between the arguments.'° The same 

goes for the precise analysis in terms of im- 

plication and necessitation. Nevertheless, this 

analysis provides a useful lens through which 

to see what the arguments have in common, and 

through which to analyze various responses to 

the arguments. 
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There are roughly three ways that a materi- 

alist might resist the epistemic arguments. _A_ 

type-A_materiali there is the rel- 

~ evant sort of epistemic gap. A type-B material- 

ist accepts that there is an unclosable epistemic 

nd a type-C materialist accepts that there is a 

deep epistemic gap, but holds that it will even- 

“tually be closed. In what follows, I discuss all 
a Fi 

three of these strategies. 

4. Type-A Materialism 

According to type-A materialism, there is no 
7 . . ES RE ee 

epistemic gap between physical and phenomenal 

Truths; or at least, any apparent epistemic gap is 

easily closed. According to this view, it is not 

conceivable (at least on reflection) that there be 
ee 

“are no phenomenal truths of which Mary is igno- 
rant in principle from inside her black-and-white 

room (when she leaves the room, she gains at 

most an ability). And on this view, on reflection 

there is no ‘hard problem’ of explaining con- 

sciousness that remains once one has solved the 

easy problems of explaining the various cogni- 

tive, behavioral, and environmental functions.!! 

Type-A materialism sometimes takes the 

form of elimi 20ldi ious- 
ness does not exist, and that there are no phe- 

nomenal truths. It sometimes takes the form of 

analytic functionalism or logical behaviorism, 

holding that consciousness exists, where the 

concept of ‘consciousness’ is defined in wholly 

functional or behavioral terms (e.g., where to 

be conscious might be to have certain sorts of 

access to information, and/or certain sorts of 

dispositions to make verbal reports). For our 

purposes, the difference between these two 

views can be seen as terminological. Both agree 

that we are conscious in the sense of having the 

functional capacities of ‘access, report, control, * 

the like; and they agree that we are not con- 

scious in any further (nonfunctionally defined) 

sense. The analytic functionalist thinks that or- 

dinary terms such as ‘conscious’ should be used 

in the first sort of sense (expressing a functional 

concept), while the eliminativist thinks that it 

should be used in the second. Beyond this ter- 

minological disagreement about the use of ex- 

isting terms and concepts, the substance of the 
views is the same. 

Some philosophers and scientists who do 

not explicitly embrace eliminativism, analytic 
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functionalism, and the like are nevertheless rec- 

ognizably type-A materialists. The characteris- 

tic feature of the type-A materialist is the view 

Go gene nrarey mene 

‘of consciousness that needs explaining over and 
above explaining the various functions: to ex- 

plain these things is to explain everything in the 

vicinity that needs to be explained. The relevant 

functions may be quite subtle and complex, 

involving fine-grained capacities for access, 

self-monitoring, report, control, and their in- 

teraction, for example. They may also be taken 

to include all sorts of environmental relations. 

And the explanation of these functions will 

probably involve much neurobiological detail. 

So views that are put forward as rejecting func- 

tionalism on the grounds that it neglects biol- 

ogy or neglects the role of the environment may 

still be type-A views. 

One might think that there is room in logi- 
cal space for a view that defies even this sort 

of broadly functionalist view of consciousness, 

but still holds that there is no epistemic gap be- 

tween physical and phenomenal truths. In prac- 

tice, there appears to be little room for such a 

view, for reasons that I will discuss under type 

C, and there are few examples of such views 

in practice.'? So I will take it for granted that 

a type-A view is one that holds that explaining 

the functions explains everything, and will class 

other views that hold that there is no unclosable 
epistemic gap under type C. 

The obvious problem with type-A material- 

ism is that it appears to deny the manifest. It is 

an uncontested truth that we have the various 

functional capacities of access, control, report, 

and the like, and these phenomena pose uncon- 

tested explananda (phenomena in need of ex- 

planation) for a science of consciousness. But 

in addition, it seems to be a further truth that we 

are conscious, and this phenomenon seems to 

pose a further explanandum. It is this explanan- 

dum that raises the interesting problems of con- 

sciousness. To flatly deny the further truth, or 

to deny without argument that there is_a hard 

problem of consciousness over the 

éas ems, would be to make a highly 
‘ counterintuitive claim that begs the important 
questions. This is not to say that highly counter- 
intuitive claims are always false, but they need 
to be supported by extremely strong arguments. 
So the crucial question is: are there any compel- 
ling arguments for the claim that on reflection, 
explaining the functions explains everything? 

Type-A materialists often argue by analogy. 
They point out that in other areas of science, 
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we accept that explaining the various functions 

explains the phenomena, so we should accept 

the same here. In response, an opponent may 

well accept that in other domains, the functions 

are all we need to explain. In explaining life, 

for example, the only phenomena that present 

themselves as needing explanation are phenom- 

ena of adaptation, growth, metabolism, repro- 

duction, and so on, and there is nothing else that 

even calls out for explanation. But the opponent 

holds that the case of consciousness is different 

and possibly unique, precisely because there is 

something else, phenomenal experience, that 

calls out for explanation. The type-A materi- 

alist must either deny even the appearance of 

the obvious, or accept the apparent disanalogy 

and give further substantial arguments for why, 
contrary to appearances, only the functions 
need to be explained. 

At this point, type-A materialists often press a 

different sort of analogy, holding that at various 

points in the past, thinkers held that there was 

an analogous epistemic gap for other phenom- 

ena, but that these turned out to be physically 

explained. For example, Dennett 1996 suggests 

that a vitalist might have held that there was a 

further ‘hard problem’ of life over and above 

explaining the biological function, but that this 

would have been misguided. 

On examining the cases, however, the 

analogies do not support the type-A materi- 

alist. Vitalists typically accepted, implicitly 

or explicitly, that the biological functions in 

question were what needed explaining. Their 

vitalism arose because they thought that the 

functions (adaptation, growth, reproduction, 

and so on) would not be physically explained. 

So this is quite different from the case of con- 

sciousness. The disanalogy is very clear in the 

case of Broad. Broad was a vitalist about life, 

holding that the functions would require a non- 

mechanical explanation. But at the same time, 

he held that in the case of life, unlike the case 

of consciousness, the only evidence we have for 

the phenomenon is behavioral, and that ‘being 

alive’ means exhibiting certain sorts of behav- 

ior. Other vitalists were less explicit, but very 

few of them held that something more than the 

functions needed explaining (except conscious- 

ness itself, in some cases). If a vitalist had held 

this, the obvious reply would have been that 

there is no reason to believe in such an ex- 

planandum. There is no analogy here.'* 

So these arguments by analogy have no 

force for the type-A materialist. In other cases, 
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it was always clear that structure and function 

exhausted the apparent explananda, apart from 

those tied directly to consciousness itself. So 

the type-A materialist needs to address the ap- 

parent further explanandum in the case of con- 

sciousness head on: either flatly denying it, or 

giving substantial arguments to dissolve it. 

Some arguments for type-A materialists pro- 

ceed indirectly, by pointing. out the unsavory 

metaphysical or epistemological consequences 

of rejecting the view: e.g., that the rejection 

leads to dualism, or to problems involving 

knowledge of consciousness.'* An opponent 

will either embrace the consequences or deny 

that they are consequences. As long as the con- 

sequences are not completely untenable, then 

for the type-A materialist to make progress, this 

sort of argument needs to be supplemented by 

a substantial direct argument against the further 

explanandum. 

Such direct arguments are surprisingly hard 

to find. Many arguments for type-A material- 

ism end up presupposing the conclusion at cru- 

cial points. For example, it is sometimes argued 

(e.g., Rey 1995) that there is no reason to pos- 

tulate qualia, since they are not needed to ex- 

plain behavior; but this argument presupposes 

that only behavior needs explaining. The oppo- 

nent will hold that qualia are an explanandum 

in their own right. Similarly, Dennett’s use of 

‘heterophenomenology’ (verbal reports) as the 

primary data to ground his theory of conscious- 

ness (Dennett 1991) appears to rest on the 

assumption that these reports are what need ex- 

plaining, or that the only ‘seemings’ that need 

explaining are dispositions to react and report. 

One way to argue for type-A materialism is 

that (i) explaining functions suffices to explain 

X, and (ii) explaining X suffices to explain con- 

sciousness. One possible X here is representa- 

tion: it is often held both that conscious statés 
—__—_— 

are representational states, representing things 
| 

in the world, and that we can explain represen- 

tation in functional terms. If so, it may seem 
To follow that we can explain consciousness 
in functional terms. On examination, though, 

this argument appeals to an ambiguity in the 

notion of representation. There is a notion of 

functional representation, on which P is rep- 

resented roughly when a system responds to 

P and/or produces behavior appropriate for P. 

In this sense, explaining functioning may ex- 

plain representation, but explaining represen- 

tation does not explain consciousness. There 

is also a notion of phenomenal representation, 
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on which P is represented roughly when a 

system has a conscious experience as if P. In 

this sense, explaining representation may ex- 

plain consciousness, but explaining functioning 

does not explain representation. Either way, the 

epistemic gap between the functional and the 

phenomenal remains as wide as ever. Similar 
sorts of equivocation can be found with other 

X’s that might be appealed to here, such as ‘per- 

ception’ or ‘information.’ 

Perhaps the most interesting arguments for 

type-A materialism are those that argue that we 

can _ give a physical explanation of our beliefs 

about consciousness, such as the belief that we 

are conscious, the belief that consciousness is 

a further explanandum, and the belief that con- 

sciousness is nonphysical. From here it is argued 

that once we have explained the belief, we have 

done enough to explain, or to explain away, the 

phenomenon (e.g., Clar , Dennett forth- 

coming). Here it is worth noting that_this only 

_ works if the beliefs themselves are functionally 
analyzable; Chalmers 2002a gives reason to 

deny this. But even if one accepts that beliefs are 

ultimately functional, this claim then reduces to 

the claim that explaining our dispositions to talk 

about consciousness (and the like) explains ev- 

erything. An opponent will deny this claim: ex- 

plaining the dispositions to report may remove 

the third-person warrant (based on observation 

of others) for accepting a further explanandum, 

but it does not remove the crucial first-person 

watrant (from one’s own case). Still, this is a 

strategy that deserves extended discussion. 

At a certain point, the debate between type-A 

materialists and their opponents usually comes 

down to intuition: most centrally, the intuition 

that consciousness (in a nonfunctionally defined 

sense) exists, or that there is something that 

needs to be explained (over and above explain- 

ing the functions). This claim does not gain its 

support from argument, but from a sort of obser- 

vation, along with rebuttal of counterarguments. 

The intuition appears to be shared by the large 

majority of philosophers, scientists, and others; 

and it is so strong that to deny it, a type-A mate- 

rialist needs exceptionally powerful arguments. 

The result is that even among materialists, 

type-A materialists are a distinct minority. 

3. Type-B Materialism’ 

According to type-B materialism, there is an 

epistemic_gap between the physical and phe- 

nomenal domains, but there is no ontological 
Ee, 
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gap. According to this view, zombies and the 
like are conceivebte—butthey_are not meta- 

‘physically possible. On this view, Mary is ig- 

norant of some phenomenal truths from inside 

her room, but nevertheless these truths concern 

an underlying physical reality (when she leaves 

the room, she learns old facts in a new way). 

And on this view, while there is a hard problem 

distinct from the easy problems, it does not cor- 

respond to a distinct ontological domain. 

The most common form of type-B material- 

tified with certain physi nctional states. 
This identity is held to be analogous in certain 

respects (although perhaps not in all respects) 

with the identity between water and H,O, or 

between genes and DNA.'° These identities are 

not derived through conceptual analysis, but 

are discovered empirically: the_concept water 

is different from the concept Wo. bar ies are 

type-B view, something similar applies to con- 

sciousness: the concept of consciousness is dis- 

tinct from any physical or functional concepts, 
but we may discover empirically that these refer 

explain why there is an epistemic gap between 

the physical and phenomenal domains, while 

denying any ontological gap. This yields the at- 

tractive possibility that we can acknowledge the 

deep epistemic problems of consciousness while 

retaining a materialist worldview. 

Although such a view is attractive, it faces 

immediate difficulties. These difficulties stem 

from the fact that the character of the epis- 

temic gap with consciousness seems to differ 

from that of epistemic gaps in other domains. 

For a start, there do not seem to be analogs of 

the epistemic arguments above in the cases of 

water, genes, and so on. To explain genes, we 

merely have to explain why systems function a 

certain way in transmitting hereditary charac- 

teristics; to explain water, we have to explain 

why a substance has a certain objective struc- 

ture and behavior. Given a complete physical 
description of the world, Mary would be able 
to deduce all the relevant truths about water and 
about genes, by deducing which systems have 
the appropriate structure and function. Finally, 
it seems that we cannot coherently conceive 
of a world physically identical to our own, in 
which there is no water, or in which there are no 
genes. So there is no epistemic gap between the 
complete physical truth about the world and the 
truth about water and genes that is analogous to 
the epistemic gap with consciousness. 

/ 
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(Except, perhaps, for epistemic gaps that 

derive from the epistemic gap for conscious- 

ness. For example, perhaps Mary could not 

deduce or explain the perceptual appearance of 
water from the physical truth about the world. 

But this would just be another instance of the 

problem we are concerned with, and so cannot 

help the type-B materialist.) 

So it seems that there is something unique 
about the case of consciousness. We can put this 

by saying that while the identity between genes 

primitive: the identity is itself deducible from 

the complete physical truth about the world. By 

contrast, the type-B materialist must hold that 

the identification between consciousness and 

physical or functional states is epistemically 

primitive: the identity is not deducible from the 

complete physical truth. (If it were deducible, 

type-A materialism would be true instead.) So 

the identity between consciousness and a physi- 

cal state will be a sort of primitive principle in 
one’s theory of the world. 

Here, one might suggest that something has 

gone wrong. Elsewhere, the only sort of place 

that one finds this sort of primitive principle is 

in the fundamental laws of physics. Indeed, it 

is often held that this sort of primitiveness— 

the inability to be deduced from more basic 

principles—is the mark of a fundamental law of 

nature. In effect, the type-B materialist recog- 

nizes a principle that has the epistemic status of 

a fundamental law, but gives it the ontological 
status of an identity. An opponent will hold that 

this move is more akin to theft than to honest 

toil: elsewhere, identifications are grounded in 

explanations, and primitive principles are ac- 

knowledged as fundamental laws. 

It is natural to suggest that the same should 

apply here. If one acknowledges the epistemi- 

cally primitive connection between physical 

states and consciousness as a fundamental law, 

it will follow that consciousness is distinct 

from any physical property, since fundamental 

laws always connect distinct properties. So thy, 

usual standard will lead to one of the nonreduc- 

tive views discussed in the second half of this” 
paper. By contrast, the type-B materialist takes 

an observed connection between physical and 

phenomenal states, unexplainable in more basic 

terms, and suggests that it is an identity. This 

suggestion is made largely in order to preserve 

a prior commitment to materialism. Unless 

there is an independent case for primitive iden- 

tities, the suggestion will seem at best ad hoc 

and mysterious, and at worst incoherent. 
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A type-B materialist might respond in various 

ways. First, some (e.g., Papineau 1993) suggest 

that identities do not need to be explained, so are 

always primitive. But we have seen that identi- 

ties in other domains can at least be deduced 

from more basic truths, and so are not primitive 

in the relevant sense. Second, some (e.g., Block 

and Stalnaker 1999) suggest that even truths 

involving water and genes cannot be deduced 

from underlying physical truths. This matter 

is too complex to go into here (see Chalmers 

and Jackson 2001 for a response!’), but one 
can note that the epistemic arguments outlined 

at the beginning suggest a very strong disanal- 

ogy between consciousness and other cases. 

Third, some (e.g., Loar 1990/1997) acknowl- 

edge that identities involving consciousness are 

unlike other identities by being epistemically 

primitive, but seek to explain this uniqueness 

by appealing to unique features of the concept 

of consciousness. This response is perhaps the 

most interesting, and [| will return to it. 

There is another line that a type-B material- 

ist can take. One can first note that an identity 

between consciousness and physical states is 

not strictly required for a materialist position. 

Rather, one can plausibly hold that materialism 

about consciousness Simply requires that physi- 
| states sitate phenomenal states, in that 

it is metaphysically impossible for the physical 

tes to be present whi nal states 

are a rent. That is, materialism 

requires that entailments P > Q be necessary, 

where P is the complete physical truth about the 

world and Q is an arbitrary phenomenal truth. 

At this point, a type-B materialist can natu- 

rally appeal to the work of Kripke 1980, which 

suggests that some truths are necessarily true 

without being a priori. For example, Kripke sug- 

gests that ‘water is H,O’ is necessary—true in 

all possible worlds—but not knowable a priori. 

Here, a type-B materialist can suggest that P D 

Q may be a Kripkean a posteriori necessity, like 

‘water is H,O’ (though it should be noted that 

Kripke himself denies this claim). If so, then we 

would expect there to be an epistemic gap, since 

there is no a priori entailment from P to Q, but 

at the same time there will be no ontological 

gap. In this way, Kripke’s work can seem to be 

just what the type-B materialist needs. 

Here, some of the issues that arose previously 

arise again. One can argue that in other do- 

mains, necessities are not epistemically primi- 

tive. The necessary connection between water 

and H,O may be a posteriori, but it can itself be 

deduced from a complete physical description 

Z 
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of the world (one can deduce that water is iden- 

tical to H,O, from which it follows that water is 

necessarily H,O). The same applies to the other 

necessities that Kripke discusses. By contrast, 

the type-B materialist must hold that the con- 

nection between physical states and conscious- 

~ ness is epistemically primitive, in that it cannot 

be deduced from the complete physical truth 

about the world. Again, one can suggest that 

“this sort of primitive necessary connection is 
mysterious and ad hoc, and that the connection 

should instead be viewed as a fundamental law 

of nature. 

I will discuss further problems with these 

necessities in the next section. But here, it is 

worth noting that there is a sense in which any 

type-B materialist position gives up on reduc- 

tive explanation. Even if type-B materialism is 

true, we cannot give consciousness the same 

sort of explanation that we give genes and like, 

in purely physical terms. Rather, our explana- 

tion will always require explanatorily primitive 

principles to bridge the gap from the physical 

to the phe nal. The explanatory structure 

of a theory of consciousness, on such a view, 

will be very much unlike that of a materialist 

theory in other domains, and very much like the 

explanatory structure of the nonreductive theo- 

ries described below. By labeling these prin- 

ciples identities or necessities rather than laws, 

the view may preserve the letter of materialism; 

but by requiring primitive bridging principles, 

it sacrifices much of materialism’s spirit. 

6. Type-C Materialism 

According to type-C materialism, there is a 

deep _epistemic_gap between the physical and 

phenomenal domains, but it is closable in prin- 

ciple. On this view, zombies and the like are 

conceivable in the liynit. On this view, it cur- 

rently seems that Mary lacks information about 

the phenomenal, but in the limit there would be 

no information that she lacks. And on this view, 

while we cannot see now how to solve the hard 

problem in physical terms, the problem is solv- 

able in principle. 

This view is initially very attractive. It seems 

to acknowledge the deep explanatory gap with 

which we seem to be faced, while at the same 

time allowing that the apparent gap may be 

due to our own limitations. There are ditfer- 

«ent versions of the view. Nagel 1974 has sug- 
gested that just as the pre-Socratics could not 
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have understood how matter could be energy, 

we cannot understand how consciousness could 

be physical, but a conceptual revolution might 

allow the relevant understanding. Churchland 

1997 suggests that even if we cannot_now 

imagine how consciousnes Id b hysical 

roce is simply a psychological limita- 

tion on our part that further progress in science 

will overcome. Van Gulick 1993 suggests that 

conceivability arguments are question-begging, 

since once we have a good explanation of con- 

sciousness, zombies and the like will no longer 

be conceivable. McGinn 1989 has suggested 

that the problem may be unsolvable by humans 

due to deep limitations in our cognitive abili- 

ties, but that it nevertheless has a solution in 

principle. 

One way to put the view is as follows. Zombies 

and the like are prima facie conceivable (for us 

now, with our current cognitive processes), but 

they are not ideally conceivable (under idealized 

rational reflection). Or we could say: phenome- 

nal truths are deducible in principle from physi- 

cal truths, but the deducibility is akin to that of a 

complex truth of mathematics: it is accessible in 

rinciple (perhaps accessible a priori), but is not 
ore to us now, perhaps because the rea- 

"soning required is currently beyond us, or per- 

haps because we do not currently grasp all the 

required physical truths. If this is so, then there 
—— 

will appear to_us that there is a gap between 

physical processes and consciousness, but there 

_will be no gap in nature. 
Despite its appeal, I think that the type-C 

view is inherently unstable. Upon examination, 

it turnS out either to be untenable, or to collapse 

into one of the other views on the table. In par- 

ticular, it seems that the view must collapse into 

a version of type-A materialism, type-B materi- 

alism, type-D dualism, or type-F monism, and 

SO is not ultimately a distinct option. 

One way to hold that the epistemic gap 

might be closed in the limit is to hold that in 

the limit, we will see that explaining the func- 

tions explains everything, and that there is no 

further explanandum. It is at least coherent to 

hold that we currently suffer from some sort of 

conceptual confusion or unclarity that leads us 
to believe that there is a further explanandum, 
and that this situation could be cleared up by 
better reasoning. I will count this position as a 
version of type-A materialism, not type-C ma- 
terialism: it is obviously closely related to stan- 
dard type-A materialism (the main difference is 
whether we have yet had the relevant insight), 
and the same issues arise. Like standard type-A 
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materialism, this view ultimately stands or falls 

with the strength of (actual and potential) first- 

order arguments that dissolve any apparent fur- 

ther explanandum. 

Once type-A materialism is set aside, the 

potential options for closing the epistemic gap 

are highly constrained. These constraints are 

grounded in the nature of physical concepts, 

and in the nature of the concept of conscious- 

ness. The basic problem has already been men- 

tioned. First: Physical descriptions of the world 

characterize the world in terms of structure and 

dynamics. Second: From truths about structure 

and dynamics, one can deduce only further 

truths about structure and dynamics. And third: 

Truths about consciousness are not truths about 

structure and dynamics. But we can take these 

steps one at a time. 

First: A microphysical description of the 

world specifies a distribution of particles, fields, 

and waves in space and time. These basic sys- 

tems are characterized by their spatiotemporal 

properties, and properties such as mass, charge, 

and quantum wavefunction state. These latter 

properties are ultimately defined in terms of 

spaces of states that have a certain abstract 

structure (e.g., the space of continuously vary- 

ing real quantities, or of Hilbert space states), 

such that the states play a certain causal role 

with respect to other states. We can subsume 

spatiotemporal descriptions and descriptions in 

terms of properties in these formal spaces under 

the rubric of structural descriptions. The state 

of these systems can change over time in accord 

with dynamic principles defined over the rel- 

evant properties. The result is a description of 

the world in terms of its underlying spatiotem- 

poral and formal structure, and dynamic evolu- 

tion over this structure. 

Some type-C materialists hold we do not yet 

have a complete physics, so we cannot know 

what such a physics might explain. But here 

we do not need to have a complete physics: we 

simply need the claim that physical descriptions 

are in terms of structure and dynamics. This 

point is general across physical theories. Such 

novel theories as relativity, quantum mechan- 

ics, and the like may introduce new structures, 

and new dynamics over those structures, but the 

general point (and the gap with consciousness) 

remains. 

a ac an a as 
could be new physical theories that go beyond 

F guaecea diy nannIDee Eve east 
of physical explanation, it is unclear what sort of 

theory this could be. Novel physical properties 
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are postulated for their potential in explaining 

existing physical phenomena, themselves char- 

acterized in terms of structure and dynamics, 

and it seems that structure and dynamics always 

suffices here. One possibility is that instead of 

ostulating novel properties, physics might end 

up appealing to consciousness itself, in the way 

that some theorists hold that quantum mechan- 

ics does. This possibility cannot be excluded, 
but it leads to a view on which consciousness 1S 

itself irreducible, and is therefore to be classed 

in a nonreductive category (type D or type F). 

There is one appeal to a ‘complete physics’ 

that should be taken seriously. This is the idea 

that current physics characterizes its under- 

lying properties (such as mass and charge) in 

terms of abstract structures and relations, but 

it leaves open their intrinsic natures. On this 

view, a complete physical description of the 

world must also characterize the intrinsic prop- 

erties that ground these structures and relations; 

and once such intrinsic properties are invoked, 

physics will go beyond structure and dynamics, 

in such a way that truths about consciousness 

may be entailed. The relevant intrinsic proper- 

ties are unknown to us, but they are knowable 

in principle. This is an important position, but it 

is precisely the position discussed under type F, 

so I defer discussion of it until then. 

Second: What can be inferred from this sort 

of description in terms of structure and dynam- 

ics? A low-level microphysical description 

can entail all sorts of surprising and interest- 

ing macroscopic properties, as with the emer- 

gence of chemistry from physics, of biology 

from chemistry, or more generally of complex 

emergent behaviors in complex systems theory. 

But in all these cases, the complex properties 

that are entailed are nevertheless structural and 

dynamic: they describe complex spatiotempo- 

ral structures and complex dynamic patterns of 

behavior over those structures. So these cases 

support the general principle that from structure 

and dynamics, one can infer only structure and 

dynamics. 

A type-C materialist might suggest there are 

some truths that ar ems tructural- 

—tyramicat that _are_nevertheless implied by a 
structural-dynamical description. It might be 

argued, perhaps, that truths about representa- 

tion or belief have this character. But as we saw 

earlier, it seems clear that any sense in which 

these truths are implied by a structural-dynamic 

description involves a tacitly functional sense 

of representation or of belief. This is what we 

would expect: if claims involving these can 
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be seen (on conceptual grounds) to be true in 

virtue of a structural-dynamic descriptions 

holding, the notions involved must themselves 

be structural-dynamic, at some level. 

One might hold that there is some interme- 

diate notion X, such that truths about X hold 

in virtue of structural-dynamic descriptions, 

and truths about consciousness hold in virtue 

of X. But as in the case of type-A materialism, 

either X is functionally analyzable (in the broad 

sense), in which case the second step fails, or X 

is not functionally analyzable, in which case the 

first step fails. This is brought out clearly in the 

case of representation: for the notion of func- 

tional representation, the first step fails, and for 

the notion of phenomenal representation, the 

second step fails. So this sort of strategy can 

only work by equivocation. 
Third: Doe ining or deducing complex 

Ce 
educe consciousness? It seems clearly not, for 

the usual reasons. Mary could know from her 

black-and-white Toom all about the spatiotem- 

ral structure and dynamics of the world at all e) 

levels, but this will not tell her what it is like to 
ES SS LL Se 

see red. For any complex macroscopic structural 

or dynamic description of a system, one can con- 

ceive of that description being instantiated with- 

out consciousness. And explaining structure and 

dynamics of a human system is only to solve the 

easy problems, while leaving the hard problems 

untouched. To resist this last step, an opponent 

would have to hold that explaining structure and- 

dynamics thereby suffices to explain conscious- 

ness. The only remotely tenable way to do this 

would be to embrace type-A materialism, which 

we have set aside. 

—A type-C materialist might su 

stead of leani namics (as a type-A mate- 

rialist does), ucture. Here, 

spatiotemporal structure seems very unprom- 
ising: to explain a system’s size, shape, posi- 

tion, motion, and so on is clearly not to explain 

consciousness. A final possibility is leaning on 

est that in- 

the structure present in conscious states them- 

selves. Conscious states have structure: there 

is both internal structure within a single com- 

plex conscious state, and there are patterns of 

similarities and differences between conscious 

states. But this structure is a distinctively phe- 

nomenal structure, quite different in kind from 

the spatiotemporal and formal structure present 

in physics. The structure of a complex phe- 

nomenal state is not spatiotemporal structure 

(although it may involve the representation of 

spatiotemporal structure), and the similarities 
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and differences between phenomenal states are 

not formal similarities and differences, but dif- 

ferences between specific phenomenal charac- 

ters. This is reflected in the fact that one can 

conceive of any spatiotemporal structure and 

formal structure without any associated phe- 

nomenal structure; one can know about the first 

without knowing about the second; and so on. 

So the epistemic gap is as wide as ever. 

The basic problem with any type-C material- 

ist strategy is that epistemic implication from A 

to B requires some sort of conceptual hook by 

virtue of which the condition described in A can 

satisfy the conceptual requirements for the truth 

of B. When a physical account implies truths 

about life, for example, it does so in virtue of 

implying information about the macroscopic 

functioning of physical systems, of the sort re- 

quired for life: here, broadly functional notions 

provide the conceptual hook. But in the case 

of consciousness, no such conceptual hook is 

available, given the structural-dynamic charac- 

ter of physical concepts, and the quite different 

character of the concept of consciousness. 

Ultimately, it seems that any type-C strategy 

is doomed for familiar reasons. € we accept 

that the concept of consciousness is not itself 

“a functional concept, and that physical desctip- 
“trons-OF the world are structural-dynamic de- 

—for it to be implied by a physical desetiptjon. 
o the only room left is to hold that conscious- 

“hess is a broadly functional concept after all 

is more in physics than structure and dynamics 

(accepting type-D dualism or type-F monism), 

or holding that the truth of materialism does 

not require an implication from physics to con- 

Sciousness (accepting type-B materialism).'® 
So in the end, there is no separate space for the 

type-C materialist. 

7. Interlude 

Are there any other options for the materialist? 

One further option is to reject the distinctions 

on which this taxonomy rests. For example, 

some philosophers, especially followers of 
Quine 1951, reject any distinction between 
conceptual truth and empirical truth, or between 
the a priori and the a posteriori, or between the 
contingent and the necessary. One who is suf- 
ficiently Quinean might therefore reject the 
distinction between type-A and type-B materi- 
alism, holding that talk of epistemic implication 
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and/or modal entailment is ungrounded, but that 

materialism is true nevertheless. We might call 

such a view type-Q materialism. Still, even on 

this view, similar issues arise. Some Quineans 

hold that explaining the functions explain ev- 

erything (Dennett may be an example); if so, 

all the problems of type-A materialism arise. 

Others hold that we can postulate identities 

between physical states and conscious states 

in virtue of the strong isomorphic connections 

between them in nature (Paul Churchland may 

be an example); if so, the problems of type-B 

materialism arise. Others may appeal to novel 

future sorts of explanation; if so, the problems 

of type-C materialism arise. So the Quinean ap- 

proach cannot avoid the relevant problems. 

Leaving this sort of view aside,_it looks like 
eS 

the only remotely viable options for the mate- 

rialist are type-A materialism and type-B_ma- 

SSSR rain Aa gE eS 
ultimately unstable, or collapse into one of these 

(or the three remaining options).'° It seems to 

me that the costs of these views—denying the 

manifest explanandum in the first case, and em- 

bracing primitive identities or strong necessities 

in the second case—suggest very strongly that 

they are to be avoided unless there are no viable 

alternatives. 

So the residual question is whether there 

are viable alternatives. If consciousness is not 

necessitated by physical truths, then it must 

involve something ontologically novel in the 

world: to use Kripke’s metaphor, after fixing all 

the physical truths, God had to do more work 

to fix all the truths about consciousness. That 

is, there must be ontologically fundamental fea- 

tures of the world over and above the features 

characterized by physical theory. We are used 

to the idea that some features of the world are 

fundamental: in physics, features such as space- 

time, mass, and charge, are taken as fundamen- 

tal and not further explained. If the arguments 

against materialism are correct, these features 

from physics do not exhaust the fundamental 

features of the world: we need to expand our 

catalog of the world’s basic features. 
There are two possibilities here. First, it 

could be that _consgiousness is itself_a funda- 

mental feature of the world, like spacetime and 
mass. In this case, we can say that phenomenal 
sere ke ‘ 
properties are fundamental. Second, it could be 

that consciousness is not itself Tumdamental, but 
is necessitated by some more primitive funda- 

“mental feature X that is not itself necessitated 
by physics. In this case, we might call X a pro- 

tophenomenal property, and we can say that 
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protophenomenal properties are fundamental. I 

will typically put things in terms of the first pos- 

sibility for ease of discussion, but the discus- 

sion that follows applies equally to the second. 

Either way, consciousness involves something 

novel and fundamental in the world. 

The question then arises: how do these novel 

fundamental properties relate to the already 

acknowledged fundamental properties of the 

world, namely those invoked in_microphys- 

ics? In general, where there are fundamental 

properties, there are fundamental laws. So we 

can expect that there will be some sort of fun- 

damental principles—psychophysical_laws— 

connecting physical and phenomenal properties. 

ike the fundamental laws of relativity or quan- 

tum mechanics, these psychophysical laws will 

not be deducible from more basic principles, 

but instead will be taken as primitive. 

But what is the character of these laws? An 

immediate worry is that the microphysical as- 

pects of the world are often held to be causally 

closed, in that every microphysical state has a 

microphysical sufficient cause. How are funda- 

mental phenomenal properties to be integrated 

with this causally closed network? 

There seem to be ce e main options for the 

nonreductionist ease one could deny the 

causal closure of the microphysical, holding 

that there are causal gaps in microphysical dy- 

namics that are filled by a causal role for distinct 
phenomenal properties: this is type-D dualism. 

accept the causal closure of 

the microphysical and d_that_ phenomenal 

properties play no causal role with respect to 

the_physical network: this is type-E dualism. 

MERI SUE CSTE a that the microphysical 
network is causally closed, but hold that phe- 

nomenal properties are nevertheless integrated 

STR En Ie 
[ait Abaca ee Rea physical: this 
is type-F monism. 

In what follows, I will discuss each of these 

views. The discussion is necessarily speculative 

in certain respects, and I do not claim to estab- 

lish that any one of the views is true or com- 

pletely unproblematic. But I do aim to suggest 

that none of them has obvious fatal flaws, and 

that each deserves further investigation. 

8. Type-D Dualism 

Type-D dualism holds that microphysics is not 

causally closed, and that phenomenal _pr 

ties play a causal role in affecting the physical 
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world.”? On this view, usually known as inter- as things stand, but there is always room for 

actionism, physical states will cause phenom- Se er ea 

enal states, and phenomenal states cause a mental field would be a reasonable extension 

physical states. The corresponding psycho- of existing physical theory. These suggestions 

physical laws will run in both directions. On would invoke significant revisions to physical 

this view, the evolution of microphysical states theory, so are not to be made lightly; but one 

will not be determined by physical principles could argue that nothing rules them out. 

alone. Psychophysical principles specifying the By far the strongest response to this objec-: 

effect of phenomenal states on physical states tion is to suggest that far from ruling out inter- 

will also play ar_irreducible role. actionism, contemporary physics is positively 

The most familiar version of this sort of view encouraging to the possibility. On the standard 

is Descartes’ substance dualism (hence D for formulation of quantum mechanics, the state of 

Descartes), on which there are separate interact- the world is described by a wave function, ac- 

ing mental and physical substances or entities. cording to which physical entities are often in 

But this sort of view is also compatible with a superposed state (e.g., in a superposition of 

a property dualism, on which there is just one two different positions), even though superpo- 

sort of substance or entity with both physical sitions are never directly observed. On the stan- 

and phenomenal fundamental properties, such dard dynamics, the wave function can evolve in 

that the phenomenal properties play an irreduc- two ways: linear evolution by the Schrédinger 

ible role in affecting the physical properties. equation (which tends to produce super- 

In particular, the view is compatible with an posed states), and nonlinear collapses from 

‘emergentist’ view such as Broad’s, on which superposed states into nonsuperposed states. 

phenomenal properties are ontologically novel Schrédinger evolution is deterministic, but col- 

properties of physical systems (not deduc- lapse is nondeterministic. Schrédinger evolu- 

ible from microphysical properties alone), and tion is constantly ongoing, but on the standard | 

have novel effects on microphysical properties formulation, collapses occur only occasionally, 

(not deducible from microphysical principles on measurement. 

alone). Such a view would involve basic princi- The collapse dynamics leaves a door wide 

ples of ‘downward’ causation of the mental on open for an interactionist interpretation. Any 

the microphysical (hence also D for downward physical nondeterminism might be held to leave 7 

causation). room for nonphysical effects, but the principles 4 

It is sometimes objected that distinct physi- of collapse do much more than that. Collapse 

cal and mental states could not interact, since is supposed to occur on measurement. There is 

there is no causal nexus between them. But one no widely agreed definition of what a measure- 

lesson from Hume and from modern science is ment is, but there is one sort of event that ev- 

that the same goes for any fundamental causal eryone agrees is a measurement: observation by 

interactions, including those found in physics. a conscious observer. Further, it seems that no 

Newtonian science reveals no causal nexus by purely physical criterion for a measurement can 

which gravitation works, for example; rather, work, since purely physical systems are gov- 

the relevant laws are simply fundamental. The erned by the linear Schrédinger dynamics. As 

same goes for basic laws in other physical theo- such, it is natural to suggest that a measurement 

ries. And the same, presumably, applies to fun- is precisely a conscious observation, and that 

damental psychophysical laws: there is no need this conscious observation causes a collapse. 

for a causal nexus distinct from the physical and The claim should not be too strong: quantum 
mental properties themselves. mechanics does not force this interpretation 

__By far the most influential objection to inter- of the situation onto us, and there are alterna- 
actionism is that itis incompatible with physics. tive interpretations of quantum mechanics 
It is widely held that science tells us that the on which there are no collapses, or on which 
microphysical realm is causally closed, so that measurement has no special role in collapse.?! 
there is no room for mental states to have any Nevertheless, quantum mechanics appears to 
effects. An interactionist might respond in vari- be quite compatible with such an interpreta- / 
ous ways. For example, it could be suggested tion. In fact, one might argue that if one was to 
that although no experimental studies have design elegant laws of physics that allow a role 
revealed these effects, none have ruled them for the conscious mind, one could not do much 

— aut. It might further be suggested that physical better than the bipartite dynamics of standard 
theory allows any number of basic forces (four quantum mechanics: one principle governing 
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deterministic evolution in normal cases, and 

one principle governing nondeterministic evo- 

lution in special situations that have a prima 
facie link to the mental. 

Of course such an interpretation of quantum 

mechanics 18 controversial. Many physicists 
Tejectit precisely because it is dualistic, giving 

a fundamental role to consciousness. This Te- 

jection is not surprising, but it carries no force 

when we have independent reason to hold that 

consciousness may be fundamental. There is 

some irony in the fact that philosophers reject 

interactionism on largely physical grounds” 

(it is incompatible with physical theory), while 

physicists reject an interactionist interpretation 

of quantum mechanics on largely philosophical 

grounds (it is dualistic). Taken conjointly, these 

reasons carry little force, especially in light of 

the arguments against materialism elsewhere in 

this paper. 

This sort of interpretation needs to be for- 

mulated in detail to be assessed.*? I think the 
most promising version of such an _interpreta- 

SRR es 
with the total quantum state of a system, with 

= Some OO 
physical states) can never be superposed. In a 

conscious physical system such as a brain, the 

physical and phenomenal states of the system 

will be correlated in a (nonsuperposed) quan- 

tum state. Upon observation of a superposed 

external system, Schrodinger evolution at the 

moment of observation would cause the ob- 
served system to become correlated with the 

brain, yielding a resulting superposition of 

brain states and so (by psychophysical correla- 

tion) a superposition of conscious states. But 

such a superposition cannot occur, so one of the 

potential resulting conscious states is somehow 

selected (presumably by a nondeterministic dy- 

namic principle at the phenomenal level). The 

result is that (by psychophysical correlation) a 

definite brain state and a definite state of the ob- 
served object are also selected. The same might 

apply to the connection between consciousness 

and nonconscious processes in the brain: when 

superposed non-conscious processes threaten to 

affect consciousness, there will be some sort of 

selection. In this way, there is a causal role for 

consciousness in the physical world. 

(Interestingly, such a theory may be empiri- 

cally testable. In quantum mechanics, collapse 

theories yield predictions slightly different 

from no-collapse theories, and different hy- 

potheses about the location of collapse yield 

predictions that differ from each other, although 
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the differences are extremely subtle and are 

currently impossible to measure. If the relevant 

experiments can one day be performed, some 

outcomes would give us strong reason to accept 

a collapse theory, and might in turn give us 

grounds to accept a role for consciousness. As a 

bonus, this could even yield an empirical crite- 

rion for the presence of consciousness.) 

There are any number of further questions 

concerning the precise formulation of such a 

view, its compatibility with physical theory 

more generally (e.g., relativity and quantum 

field theory), and its philosophical tenability 

(e.g., does this view yield the sort of causal 

role that we are inclined to think consciousness 

must have?). But at the very least, it cannot be 

said that physical theory immediately rules out 

the possibility of an interactionist theory. Those 

who make this claim often raise their eyebrows 

when a specific theory such as quantum me- 

chanics is mentioned; but this is quite clearly 

an inconsistent set of attitudes. If physics is 

supposed to rule out interactionism, then care- 

ful attention to the detail of physical theory is 

required. 

All this suggests that there is at least room 

for a viable interactionism to be explored, an 

that the most common objection to interaction- 

ism has little force. Of course it does not entail 

that interactionism is true. There is much that is 

attractive about the view of the physical world 

as causally closed, and there is little direct evi- 

dence from cognitive science of the hypothesis 

that behavior cannot be wholly explained in 

terms of physical causes. Still, if we have in- 

dependent reason to think that consciousness is 

irreducible, and if we wish to retain the intui- 

tive view that consciousness plays a causal role, 

then this is a view to be taken very seriously. 

9. Type-E Dualism 

Type-E dualism holds that phenomenal _prop- 

silo ct a nec lOcicai aa ore Re 
properties h enal_has_no 

effect on the physical.** This is the view usu- 
ally known as epiphenomenalism (hence type- 

E): physical states cause phenomenal states_but 
not_vic this view, psychophysical 

laws run in one direction only, from physical 

to phenomenal. The view is naturally combined 

with the view that the physical realm is caus- 

ally closed. This further claim is not essential 

to type-E dualism, but it provides much of the 

motivation for the view. 
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As with type-D dualism, type-E dualism 

is compatible with a_sub lism with 

‘distinct physical and mental substances or en- 

tities, and is also compatible with a property 

dualism with one sort of substance or entity and 

two sorts of properties. Again, it is compatible 

with an emergentism such as Broad’s, on which 

mental properties are ontologically novel emer- 

gent properties of an underlying entity, but in 

this case although there are emergent qualities, 

there is no emergent downward causation. 

Type-E dualism is usually put forward as 

SS RRGOTSE Toei E Sa? TEETER 
“ft simultaneously accommodates the anti- 
materialist arguments about consciousness and 

the causal closure of the physical. At the same 

time, type-E dualism is frequently rejected_as 

deeply counterintuitive. If type-E dualism is 

correct, then phenomenal states have no effect 

on our actions, physically construed. For exam- 

ple, a sensation of 1 ay no causal role 

in my hand’s moving away from a flame; my 

experience of decision will play no causal role 

in my moving to a new country; and a sensation 
of red will play no causal role in my produc- 

ing the utterance ‘I am experiencing red now.’ 

These consequences are often held to be obvi- 

ously false, or at least unacceptable. 

Still, the type-E dualist can reply that there is 

no direct evidence that contradicts their view. 

Our evidence reveals only regular connections 

between phenomenal states and actions, so 

that certain sorts of experiences are typically 
followed by certain sorts of actions. Being ex- 

posed to this sort of constant conjunction pro- 

duces a strong belief in a causal connection (as 

Hume pointed out in another context); but it is 

nevertheless compatible with the absence of a 

causal connection. Indeed, it seems that if epi- 

phenomenalism were true, we would have ex- 

actly the same evidence, and be led to believe 

that consciousness has a causal role for much 

the same reasons. So if epiphenomenalism is 

otherwise coherent and acceptable, it seems _ 

that these considerations do not provide strong 

reasons to reject it.?° 
Another objection holds that if consciousness 

{ev UISHENOHTSRAETL would oe Naver eeaINE 
by natural selection. The type-E dualist has a 
~raighttonwand feply. however. On the type-E 
view, there are fundamental psychophysi- 

cal laws associating physical and phenomenal 

properties. If evolution selects appropriate 

physical properties (perhaps involving physical 

or informational configurations in the brain), 

then the psychophysical laws will ensure that 
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phenomenal properties are instantiated, too. 

If the laws have the right form, one can even 

expect that as more complex physical systems 

are selected, more complex states of conscious- 

ness will evolve. In this way, physical evolution 

will carry the evolution of consciousness along 

with it as a sort of byproduct. 
Perhaps the most interesting objections to 

epiphenomenalism focus on the relation be- 

tween consciousness and representations of 

consciousness. It is certainly at least strange 

to suggest that consciousness plays no causal 

role in my utterances of ‘I am conscious.’ Some 

have suggested more strongly that this rules out 

any knowledge of consciousness. It is often held 

that if a belief about X is to qualify as knowl- 

edge, the belief must be caused in some fash- 

ion by X. But if consciousness does not effect 

physical states, and if beliefs are physically 

constituted, then consciousness cannot cause 

beliefs. And even if beliefs are not physically 

constituted, it is not clear how epiphenomenal- 

ism can accommodate a causal connection be- 

tween consciousness and belief. 

In response, an epiphenomenalist can deny 

that knowledge always requires a causal con- 

nection. One can argue on independent grounds 

that there is a stronger connection between 

consciousness and beliefs about conscious- 

ness: consciousness plays a role in constituting 

phenomenal concepts and phenomenal beliefs. 

A red experience plays a role in constituting a 

belief that one is having a red experience, for 

example. If so, there is no causal distance be- 

tween the experience and the belief. And one 

can argue that this immediate connection to 

experience and belief allows for the belief to 

be justified. If this is right, then epiphenom- 

enalism poses no obstacle to knowledge of 

consciousness. 

A related objection holds that my zombie 

twin would produce the same reports (e.g., ‘I 

am conscious’), caused by the same mecha- 

nisms, and that his reports are unjustified; if 

SO, my own reports are unjustified. In response, 

one can hold that the true bearers of justification 

are beliefs, and that my zombie twin and I have 

different beliefs, involving different concepts, 

because of the role that consciousness plays in 
constituting my concepts but not the zombie’s. 
Further, the fact that we produce isomorphic re- 
ports implies that a third-person observer might ~ 
not be any more justified in believing that I am 
conscious than that the zombie is conscious, but 
it does not imply a difference in first-person jus- 
tification. The first-person justification for my 
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belief that I am conscious is not grounded in 

any way in my reports but rather in my experi- 

ences themselves, experiences that the zombie 
lacks. 

I think that there is no knockdown objec- 

tion to epiphenomenalism here. Still, it must be 

acknowledged that the situation is at least odd 

and counterintuitive. The oddness of epiphe- 

nomenalism is exacerbated by the fact that the 

relationship between consciousness and reports 

about consciousness seems to be something of 

a lucky coincidence, on the epiphenomenal- 

ist view. After all, if psychophysical laws are 

independent of physical evolution, then there 

will be possible worlds where physical evolu- 

tion is the same as ours but the psychophysical 

laws are very different, so that there is a radical 

mismatch between reports and experiences. It 

seems lucky that we are in a world whose psy- 

chophysical laws match them up so well. In re- 

sponse, an epiphenomenalist might try to make 

the case that these laws are somehow the most 

‘natural’ and are to be expected; but there is at 

least a significant burden of proof here. 

Overall, I think that epiphenomenalism is a 

coherent view without fatal problems. At the 

same time, it is an inelegant view, producing a 

fragmented picture of nature, on which physi- 

cal and phenomenal properties are only very 

weakly integrated in the natural world. And of 

course it is a counterintuitive view that many 

people find difficult to accept. Inelegance and 

counter-intuitiveness are better than incoher- 

ence; so if good arguments force us to epiphe- 

nomenalism as the most coherent view, then we 

should take it seriously. But at the same time, 

we have good reason to examine other views 

very carefully. 

10. Type-F Monism 

Type-F monism_is iew_that_conscious- 

_hess is constituted by the intrinsic_propertiés 
of fundamental physical entities: that is, by 

5 ee eRe RETICLE eT physical 
dispositions.”° On this view, phenomenal or 
protophenomenal properties are located-at the 

fundamental level of physical reality, and in a 

certain sense, underlie physical reality itself. 

This view takes its cue from trand 

Russell’s discussion of physics in The Analysis 

of Matter. Russell pointed out that physics 

characterizes physical entities and properties by 

their relations to one another and to us. For ex- 
ample, a quark is characterized by its relations 
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to other physical entities, and a property such 

as mass is characterized by an associated dis- 

positional role, such as the tendency to resist 

acceleration. At the same time, physics says 

nothing about the intrinsic nature of these en- 

tities and properties. Where we have relations 

and dispositions, we expect some underlying 

intrinsic properties that ground the dispositions, 

characterizing the entities that stand in these re- 

lations.’’ But physics is silent about the intrinsic 
nature of a quark, or about the intrinsic prop- 

erties that play the role associated with mass. 

So this is one metaphysical problem:_what are 
the intrinsic properties of fundamental physical 

systems? 
At the same time, there is another metaphysi- 

cal problem: how can phenomenal properties be 

integrated with the physical world? Phenomenal 

properties seem to be intrinsic properties that 

are hard to fit in with the structural/dynamic 

character of physical theory; and arguably, they 

are the only intrinsic properties that we have 

direct knowledge of. Russell’s insight was that 

we might solve both these problems at once. 

Perhaps the intrinsic properties of the _physi- 

cal world are themselves phenomenal _proper- 

ties. Or perhaps the intrinsic properties of the 

physical world are not phenomenal properties, 

but nevertheless constitute phenomenal proper- 

ties: that is, perhaps they are protophenomenal 

properties. If so, then consciousness and physi- 

cal reality are deeply intertwined. 

This view holds the promise of integrat- 

ing phenomenal and physical properties very 

tightly in the natural world. Here, nature con- 

sists of entities with intrinsic (proto)phenome- 

nal qualities standing in causal relations within 

a spacetime manifold. Physics as we know it 

emerges from the relations between these en- 

tities, whereas consciousness as we know it 

emerges from their intrinsic nature. As a bonus, 

this view is perfectly compatible with the causal 

closure of the microphysical, and indeed with 

existing physical laws. The view can retain the 

structure of physical theory as it already exists; 

it simply supplements this structure with an 

“intrinsic nature. And the view acknowledges a 
clear causal role for consciousness in the physi- 

Cae ile lorcin) phohiomnecalasropeitiectoonse 
as the ultimate categorical basis of all physical 

causation. 

This view has elements in common with 

both materialism and dualism. From one per- 

spective, it can be seen as a sort of material- 

ism. If one holds that physical terms refer not 

to dispositional properties but the underlying 
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intrinsic properties, then the protophenomenal 

properties can be seen as physical properties, 

thus preserving a sort of materialism. From 

another perspective, it can be seen as a sort of 

dualism. The view acknowledges phenomenal 

or protophenomenal properties as ontologi- 

cally fundamental, and it retains an underlying 

duality between structural-dispositional prop- 

erties (those directly characterized in physical 

theory) and intrinsic protophenomenal proper- 

ties (those responsible for consciousness). One 

might suggest that while the view arguably fits 

the letter of materialism, it shares the spirit of 

antimaterialism. 
In its protophenomenal form, the view can 

be seen _as_a sort of neutral monism: there are 

underlying neutral properties X (the protophe- 

nomenal properties), such that the X properties 

are simultaneously responsible for constituting 

the physica 

phenomenal domain (by their intrinsic nature). 

In its phenomenal form, the view can be seen as 

a sort of idealism, such that mental properties 

constitute physical properties, although these 

need not be mental properties in the mind of 

an observer, and they may need to be supple- 

mented by causal and spatiotemporal properties 

in addition. One could also characterize this 

form of the view as a sort of panpsychism, with 

phenomenal properties ubiquitous at the fun- 

damental level. One could give the view in its 

most general form the name panprotopsychism, 

with either protophenomenal or phenomenal 

omain (by their relations) and the 
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Siffre es ee aes ate net seem 
© be ultimately terminological rather than 

Substantive. = /ovsmeeu] em Say eeannneny a 
As for the knowledge argument, a type-F 

monist might insist that for Mary to have com- 

lete_physical knowledge, she would have to 

have a description of the world involving con- 

cepts that directly characterize intrinsic 

roperties; if she had this (as opposed to her im- 

poverished description involving dispositional 

concepts), she might thereby be in a position to 

know what it is like to see red. Regarding the 

explanatory argument, a type-F monist might 

hold that physical accounts involving intrinsic 

properties can explain more than structure and 

function. Alternatively, a type-F monist who 

sticks to dispositional physical concepts will 

make responses analogous to one of the other 

two responses above. 
The type-F view is admittedly speculative, 

and it can sound strange at first hearing. Many 

find it extremely counterintuitive to suppose 

that fundamental physical systems have phe- 

nomenal properties: e.g., that there is something 

it is like to be an electron. The protophenome- 

nal version of the view rejects this claim, but re- 

tains something of its strangeness: it seems that 

any properties responsible for constituting con- 

sciousness must be strange and unusual proper- 

ties, of a sort that we might not expect to find 

in microphysical reality. Still, it is not clear that 

this strangeness yields any strong objections. 

Like epiphenomenalism, the view appears to 

“ be compatible with all our evidence, an 
is no direct evidence against it. One can argue 

that if the view were true, things would appear 

—1to_us just as they in fact appear. And we have 

properties underlying all of physical reality. 

A type-F monist may have one of a number 

of attitudes to the zombie argument against 

terialism. Some_type-F_monists_may_ hold 

that_a_complete physical description must be 

expanded to include an intrinsic description, 

and may consequently deny that zombies”are 

conceivable. (We think we™are conceiving of 

a physically identical system only because we 

overlook intrinsic properties.) Others could 

maintain that existing physical concepts refer 

via dispositions to those intrinsic properties 

that ground the dispositions. If so, these con- 

cepts have different primary and secondary 

intensions, and a type-F monist could corre- 

spondingly accept conceivability but deny pos- 

sibility: we misdescribe the conceived world 

as physically identical to ours, when in fact it 

is just structurally identical.’* Finally, a type-F 
monist might hold that physical concepts refer 

to dispositional properties, so that zombies are 

both conceivable and possible, and the intrin- 

Sic properties are not physical properties. The 

learned from modern physics that the world is 

strange place: we cannot expect it to obey all 

the dictates of common sensg. 

One might also object that we do not have 

any conception of what protophenomenal prop- 

erties might be like, or of how they could con- 

stitute phenomenal properties. This is true, but 

one could suggest that this is merely a product 

of our ignorance. In the case of familiar physical 

properties, there were principled reasons (based 

on the character of physical concepts) for de- 
nying a constitutive connection to phenomenal 
properties. Here, there are no such principled 
reasons. At most, there is ignorance of a con- 
nection. Of course it would be very desirable to 
form a positive conception of protophenomenal 
properties. Perhaps we can do this indirectly, 
by some sort of theoretical inference from the 
character of phenomenal properties to their 
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underlying constituents; or perhaps knowledge 

of the nature of protophenomenal properties 

will remain beyond us. Either way, this is no 

reason to reject the truth of the view.” 
There is one sort of principled problem in the 

vicinity, pointed out by James 1890. Our phe- 

nomenology has a rich and specific structure: 

it is unified, bounded, differentiated into many 

different aspects, but with an underlying ho- 

mogeneity to many of the aspects, and appears 

to have a single subject of experience. It is not 

easy to see how a distribution of a large number 

of individual microphysical systems, each with 

their own protophenomenal properties, could 

somehow add up to this rich and specific struc- 

ture. Should one not expect something more 

like a disunified, jagged collection of phenom- 

enal spikes? 

This is a version of the combination problem 

for panpsychism (Seager 1995), or what Stoljar 

2001 calls the structural mismatch problem 

for the Russellian view (see also Foster 1991, 

pp. 119-30). To answer it, it seems that we need 

a much better understanding of the composi- 

tional principles of phenomenology: that is, the 

principles by which phenomenal properties can 

be composed or constituted from underlying 

phenomenal properties, or protophenomenal 

properties. We have a good understanding of 

the principles of physical composition, but no 

real understanding of the principles of phenom- 

enal composition. This is an area that deserves 

much close attention: I think it is easily the most 

serious problem for the type-F monist view. At 

this point, it is an open question whether or not 

the problem can be solved. 

Some type-F monists appear to hold that they 

can avoid the combination problem by hold- 

ing that phenomenal properties are the intrinsic 

properties of high-level physical dispositions 

(e.g., those involved in neural states), and need 

not be constituted by the intrinsic properties of 

microphysical states (hence they may also deny 

panprotopsychism). But this seems to be unten- 

able: if the low-level network is causally closed 

and the high-level intrinsic properties are not 

constituted by low-level intrinsic properties, 

the high-level intrinsic properties will be epi- 

phenomenal all over again, for familiar reasons. 

The only way to embrace this position would 

seem to be in combination with a denial of mi- 

crophysical causal closure, holding that there 

are fundamental dispositions above the micro- 

physical level, which have phenomenal proper- 

ties as their grounds. But such a view would be 

indistinguishable from type-D dualism.*° So a 
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distinctive type-F monism will have to face the 

combination problem directly. 

Overall, type-F monism promises a deeply 

integrated and elegant view of nature. No-one 

has yet developed a precise and detailed theory 

in this class, and it is not yet clear whether such 

a theory can be developed. But at the same time, 

there appear to be no strong reasons to reject the 
view. As such, type-F monism is likely to pro- 

vide fertile grounds for further investigation, 

and it may ultimately provide the best integra- 

¢ e physical and the phenomenal within 

the natural world. 
lS iste 

11. Conclusions 

Are there any other options for the nonreduc- 

tionist? There are two views that may not fit 

straightforwardly into the categories above. 

First, some nonmaterialists hold that phe- 

nomenal properties are ontologically wholly 

distinct from physical properties, that micro- 

physics is causally closed, but that phenomenal 

properties play a causal role with respect to 

the physical nevertheless. One way this might 

happen is by a sort of causal overdetermination: 

physical states causally determine behavior, but 

phenomenal states cause behavior at the same 

time. Another is by causal mediation: it might 

be that in at least some instances of microphysi- 

cal causation from physical state P, to P,, there 

is actually a causal connection from P, to the 

mind to P,, so that the mind enters the causal 

nexus without altering the structure of the net- 

work. And there may be further strategies here. 

We might call this class type-O dualism (taking 

overdetermination as a paradigm case). These 

views share much of the structure of the type-E 

view (causally closed physical world, distinct 

phenomenal properties), but escapes the charge 

of epiphenomenalism. The special causal 

setups of these views may be hard to swallow, 

and they share some of the same problems as 

the type-E view (e.g., the fragmented view of 

nature, and the ‘lucky’ psychophysical laws), 

but this class should nevertheless be put on the 

table as an option.*! 
Second, some nonmaterialists are idealists 

(in a Berkeleyan sense), holding that the physi- 

cal world is itself constituted by the conscious 

states of an observing agent. We might call 

this view type-I monism. It shares with type-F 

monism the property that phenomenal states 

play arole in constituting physical reality, but on 

the type-I view this happens in a very different 
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way: not by having separate ‘microscopic’ phe- 

nomenal states underlying each physical state, 

but rather by having physical states constituted 

holistically by a ‘macroscopic’ phenomenal 

mind. This view seems to be non-naturalistic 

in a much deeper sense than any of the views 

above, and in particular seems to suffer from 

an absence of causal or explanatory closure in 

nature: once the natural explanation in terms of 

the external world is removed, highly complex 

regularities among phenomenal states have to 

be taken as unexplained in terms of simpler 

principles. But again, this sort of view should at 

least be acknowledged. 

As I see things, the best options for a non- 

reductionist are type-D dualism, type-E dual- 

ism, or type-F monism: that is, interactionism, 

epiphenomenalism, or panprotopsychism. If we 

acknowledge the epistemic gap between the 

physical and the phenomenal, and we rule out 

primitive identities and strong necessities, then 

we are led to a disjunction of these three views. 

Each of the views has at least some promise, 

and none have clear fatal flaws. For my part, 

I give some credence to each of them. I think 

that in some ways the type-F view is the most 

appealing, but this sense is largely grounded in 

aesthetic considerations whose force is unclear. 

The choice between these three views may 

depend in large part on the development of 

specific theories within these frameworks. 

Especially for the type-D view and type-F view, 

further theoretical work is crucial in assessing 

the theories (e.g., in explicating quantum in- 

teractionism, or in understanding phenomenal 

composition). It may also be that the empirical 

science of consciousness will give some guid- 

ance. As the science progress, we will be led 

to infer simple principles that underlie correla- 

tions between physical and phenomenal states. 

It may be that these principles turn out to point 

strongly toward one or the other of these views: 

e.g., if simple principles connecting microphys- 

ical states to phenomenal or protophenomenal 

states can do the explanatory work, then we 
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may have reason to favor a type-F view, while 

if the principles latch onto the physical world at 

a higher level, then we may have reason to favor 

a type-D or type-E view. And if consciousness 

has a specific pattern of effects on the physical 

world, as the type-D view suggests, then em- 

pirical studies ought in principle to be able to 

find these effects, although perhaps only with 

great difficulty. 
Not everyone will agree that each of these 

views is viable. It may be that further exami- 

nation will reveal deep problems with some of 

these views. But this further examination needs 

to be performed. There has been little critical 

examination of type-F views to date, for exam- 

ple; we have seen that the standard arguments 

against type-D views carry very little weight; 

and while arguments against type-E views 

carry some intuitive force, they are far from 

making a knockdown case against the views. I 

suspect that even if further examination reveals 

deep problems for some views in this vicinity, 

it is very unlikely that all such views will be 

eliminated. 

In any case, this gives us some perspective 

on the mind—body problem. It is often held that 

even though it is hard to see how materialism 

could be true, materialism must be true, since 

the alternatives are unacceptable. As I see it, 

there are at least three prima facie acceptable 

alternatives to materialism on the table, each of 

which is compatible with a broadly naturalistic 

(even if not materialistic) worldview, and none 

of which has fatal problems. So given the clear 

arguments against materialism, it seems to me 

that we should at least tentatively embrace the 

conclusion that one of these views is correct. Of 

course all of the views discussed in this paper 

need to be developed in much more detail, and 
examined in light of all relevant scientific and 

philosophical developments, in order to be 

comprehensively assessed. But as things stand, 

I think that we have good reason to suppose 

that consciousness has a fundamental place in 
nature. 
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NOTES 

1. This paper is an overview of issues concerning the 
metaphysics of consciousness. Much of the discus- 

sion in this paper (especially the first part) reca- 

pitulates discussion in Chalmers 1995, 1996, and 
1997, although it often takes a different form, and 

sometimes goes beyond the discussion there. I give 

a more detailed treatment of many of the issues dis- 

cussed here in the works cited in the bibliography. 
2. The taxonomy is in the final chapter, Chapter 14, 

of Broad’s book (set out on pp. 607-11, and dis- 

cussed until p. 650). The dramatization of Broad’s 

taxonomy as a 4 x 4 matrix is illustrated on Andrew 

Chrucky’s website devoted to Broad, at http://www. 
ditext.com/broad/mpn14.html#t. 

3. On my usage, qualia are simply those properties that 
characterize conscious states according to what it is 

like to have them. The definition does not build in 
any further substantive requirements, such as the re- 

quirement that qualia are intrinsic or nonintentional. 
If qualia are intrinsic or nonintentional, this will be 
a substantive rather than a definitional point (so the 
claim that the properties of consciousness are non- 
intrinsic or that they are wholly intentional should 

not be taken to entail that there are no qualia). 

Phenomenal properties can also be taken to be 
properties of individuals (e.g., people) rather than 
of mental states, characterizing aspects of what it is 
like to be them at a given time; the difference will 
not matter much for present purposes. 

4. Note that I use ‘reductive’ in a broader sense than 
it is sometimes used, Reductive explanation re- 
quires only that a high-level phenomenon can be 
explained wholly in terms of low-level phenomena. 

This is compatible with the ‘multiple realizability’ 
of high-level phenomena in low-level phenomena. 
For example, there may be many different ways in 
which digestion could be realized in a physiologi- 
cal system, but one can nevertheless reductively 
explain a system’s digestion in terms of underly- 
ing physiology. Another subtlety concerns the pos- 
sibility of a view on which consciousness can be 
explained in terms of principles which do not make 
appeal to consciousness but cannot themselves be 
physically explained. The definitions above count 
such a view as neither reductive nor nonreductive. 
It could reasonably be classified either way, but I 
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10. 

11. 

12. 

will generally assimilate it with the nonreductive 
class. 

. A version of the explanatory argument as formu- 
lated here is given in Chalmers 1995. For related 

considerations about explanation, see Levine 1983 
on the ‘explanatory gap’ and Nagel 1974. See also 
the papers in Shear 1997. 

. Versions of the conceivability argument are put 
forward by Bealer 1994, Campbell 1970, Chalmers 

1996, Kirk 1974, and Kripke 1980, among others. 

Important predecessors include Descartes’ con- 

ceivability argument about disembodiment, and 
Leibniz’s ‘mill’ argument. 

. Sources for the knowledge argument include 
Jackson 1982, Maxwell 1968, Nagel 1974, and 

others. Predecessors of the argument are present in 

Broad’s discussion of a ‘mathematical archangel’ 
who cannot deduce the smell of ammonia from 

physical facts (Broad 1925, pp. 70-71), and Feigl’s 
discussion of a ‘Martian superscientist’ who cannot 

know what colors look like and what musical tones 
sound like (Feig] 1958/1967, pp. 64, 68, 140). 

. This version of the thought-experiment has a real- 
life exemplar in Knut Nordby, a Norwegian sensory 
biologist who is a rod monochromat (lacking cones 

in his retina for color vision), and who works on the 

physiology of color vision. See Nordby 1990. 
. For limited versions of the conceivability argument 

and the explanatory argument, see Broad, pp. 614— 

15. For the knowledge argument, see pp. 70-72, 

where Broad argues that even a ‘mathematical arch- 

angel’ could not deduce the smell of ammonia from 

microscopic knowledge of atoms. Broad is arguing 
against ‘mechanism,’ which is roughly equivalently 
to contemporary materialism. Perhaps the biggest 
lacuna in Broad’s argument, to contemporary eyes, 

is any consideration of the possibility that there is an 
epistemic but not an ontological gap. 
For a discussion of the relationship between the con- 

ceivability argument and the knowledge argument, 
see Chalmers 1996 and Chalmers 2002b. 
Type-A materialists include Armstrong 1968, 
Dennett 1991, Dretske 1995, Harman 1990, Lewis 
1988, Rey 1995, and Ryle 1949. 
Two specific views may be worth mentioning. (i) 

Some views (e.g., Dretske 1995) deny an epistemic 
gap while at the same time denying functionalism, 

by holding that consciousness involves not just 
functional role but also causal and historical rela- 
tions to objects in the environment. I count these as 
type-A views: we can view the relevant relations as 

part of functional role, broadly construed, and ex- 
actly the same considerations arise. (ii) Some views 

(e.g., Stoljar 2001 and Strawson 2000) deny an epis- 

temic gap not by functionally analyzing conscious- 

ness but by expanding our view of the physical base 

to include underlying intrinsic properties. These 

views are discussed under type F. 
. In another analogy, Churchland 1996 suggests that 

someone in Goethe’s time might have mounted 

analogous epistemic arguments against the reduc- 
tive explanation of ‘luminescence.’ But on a close 
look, it is not hard to see that the only further ex- 

planandum that could have caused doubts here is 

the experience of seeing light (see Chalmers 1997). 

This point is no help to the type-A materialist, since 
this explanandum remains unexplained. 

For an argument from unsavory metaphysical 
consequences, see White 1986. For an argument 
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from unsavory epistemological consequences, see 

Shoemaker 1975. The metaphysical consequences 
are addressed in the second half of this paper. The 
epistemological consequences are addressed in 
Chalmers 2002a. 

. Type-B materialists include Block and Stalnaker 
1999, Hill 1997, Levine 1983, Loar 1990/1997, 
Lycan 1996, Papineau 1993, Perry 2001, and Tye 
1995: 
In certain respects, where type-A materialism can 
be seen as deriving from the logical behaviorism of 
Ryle and Carnap, type-B materialism can be seen as 

deriving from the identity theory of Place and Smart. 

The matter is complicated, however, by the fact that 

the early identity-theorists advocated ‘topicneutral’ 

(functional) analyses of phenomenal properties, 
suggesting an underlying type-A materialism. 

. Block and Stalnaker 1999 argue against deducibility 

in part by arguing that there is usually no explicit 

conceptual analysis of high-level terms such as 

‘water’ in microphysical terms, or in any other terms 

that could ground an a priori entailment from mi- 
crophysical truths to truths about water. In response, 

Chalmers and Jackson 2001 argue that explicit con- 

ceptual analyses are not required for a priori entail- 

ments, and that there is good reason to believe that 
such entailments exist in these cases. 

Of those mentioned above as apparently sympa- 

thetic with type-C materialism, I think McGinn is 

ultimately a type-F monist, Nagel is either a type-B 

materialist or a type-F monist, and Churchland is 

either a type-B materialist or a type-Q materialist 
(below). 

. One might ask about specific reductive views, 

such as representationalism (which identifies con- 

sciousness with certain representational states), 
and higher-order thought theory (which identi- 

fies consciousness with the objects of higher-order 

thoughts). How these views are classified depends 

on how a given theorist regards the representational 

or higher-order states (e.g., functionally definable 

or not) and their connection to consciousness (e.g., 

conceptual or empirical). Among representational- 

ists, I think that Dretske 1995 and Harman 1990 
are type-A materialists, while Lycan 1996 and 

Tye 1995 are type-B materialists. Among higher- 

order thought theorists, Carruthers 2000 is clearly 

a type-B materialist, while Rosenthal 1997 is either 

type-A or type-B. One could also in principle hold 

nonmaterialist versions of each of these views. 
Type-D dualists include Foster 1991, Hodgson 

1991, Popper and Eccles 1977, Sellars 1981, Stapp 
1993, and Swinburne 1986. 
No-collapse interpretations include Bohm’s 
‘hidden-variable’ interpretations, and Everett's 
‘many-worlds’ (or ‘many-minds’) interpretation. A 

collapse interpretation that does not invoke measure- 
ment is the Ghirardi-Rimini-Weber interpretation 
(with random occasional collapses). Each of these 

interpretations requires a significant revision to the 
standard dynamics of quantum mechanics, and each 
is controversial, although each has its benefits. (See 

Albert 1993 for discussion of these and other inter- 
pretations.) It is notable that there seems to be no 
remotely tenable interpretation that preserves the stan- 
dard claim that collapses occur upon measurement, 
except for the interpretation involving consciousness. 
I have been as guilty of this as anyone, setting aside 

interactionism in Chalmers 1996 partly for reasons 
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of compatibility with physics. I am still not espe- 
cially inclined to endorse interactionism, but I now 

think that the argument from physics is much too 
glib. Three further reasons for rejecting the view are 

mentioned in Chalmers 1996. First, if consciousness 
is to make an interesting qualitative difference to be- 

havior, this requires that it act nonrandomly, in vio- 

lation of the probabilistic requirements of quantum 
mechanics. I think there is something to this, but one 
could bite the bullet on nonrandomness in response, 
or one could hold that even a random causal role for 
consciousness is good enough. Second, I argued that 
denying causal closure yields no special advantage, 

as a view with causal closure can achieve much 
the same effect via type-F monism. Again there is 
something to this, but the type-D view does have the 

significant advantage of avoiding the type-F view’s 

‘combination problem.’ Third, it is not clear that the 

collapse interpretation yields the sort of causal role 

for consciousness that we expect it to have. I think 

that this is an important open question that requires 

detailed investigation. 
Consciousness-collapse interpretations of quantum 

mechanics have been put forward by Wigner 1961, 

Hodgson 1991, and Stapp 1993. Only Stapp goes 
into much detail, with an interesting but somewhat 

idiosyncratic account that goes in a direction differ- 
ent from that suggested above. 
Type-E dualists include Campbell 1970, Huxley 
1874, Jackson 1982, and Robinson 1988. 

Some accuse the epiphenomenalist of a double stan- 
dard: relying on intuition in making the case against 

materialism, but going counter to intuition in deny- 

ing a causal role for consciousness. But intuitions 

must be assessed against the background of reasons 

and evidence. To deny the relevant intuitions in the 

anti-materialist argument (in particular, the intuition 
of a further explanandum) appears to contradict the 
available first-person evidence; but denying a causal 

role for consciousness appears to be compatible 

on reflection with all our evidence, including first- 

person evidence. 

Versions of type-F monism have been put forward 

by Russell 1927, Feigl 1958/1967, Maxwell 1979, 

Lockwood 1989, Chalmers 1996, Rosenberg 1997, 

Griffin 1998, Strawson 2000, and Stoljar 2001. 

There is philosophical debate over the thesis that 
all dispositions have a categorical basis. If the 
thesis is accepted, the case for type-F monism is 

particularly strong, since microphysical disposi- 
tional must have a categorical basis, and we have 

no independent characterization of that basis. But 

even if the thesis is rejected, type-F monism is still 
viable. We need only the thesis that microphysical 

dispositions may have a categorical basis to open 
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room for intrinsic properties here. (Some distin- 

guish intrinsic properties from categorical prop- 

erties, holding that even dispositional properties 
are intrinsic. On this view, references to intrinsic 
properties can be understood as invoking intrinsic 

categorical properties.) 
Hence type-F monism is the sort of ‘physicalism’ 
that emerges from the loophole mentioned in the 
two-dimensional argument against type-B material- 

ism. The only way a ‘zombie world’ W could satisfy 

the primary intension but not the secondary inten- 

sion of P is for it to share the dispositional structure 
of our world but not the underlying intrinsic micro- 
physical properties. If this difference is responsible 
for the lack of consciousness in W, then the intrinsic 

microphysical properties in our world are respon- 
sible for constituting consciousness. Maxwell 1979 

exploits this sort of loophole in replying to Kripke’s 

argument. 
Note that such a W must involve either a differ- 

ent corpus of intrinsic properties from those in our 
world, or no intrinsic properties at all. A type-F 
monist who holds that the only coherent intrinsic 

properties are protophenomenal properties might 
end up denying the conceivability of zombies, even 
under a structural-functional description of their 

physical state—for reasons very different from 

those of the type-A materialist. 
McGinn 1991 can be read as adyocating a type-F 
view, while denying that we can know the nature 
of the protophenomenal properties. His arguments 

rests on the claim that these properties cannot be 

known either through perception or through intro- 

spection. But this does not rule out the possibility 

that they might be known through some sort of in- 

ference to the best explanation of (introspected) phe- 
nomenology, subject to the additional constraints of 
(perceived) physical structure. 

In this way, we can see that type-D views and type-F 

views are quite closely related. We can imagine that 

if a type-D view is true and there are microphysi- 
cal causal gaps, we could be led through physical 

observation alone to postulate higher-level entities 
to fill these gaps—'psychons,’ say—where these 

are characterized in wholly structural/dispositional 
terms. The type-D view adds to this the suggestion 
that psychons have an intrinsic phenomenal nature. 

The main difference between the type-D view and 

the type-F view is that the type-D view involves fun- 

damental causation above the microphysical level. 
This will involve a more radical view of physics, but 
it might have the advantage of avoiding the combi- 
nation problem. 

Type-O positions are advocated by Bealer, (forth- 
coming), Lowe 1996, and Mills 1996. 



Epiphenomenal Qualia 

Frank Jackson 

It is undeniable that the physical, chemical and 

biological sciences have provided a great deal 

of information about the world we live in and 

about ourselves. I will use the label ‘physical 

information’ for this kind of information, and 

also for information that automatically comes 

along with it. For example, if a medical scien- 

tist tells me enough about the processes that go 

on in my nervous system, and about how they 

relate to happenings in the world around me, 

to what has happened in the past and is likely 

to happen in the future, to what happens to 

other similar and dissimilar organisms, and the 

like, he or she tells me—if I am clever enough 

to fit it together appropriately—about what is 

often called the functional role of those states 

in me (and in organisms in general in similar 

cases). This information, and its kin, I also label 

‘physical.’ 

I do not mean these sketchy remarks to 

constitute a definition of ‘physical informa- 

tion,’ and of the correlative notions of physi- 

cal property, process, and so on, but to indicate 

what I have in mind here. It is well known that 

there are problems with giving a precise defi- 

nition of these notions, and so of the thesis of 

Physicalism that all (correct) information is 

physical information.’ But—unlike some—I 
take the question of definition to cut across the 

central problems I want to discuss in this paper. 

I am what is sometimes known as a ‘qualia 

freak.’ I think that there are certain features 

of the bodily sensations especially, but also 

of certain perceptual experiences, which no 

amount of purely physical information in- 

cludes. Tell me everything physical there is to 

tell about what is going on in a living brain, 

the kind of states, their functional role, their 

relation to what goes on at other times and in 

other brains, and so on and so forth, and be I 

as clever as can be in fitting it all together, you 

won’t have told me about the hurtfulness of 

pains, the itchiness of itches, pangs of jealousy, 

or about the characteristic experience of tasting 

a lemon, smelling a rose, hearing a loud noise 

or seeing the sky. 

There are many qualia freaks, and some of 

them say that their rejection of Physicalism 

is an unargued intuition.’ I think that they are 

being unfair to themselves. They have the fol- 

lowing argument. Nothing you could tell of a 

physical sort captures the smell of a rose, for 

instance. Therefore, Physicalism is false. By 

our lights this is a perfectly good argument. It is 

obviously not to the point to question its valid- 

ity, and the premise is intuitively obviously true 

both to them and to me. 

I must, however, admit that it is weak from 

a polemical point of view. There are, unfortu- 

nately for us, many who do not find the premise 

intuitively obvious. The task then is to present 

an argument whose premises are obvious to all, 

or at least to as many as possible. This I try to 

do in §I with what I will call ‘the Knowledge 

argument.’ In §II I contrast the Knowledge ar- 

gument with the Modal argument and in §III 

with the ‘What is it like to be’ argument. In §IV 

I tackle the question of the causal role of qualia. 

The major factor in stopping people from ad- 

mitting qualia is the belief that they would 

have to be given a causal role with respect to 

the physical world and especially the brain;? 

and it is hard to do this without sounding like 

someone who believes in fairies. I seek in §TV 

to turn this objection by arguing that the view 

that qualia are epiphenomenal is a perfectly 

possible one. 

|. The Knowledge Argument 
for Qualia 

People vary considerably in their ability to 

discriminate colours. Suppose that in an ex- 

periment to catalogue this variation Fred is 

discovered. Fred has better colour vision than 

anyone else on record; he makes every discrim- 

ination that anyone has ever made, and more- 

over he makes one that we cannot even begin to 

make. Show him a batch of ripe tomatoes and 

he sorts them into two roughly equal groups and 

does so with complete consistency. That is, if 
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you blindfold him, shuffle the tomatoes up, and 

then remove the blindfold and ask him to sort 

them out again, he sorts them into exactly the 

same two groups. 
We ask Fred how he does it. He explains that 

all ripe tomatoes do not look the same colour to 

him, and in fact that this is true of a great many 

objects that we classify together as red. He sees 

two colours where we see one, and he has in 

consequence developed for his own use two 

words ‘red,’ and ‘red,’ to mark the difference. 

Perhaps he tells us that he has often tried to 

teach the difference between red, and red, to his 

friends but has got nowhere and has concluded 

that the rest of the world is red,-red, colour- 

blind—or perhaps he has had partial success 

with his children, it doesn’t matter. In any case 

he explains to us that it would be quite wrong to 

think that because ‘red’ appears in both ‘red,’ 
and ‘red,’ that the two colours are shades of 

the one colour. He only uses the common term 

‘red’ to fit more easily into our restricted usage. 

To him red, and red, are as different from each 

other and all the other colours as yellow is from 

blue. And his discriminatory behaviour bears 

this out: he sorts red, from red, tomatoes with 

the greatest of ease in a wide variety of view- 

ing circumstances. Moreover, an investigation 

of the physiological basis of Fred’s exceptional 

ability reveals that Fred’s optical system is able 

to separate out two groups of wavelengths in 

the red spectrum as sharply as we are able to 

sort out yellow from blue.* 

I think that we should admit that Fred can see, 

really see, at least one more colour than we can; 

red, is a different colour from red,. We are to 

Fred as a totally red-green colour-blind person 

is to us. H. G. Wells’ story ‘The Country of the 

Blind’ is about a sighted person in a totally blind 

community.° This person never manages to con- 

vince them that he can see, that he has an extra 

sense. They ridicule this sense as quite incon- 

ceivable, and treat his capacity to avoid falling 

into ditches, to win fights and so on as precisely 

that capacity and nothing more. We would be 

making their mistake if we refused to allow that 

Fred can see one more colour than we can. 

What kind of experience does Fred have 

when he sees red, and red,? What is the new 

colour or colours like? We would dearly like to 

know but do not; and it seems that no amount 

of physical information about Fred’s brain and 

optical system tells us. We find out perhaps that 

Fred’s cones respond differentially to certain 
light waves in the red section of the spectrum 

that make no difference to ours (or perhaps he 
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has an extra cone) and that this leads in Fred to a 

wider range of those brain states responsible for 

visual discriminatory behaviour. But none of 

this tells us what we really want to know about 

his colour experience. There is something about 

it we don’t know. But we know, we may sup- 

pose, everything about Fred’s body, his behav- 

iour and dispositions to behaviour and about his 

internal physiology, and everything about his 

history and relation to others that can be given 

in physical accounts of persons. We have all 

the physical information. Therefore, knowing 

all this is not knowing everything about Fred. It 

follows that Physicalism leaves something out. 

To reinforce this conclusion, imagine that 

as a result of our investigations into the inter- 

nal workings of Fred we find out how to make 

everyone’s physiology like Fred’s in the rel- 

evant respects; or perhaps Fred donates his 

body to science and on his death we are able 

to transplant his optical system into someone 

else—again the fine detail doesn’t matter. The 

important point is that such a happening would 

create enormous interest. People would say, ‘At 

last we will know what it is like to see the extra 

colour, at last we will know how Fred has dif- 

fered from us in the way he has struggled to tell 

us about for so long.’ Then it cannot be that we 

knew all along all about Fred. But ex hypothesi 

we did know all along everything about Fred 

that features in the physicalist scheme; hence 

the physicalist scheme leaves something out. 

Put it this way. After the operation, we will 

know more about Fred and especially about his 

colour experiences. But beforehand we had all 

the physical information we could desire about 

his body and brain, and indeed everything that 

has ever featured in physicalist accounts of 

mind and consciousness. Hence there is more 

to know than all that. Hence Physicalism is 

incomplete. 

Fred and the new colour(s) are of course es- 

sentially rhetorical devices. The same point can 

be made with normal people and familiar co- 

lours. Mary is a brilliant scientist who is, for 

whatever reason, forced to investigate the world 

from a black and white room via a black and 
white television monitor. She specialises in the 
neurophysiology of vision and acquires, let us 
suppose, all the physical information there is 
to obtain about what goes on when we see ripe 
tomatoes, or the sky, and use terms like ‘red,’ 
‘blue,’ and so on. She discovers, for example, 
just which wave-length combinations from the 
sky stimulate the retina, and exactly how this 
produces via the central nervous system the 
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contraction of the vocal chords and expulsion 

of air from the lungs that results in the utter- 

ing of the sentence ‘The sky is blue.’ (It can 

hardly be denied that it is in principle pos- 

sible to obtain all this physical information 

from black and white television, otherwise the 

Open University would of necessity need to use 

colour television.) 

What will happen when Mary is released from 

her black and white room or is given a colour 

television monitor? Will she learn anything or 

not? It seems just obvious that she will learn 

something about the world and our visual ex- 

perience of it. But then it is inescapable that her 

previous knowledge was incomplete. But she 

had all the physical information. Ergo there is 

more to have than that, and Physicalism is false. 

Clearly the same style of Knowledge argu- 

ment could be deployed for taste, hearing, the 

bodily sensations and generally speaking for 

the various mental states which are said to have 

(as it is variously put) raw feels, phenomenal 

features or qualia. The conclusion in each case 

is that the qualia are left out of the physical- 

ist story. And the polemical strength of the 

Knowledge argument is that it is so hard to 

deny the central claim that one can have all the 

physical information without having all the in- 

formation there is to have. 

Il. The Modal Argument 

By the Modal Argument I mean an argument 

of the following style.° Sceptics about other 

minds are not making a mistake in deductive 

logic, whatever else may be wrong with their 

position. No amount of physical information 

about another logically entails that he or she is 

conscious or feels anything at all. Consequently 

there is a possible world with organisms exactly 

like us in every physical respect (and remem- 

ber that includes functional states, physical 
history, et al.) but which differ from us pro- 

foundly in that they have no conscious mental 

life at all. But then what is it that we have and 

they lack? Not anything physical ex hypothesi. 

In all physical regards we and they are exactly 

alike. Consequently there is more to us than the 

purely physical. Thus Physicalism is false.’ 

It is sometimes objected that the Modal argu- 

ment misconceives Physicalism on the ground 

that that doctrine is advanced as a contin- 

gent truth.* But to say this is only to say that 
physicalists restrict their claim to some pos- 

sible worlds, including especially ours; and 
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the Modal argument is only directed against 

this lesser claim. If we in our world, let alone 

beings in any others, have features additional to 

those of our physical replicas in other possible 

worlds, then we have non-physical features or 

qualia. 

The trouble rather with the Modal argument 

is that it rests on a disputable modal intuition. 

Disputable because it is disputed. Some sincerely 

deny that there can be physical replicas of us in 

other possible worlds which nevertheless lack 

consciousness. Moreover, at least one person 

who once had the intuition now has doubts.’ 

Head-counting may seem a poor approach to 

a discussion of the Modal argument. But fre- 

quently we can do no better when modal intu- 

itions are in question, and remember our initial 

goal was to find the argument with the greatest 

polemical utility. 

Of course, qua protagonists of the Knowledge 

argument we may well accept the modal intu- 

ition in question; but this will be a consequence 
of our already having an argument to the con- 

clusion that qualia are left out of the physical- 

ist story, not our ground for that conclusion. 

Moreover, the matter is complicated by the 

possibility that the connection between matters 

physical and qualia is like that sometimes held 

to obtain between aesthetic qualities and natu- 

ral ones. Two possible worlds which agree in 

all ‘natural’ respects (including the experiences 

of sentient creatures) must agree in all aesthetic 

qualities also, but it is plausibly held that the aes- 

thetic qualities cannot be reduced to the natural. 

Ill. The ‘What Is It Like to Be’ 
Argument 

In ‘What is it like to be a bat?’ Thomas Nagel 

argues that no amount of physical information 

can tell us what it is like to be a bat, and indeed 

that we, human beings, cannot imagine what 

it is like to be a bat.!° His reason is that what 

this is like can only be understood from a bat’s 

point of view, which is not our point of view 

and is not something capturable in physical 

terms which are essentially terms understand- 

able equally from many points of view. 

It is important to distinguish this argument 

from the Knowledge argument. When I com- 

plained that all the physical knowledge about 

Fred was not enough to tell us what his special 

colour experience was like, I was not com- 

plaining that we weren’t finding out what it is 

like to be Fred. I was complaining that there is 
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something about his experience, a property of 

it, of which we were left ignorant. And if and 

when we come to know what this property is 

we still will not know what it is like to be Fred, 
but we will know more about him. No amount 

of knowledge about Fred, be it physical or not, 

amounts to knowledge ‘from the inside’ con- 

cerning Fred. We are not Fred. There is thus 

a whole set of items of knowledge expressed 

by forms of words like ‘that it is 7 myself who 

is...’ which Fred has and we simply cannot 

have because we are not him.!! 
When Fred sees the colour he alone can see, 

one thing he knows is the way his experience 

of it differs from his experience of seeing red 

and so on, another is that he himself is seeing 

it. Physicalist and qualia freaks alike should 

acknowledge that no amount of information 

of whatever kind that others have about Fred 

amounts to knowledge of the second. My com- 

plaint though concerned the first and was that 

the special quality of his experience is certainly 

a fact about it, and one which Physicalism 

leaves out because no amount of physical infor- 

mation told us what it is. 

Nagel speaks as if the problem he is raising 

is one of extrapolating from knowledge of one 

experience to another, of imagining what an un- 

familiar experience would be like on the basis 

of familiar ones. In terms of Hume’s example, 
from knowledge of some shades of blue we 

can work out what it would be like to see other 

shades of blue. Nagel argues that the trouble 

with bats et al. is that they are too unlike us. It 

is hard to see an objection to Physicalism here. 

Physicalism makes no special claims about the 

imaginative or extrapolative powers of human 

beings, and it is hard to see why it need do so.” 

Anyway, our Knowledge argument makes no 

assumptions on this point. If Physicalism were 

true, enough physical information about Fred 

would obviate any need to extrapolate or to 

perform special feats of imagination or under- 

standing in order to know all about his special 

colour experience. The information would al- 

ready be in our possession. But it clearly isn’t. 

That was the nub of the argument. 

IV. The Bogey of 
Epiphenomenalism 

Is there any really good reason for refusing to 

countenance the idea that qualia are causally 

impotent with respect to the physical world? I 

will argue for the answer no, but in doing this 
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I will say nothing about two views associated 

with the classical epiphenomenalist position. 

The first is that mental states are inefficacious 

with respect to the physical world. All I will be 

concerned to defend is that it is possible to hold 

that certain properties of certain mental states, 

namely those I’ve called qualia, are such that 

their possession or absence makes no differ- 

ence to the physical world. The second is that 

the mental is totally causally inefficacious. For 

all I will say it may be that you have to hold that 

the instantiation of qualia makes a difference 

to other mental states though not to anything 

physical. Indeed general considerations to do 

with how you could come to be aware of the 

instantiation of qualia suggest such a position.® 

Three reasons are standardly given for hold- 

ing that a quale like the hurtfulness of a pain 

must be causally efficacious in the physical 

world, and so, for instance, that its instantiation 

must sometimes make a difference to what hap- 

pens in the brain. None, I will argue, has any 

real force. (I am much indebted to Alec Hyslop 

and John Lucas for convincing me of this.) 

(1) It is supposed to be just obvious that the 

hurtfulness of pain is partly responsible 

for the subject seeking to avoid pain, 

saying ‘It hurts’ and so on. But, to re- 

verse Hume, anything can fail to cause 

anything. No matter how often B follows 

A, and no matter how initially obvious 

the causality of the connection seems, 

the hypothesis that A causes B can be 

overturned by an over-arching theory 

which shows the two as distinct effects 

of a common underlying causal process. 

To the untutored the image on the screen 

of Lee Marvin’s fist moving from left to right 

immediately followed by the image of John 

Wayne’s head moving in the same general di- 

rection looks as causal as anything.'* And of 
course throughout countless Westerns images 

similar to the first are followed by images simi- 

lar to the second. All this counts for precisely 
nothing when we know the over-arching theory 
concerning how the relevant images are both ef- 
fects of an underlying causal process involving 
the projector and the film. The epiphenomenalist 
can say exactly the same about the connection 
between, for example, hurtfulness and behay- 
iour. It is simply a consequence of the fact that 
certain happenings in the brain cause both. 

(ii) The second objection relates to Darwin’ s 
Theory of Evolution. According to 
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natural selection the traits that evolve 
over time are those conducive to physi- 

cal survival. We may assume that qualia 

evolved over time—we have them, the 

earliest forms of life do not—and so we 

should expect qualia to be conducive to 

survival. The objection is that they could 

hardly help us to survive if they do noth- 

ing to the physica] world. 

The appeal of this argument is undeniable, 

but there is a good reply to it. Polar bears have 

particularly thick, warm coats. The Theory of 

Evolution explains this (we suppose) by point- 

ing out that having a thick, warm coat is con- 

ducive to survival in the Arctic. But having a 

thick coat goes along with having a heavy coat, 

and having a heavy coat is not conducive to sur- 

vival. It slows the animal down. 
Does this mean that we have refuted Darwin 

because we have found an evolved trait— 
having a heavy coat—which is not conducive 

to survival? Clearly not. Having a heavy coat is 

an unavoidable concomitant of having a warm 

coat (in the context, modern insulation was not 

available), and the advantages for survival of 

having a warm coat outweighed the disadvan- 

tages of having a heavy one. The point is that all 
we can extract from Darwin’s theory is that we 

should expect any evolved characteristic to be 

either conducive to survival or a by-product of 

one that is so conducive. The epiphenomenal- 

ist holds that qualia fa]] into the latter category. 

They are a by-product of certain brain processes 

that are highly conducive to survival. 

(iii) The third objection is based on a point 

about how we come to know about other 

minds. We know about other minds by 

knowing about other behaviour, at least 

in part. The nature of the inference is 

a matter of some controversy, but it is 

not a matter of controversy that it pro- 

ceeds from behaviour. That is why we 
think that stones do not feel and dogs 
do fee]. But, runs the objection, how 

can a person’s behaviour provide any 

reason for believing he has qualia like 

mine, or indeed any qualia at all, unless 

this behaviour can be regarded as the 

outcome of the qualia. Man Friday’s 

footprint was evidence of Man Friday 

because footprints are causal outcomes 

of feet attached to people. And an epi- 

phenomenalist cannot regard behav- 

jour, or indeed anything physical, as an 

outcome of qualia. 
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But consider my reading in The Times that 

Spurs won. This provides excellent evidence 

that The Telegraph has also reported that Spurs 

won, despite the fact that (I trust) The Telegraph 

does not get the results from The Times. They 

each send their own reporters to the game. The 

Telegraph’s report is in no sense an outcome 

of The Times,’ but the latter provides good evi- 

dence for the former nevertheless. 

The reasoning involved can be reconstructed 

thus. I read in The Times that Spurs won. This 

gives me reason to think that Spurs won be- 

cause I know that Spurs’ winning is the most 

likely candidate to be what caused the report in 

The Times. But I also know that Spurs’ winning 

would have had many effects, including almost 

certainly a report in The Telegraph. 

{ am arguing from one effect back to its 

cause and out again to another effect. The fact 

that neither effect causes the other is irrelevant. 

Now the epiphenomenalist allows that qualia 

are effects of what goes on in the brain. Qualia 

cause nothing physical but are caused by some- 

thing physical. Hence the epiphenomenalist can 

argue from the behaviour of others to the qualia 

of others by arguing from the behaviour of 

others back to its causes in the brains of others 

and out again to their qualia. 

You may well feel for one reason or another 

that this is a more dubious chain of reasoning 

than its model in the case of newspaper reports. 

You are right. The problem of other minds is 

a major philosophical problem, the problem of 

other newspaper reports is not. But there is no 

special problem of Epiphenomenalism as op- 

posed to, say, Interactionism here. 

There is a very understandable response to the 

three replies I have just made. ‘All right, there 

is no knockdown refutation of the existence of 

epiphenomenal qualia. But the fact remains that 

they are an excrescence. They do nothing, they 

explain nothing, they serve merely to soothe the 

intuitions of dualists, and it is left a total mys- 

tery how they fit into the world view of science. 

In short we do not and cannot understand the 

how and why of them.’ 

This is perfectly true; but is no objection to 

qualia, for it rests on an overly optimistic view 

of the human animal, and its powers. We are 

the products of Evolution. We understand and 

sense what we need to understand and sense in 

order to survive. Epiphenomenal] qualia are to- 

tally irrelevant to survival. At no stage of our 

evolution did natural selection favour those 

who could make sense of how they are caused 
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and the laws governing them, or in fact why 

they exist at all. And that is why we can’t. 

It is not sufficiently appreciated that 

Physicalism is an extremely optimistic view 

of our powers. If it is true, we have, in very 

broad outline admittedly, a grasp of our place in 

the scheme of things. Certain matters of sheer 

complexity defeat us—there are an awful lot of 

neurons—but in principle we have it all. But 

consider the antecedent probability that every- 

thing in the Universe be of a kind that is relevant 

in some way or other to the survival of homo sa- 

piens. It is very low surely. But then one must 

admit that it is very likely that there is a part of 

the whole scheme of things, maybe a big part, 

which no amount of evolution will ever bring 

us near to knowledge about or understanding. 

For the simple reason that such knowledge and 

understanding is irrelevant to survival. 

Physicalists typically emphasise that we 

are a part of nature on their view, which is 

fair enough. But if we are a part of nature, we 

are as nature has left us after however many 

years of evolution it is, and each step in that 

evolutionary progression has been a matter of 

chance constrained just by the need to preserve 

or increase survival value. The wonder is that 

we understand as much as we do, and there is 

no wonder that there should be matters which 

fall quite outside our comprehension. Perhaps 

exactly how epiphenomenal qualia fit into the 
scheme of things is one such. 

This may seem an unduly pessimistic view 

of our capacity to articulate a truly compre- 

hensive picture of our world and our place in 

CONSCIOUSNESS 

it. But suppose we discovered living on the 

bottom of the deepest oceans a sort of sea 

slug which manifested intelligence. Perhaps 

survival in the conditions required rational 

powers. Despite their intelligence, these sea 

slugs have only a very restricted conception 

of the world by comparison with ours, the ex- 

planation for this being the nature of their im- 

mediate environment. Nevertheless they have 

developed sciences which work surprisingly 

well in these restricted terms. They also have 

philosophers, called slugists. Some call them- 

selves tough-minded slugists, others confess to 

being soft-minded slugists. 

The tough-minded slugists hold that the re- 

stricted terms (or ones pretty like them which 

may be introduced as their sciences progress) 

suffice in principle to describe everything with- 

out remainder. These tough-minded slugists 

admit in moments of weakness to a feeling 

that their theory leaves something out. They 

resist this feeling and their opponents, the soft- 

minded slugists, by pointing out—absolutely 

correctly—that no slugist has ever succeeded 

in spelling out how this mysterious residue fits 

into the highly successful view that their sci- 

ences have and are developing of how their 

world works. 

Our sea slugs don’t exist, but they might. And 

there might also exist super beings which stand 

to us as we stand to the sea slugs. We cannot 

adopt the perspective of these super beings, 

because we are not them, but the possibility of 

such a perspective is, I think, an antidote to ex- 
cessive optimism.!> 

ADDENDUM: FROM ‘WHAT MARY DIDN'T KNOW’ 

|. Three Clarifications 

The knowledge argument does not rest on the 

dubious claim that logically you cannot imagine 

what sensing red is like unless you have sensed 

red. Powers of imagination are not to the point. 

The contention about Mary is not that, despite 

her fantastic grasp of neurophysiology and ev- 

erything else physical, she could not imagine 

what it is like to sense red; it is that, as a matter 

of fact, she would not know. But if physicalism 

is true, she would know; and no great powers of 

imagination would be called for. Imagination is 

a faculty that those who lack knowledge need 
to fall back on. 

Secondly, the intensionality of knowledge 

is not to the point. The argument does not rest 

on assuming falsely that, if S knows that a is 

F and if a = b, then S knows that b is F. It is 

concerned with the nature of Mary’s total body 

of knowledge before she is released: is it com- 

plete, or do some facts escape it? What is to the 
point is that S may know that a is F and know 
that a = b, yet arguably not know that D is F, 
by virtue of not being sufficiently logically alert 
to follow the consequences through. If Mary’s 
lack of knowledge were at all like this, there 
would be no threat to physicalism in it. But it is 
very hard to believe that her lack of knowledge 
could be remedied merely by her explicitly fol- 
lowing through enough logical consequences 
of her vast physical knowledge. Endowing 
her with great logical acumen and persistence 
is not in itself enough to fill in the gaps in her 
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knowledge. On being let out, she will not say 

‘I could have worked all this out before by 

making some more purely logical inferences.’ 

Thirdly, the knowledge Mary lacked which 

is of particular point for the knowledge argu- 

ment against physicalism is knowledge about 

the experiences of others, not about her own. 

When she is let out, she has new experiences, 

color experiences she has never had before. It is 

not, therefore, an objection to physicalism that 

she learns something on being let out. Before 

she was let out, she could not have known facts 

about her experience of red, for there were no 

such facts to know. That physicalist and non- 

physicalist alike can agree on. After she is let 

out, things change; and physicalism can happily 

admit that she learns this; after all, some physi- 

cal things will change, for instance, her brain 

states and their functional roles. The trouble for 

physicalism is that, after Mary sees her first ripe 

tomato, she will realize how impoverished her 

conception of the mental life of others has been 

all along. She will realize that there was, all the 

time she was carrying out her laborious inyesti- 

gations into the neurophysiologies of others and 

into the functional roles of their internal states, 

something about these people she was quite un- 

aware of. All along their experiences (or many 

of them, those got from tomatoes, the sky, ... ) 

had a feature conspicuous to them but until now 

hidden from her (in fact, not in logic). But she 

knew all the physical facts about them all along; 

hence, what she did not know until her release is 

not a physical fact about their experiences. But 

it is a fact about them. That is the trouble for 

physicalism. 

Il. Churchland’s Three 

Objections'® 

(i) Churchland’s first objection is that the 

knowledge argument contains a defect that ‘is 

simplicity itself’ (23). The argument equivo- 

cates on the sense of ‘knows about.’ How so? 

Churchland suggests that the following is ‘a 

conveniently tightened version’ of the knowl- 

edge argument: 
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(1) Mary knows everything there is to know 

about brain states and their properties. 

(2) It is not the case that Mary knows every- 

thing there is to know about sensations 

and their properties. 

Therefore, by Leibniz’s law, 

(3) Sensations and their properties + brain 

states and their properties (23). 

Churchland observes, plausibly enough, that the 

type or kind of knowledge involved in premise 

1 is distinct from the kind of knowledge in- 

volved in premise 2. We might follow his lead 

and tag the first ‘knowledge by description,’ 

and the second ‘knowledge by acquaintance’; 

but, whatever the tags, he is right that the dis- 

played argument involves a highly dubious use 

of Leibniz’s law. 

My reply is that the displayed argument may 

be convenient, but it is not accurate. It is not the 

knowledge argument. Take, for instance, prem- 

ise |. The whole thrust of the knowledge argu- 

ment is that Mary (before her release) does not 

know everything there is to know about brain 

states and their properties, because she does 

not know about certain qualia associated with 

them. What is complete, according to the argu- 

ment, is her knowledge of matters physical. A 

convenient and accurate way of displaying the 

argument is: 

(1)’Mary (before her release) knows every- 

thing physical there is to know about 

other people. 

(2)’ Mary (before her release) does not know 

everything there is to know about other 

people (because she learns something 

about them on her release). 

Therefore, 

(3)’ There are truths about other people (and 

herself) which escape the physicalist 

story. 

What is immediately to the point is not the 

kind, manner, or type of knowledge Mary has, 

but what she knows. What she knows before- 

hand is ex hypothesi everything physical there 

is to know, but is it everything there is to know? 

That is the crucial question. 
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What Experience Teaches 

David Lewis 

Experience the Best Teacher 

They say that experience is the best teacher, 

and the classroom is no substitute for Real Life. 

There’s truth to this. If you want to know what 

some new and different experience is like, you 

can learn it by going out and really having that 

experience. You can’t learn it by being told 

about the experience, however thorough your 
lessons may be. 

Does this prove much of anything about the 

metaphysics of mind and the limits of science? 
I think not. 

Example: Skunks and Vegemite 

I have smelled skunks, so I know what it’s 

like to smell skunks. But skunks live only in 

some parts of the world, so you may never 

have smelled a skunk. If you haven’t smelled 

a skunk, then you don’t know what it’s like. 

You never will, unless someday you smell a 

skunk for yourself. On the other hand, you may 

have tasted Vegemite, that famous Australian 

substance; and I never have. So you may know 
what it’s like to taste Vegemite. I don’t, and 
unless I taste Vegemite (what, and spoil a good 

Reprinted from Proceedings of the Russellian Society (University of Sydney, 1988), with permis- 
sion of the author's estate and the publisher. 
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example!), I never will. It won’t help at all to 

take lessons on the chemical composition of 

skunk scent or Vegemite, the physiology of the 

nostrils or the taste-buds, and the neurophysiol- 
ogy of the sensory nerves and the brain. 

Example: The Captive Scientist’ 

Mary, a brilliant scientist, has lived from birth in a 

cell where everything is black or white. (Even she 

herself is painted all over.) She views the world 

on black-and-white television. By television she 

reads books, she joins in discussion, she watches 

the results of experiments done under her direc- 

tion. In this way she becomes the world’s lead- 

ing expert on color and color vision and the brain 

states produced by exposure to colors. But she 

doesn’t know what it’s like to see color. And she 

never will, unless she escapes from her cell. 

Example: The Bat? 

The bat is an alien creature, with a sonar sense 

quite unlike any sense of ours. We can never 

have the experiences of a bat; because we could 

not become bat-like enough to have those ex- 

periences and still be ourselves. We will never 

know what it’s like to be a bat. Not even if we 

come to know all the facts there are about the 

bat’s behavior and behavioral dispositions, 

about the bat’s physical structure and processes, 

about the bat’s functional organization. Not 

even if we come to know all the same sort of 

physical facts about all the other bats, or about 

other creatures, or about ourselves. Not even 

if we come to possess all physical facts what- 

ever. Not even if we become able to recognize 

all the mathematical and logical implications of 

all these facts, no matter how complicated and 

how far beyond the reach of finite deduction. 

Experience is the best teacher, in this sense: 

having an experience is the best way or per- 

haps the only way, of coming to know what 

that experience is like. No amount of scientific 

information about the stimuli that produce that 

experience and the process that goes on in you 

when you have that experience will enable you 

to know what it’s like to have the experience. 

... But Not Necessarily 

Having an experience is surely one good way, 

and surely the only practical way, of coming to 

know what that experience is like. Can we say, 

flatly, that it is the only possible way? Probably 
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not. There is a change that takes place in you 

when you have the experience and thereby 

come to know what it’s like. Perhaps the exact 

same change could in principle be produced in 

you by precise neurosurgery, very far beyond 

the limits of present-day technique. Or it could 

possibly be produced in you by magic. If we 

ignore the laws of nature, which are after all 

contingent, then there is no necessary connec- 

tion between cause and effect: anything could 

cause anything. For instance, the casting of a 

spell could do to you exactly what your first 

smell of skunk would do. We might quibble 

about whether a state produced in this artificial 

fashion would deserve the name ‘knowing what 

it’s like to smell a skunk,’ but we can imagine 

that so far as what goes on within you is con- 

cerned, it would differ not at all. 

Just as we can imagine that a spell might pro- 

duce the same change as a smell, so likewise we 

can imagine that science lessons might cause that 

same change. Even that is possible, in the broad- 

est sense of the word. If we ignored all we know 

about how the world really works, we could not 

say what might happen to someone if he were 

taught about the chemistry of scent and the 

physiology of the nose. There might have been 

a causal mechanism that transforms science les- 

sons into whatever it is that experience gives us. 

But there isn’t. It is not an absolutely necessary 

truth that experience is the best teacher about 

what a new experience is like. It’s a contingent 

truth. But we have good reason to think it’s true. 

We have good reason to think that something 

of this kind is true, anyway, but less reason to be 

sure exactly what. Maybe some way of giving 

the lessons that hasn’t yet been invented, and 

some way of taking them in that hasn’t yet been 

practiced, could give us a big surprise. Consider 

sight-reading: a trained musician can read the 

score and know what it would be like to hear 

the music. If I’d never heard that some people 

can sight-read, I would never have thought it 

humanly possible. Of course the moral is that 

new music isn’t altogether new—the big new 

experience is a rearrangement of lots of little 

old experiences. It just might turn out the same 

for new smells and tastes vis-a-vis old ones; or 

even for color vision vis-a-vis black and white;* 

or even for sonar sense experience vis-a-vis the 

sort we enjoy. The thing we can say with some 

confidence is that we have no faculty for know- 

ing on the basis of mere science lessons what 

some new enough experience would be like. 

But how new is ‘new enough’ ?—There, we just 

might be in for surprises. 
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Three Ways to Miss the Point 
The First Way 

A literalist might see the phrase “know what 

it’s like’ and take that to mean: ‘know what it 

resembles.’ Then he might ask: what’s so hard 

about that? Why can’t you just be told which 

experiences resemble one another? You needn’t 

have had the experiences—all you need, to be 

taught your lessons, is some way of referring 

to them. You could be told: the smell of skunk 

somewhat resembles the smell of burning 

rubber. I have been told: the taste of Vegemite 

somewhat resembles that of Marmite. Black 

and-white Mary might know more than most 

of us about the resemblances among color- 

experiences. She might know which ones are 

spontaneously called ‘similar’ by subjects who 

have them; which gradual changes from one to 

another tend to escape notice; which ones get 

conflated with which in memory; which ones 

involve roughly the same neurons firing in sim- 

ilar rhythms; and so forth. We could even know 

what the bat’s sonar experiences resemble just 

by knowing that they do not at all resemble any 

experiences of humans, but do resemble—as 

it might be—certain experiences that occur 

in certain fish. This misses the point. Pace the 

literalist, “know what it’s like’ does not mean 

‘know what it resembles.’ The most that’s true 

is that knowing what it resembles may help you 

to know what it’s like. If you are taught that ex- 

perience A resembles B and C closely, D less, 

E not at all, that will help you know what A is 

like—if you know already what B and C and 

D and E are like. Otherwise, it helps you not 

at all. I don’t know any better what it’s like to 

taste Vegemite when I’m told that it tastes like 

Marmite, because I don’t know what Marmite 

tastes like either. (Nor do I know any better 

what Marmite tastes like for being told it tastes 

like Vegemite.) Maybe Mary knows enough to 

triangulate each color experience exactly in a 

network of resemblances, or in many networks 

of resemblance in different respects, while 

never knowing what any node of any network 

is like. Maybe we could do the same for bat ex- 

periences. But no amount of information about 

resemblances, just by itself, does anything to 

help us know what an experience is like. 

The Second Way 

In so far as I don’t know what it would be like 

to drive a steam locomotive fast on a cold, 

stormy night, part of my problem is just that I 
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don’t know what experiences I would have. The 

fire-box puts out a lot of heat, especially when 

the fireman opens the door to throw on more 

coal; on the other hand, the cab is drafty and 

gives poor protection from the weather. Would 

I be too hot or too cold? Or both by turns? Or 

would it be chilled face and scorched legs? If I 

knew the answers to such questions, I'd know 

much better what it would be like to drive the 

locomotive. So maybe ‘know what it’s like’ just 

means ‘know what experiences one has.’ Then 

again: what’s the problem? Why can’t you just 

be told what experiences you would have if, 

say, you tasted Vegemite? Again, you needn’t 

have had the experiences—all you need, to be 

taught your lessons, is some way of referring to 
them. We have ways to refer to experiences we 

haven’t had. We can refer to them in terms of 

their causes: the experience one has upon tasting 

Vegemite, the experience one has upon tasting 

a substance of such-and-such chemical compo- 

sition. Or we can refer to them in terms of their 

effects: the experience that just caused Fred to 

say “Yeeuch!’ Or we can refer to them in terms 

of the physical states of the nervous system that 

mediate between those causes and effects: the 

experience one has when one’s nerves are firing 

in such-and-such pattern. (According to some 

materialists, I myself for one, this means the 

experience which is identical with such-and- 

such firing pattern. According to other materi- 

alists it means the experience which is realized 

by such-and-such firing pattern. According to 

many dualists, it means the experience which 

is merely the lawful companion of such-and- 
such firing pattern. But whichever it is, we get 

a way of referring to the experience.) Black- 

and-white Mary is in a position to refer to 

color-experiences in all these ways. Therefore 

you should have no problem in telling her ex- 

actly what experiences one has upon seeing 

the colors. Or rather, your only problem is that 

you'd be telling her what she knows very well 

already! In general, to know what is the X is to 

know that the X is the Y, where it’s not too ob- 

vious that the X is the Y. (Just knowing that the 
X is the X won’t do, of course, because it is too 
obvious.) If Mary knows that the experience of 
seeing green is the experience associated with 
such-and-such pattern of nerve firings, then 
she knows the right sort of unobvious identity. 
So she knows what experience one has upon 
seeing green. 

(Sometimes it’s suggested that you need 
a ‘rigid designator’: you know what is the X 
by knowing that the X is the Y only if ‘the Y’ 
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is a term whose referent does not depend on 

any contingent matter of fact. In the first place, 

this suggestion is false. You can know who is 

the man on the balcony by knowing that the 

man on the balcony is the Prime Minister even 

if neither ‘the Prime Minister’ nor any other 

phrase available to you rigidly designates the 

man who is, in fact, the Prime Minister. In 

the second place, according to one version of 

Materialism [the one I accept] a description 

of the form ‘the state of having nerves firing 

in such-and-such a pattern’ is a rigid designa- 

tor, and what it designates is in fact an expe- 

rience; and according to another version of 

Materialism, a description of the form ‘having 

some or other state which occupies so-and-so 

functional role’ is a rigid designator of an ex- 

perience. So even if the false suggestion were 

granted, still it hasn’t been shown, without 

begging the question against Materialism, that 

Mary could not know what experience one has 
upon seeing red.) 

Since Mary does know what experiences she 

would have if she saw the colors, but she doesn’t 

know what it would be like to see the colors, 

we'd better conclude that ‘know what it’s like’ 

does not after all mean ‘know what experiences 

one has.’ The locomotive example was mis- 

leading. Yes, by learning what experiences the 

driver would have, I can know what driving the 

locomotive would be like; but only because I al- 

ready know what those experiences are like. (It 

matters that I know what they’re like under the 

appropriate descriptions—as it might be, the de- 

scription ‘chilled face and scorched legs.’ This 

is something we’ll return to later.) Mary may 

know as well as I do that when the driver leans 

out into the storm to watch the signals, he will 

have the experience of seeing sometimes green 

lights and sometimes red. She knows better than 

I what experiences he has when signals come 

into view. She can give many more unobviously 

equivalent descriptions of those experiences 

than I can. But knowing what color-experiences 

the driver has won’t help Mary to know what his 

job is like. It will help me. 

The Third Way 

Until Mary sees green, here is one thing she 

will never know: she will never know that she 

is seeing green. The reason why is just that 

until she sees green, it will never be true that 

she is seeing green. Some knowledge is ir- 

reducibly egocentric, or de se.° It is not just 

knowledge about what goes on in the world; 
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it is knowledge of who and when in the world 

one is. Knowledge of what goes on in the 

world will be true alike for all who live in that 

world; whereas egocentric knowledge may be 

true for one and false for another, or true for 

one at one time and false for the same one at 

another time. Maybe Mary knows in advance, 

as she plots her escape, that 9 A.M. on the 13th 

of May, 1997, is the moment when someone 

previously confined in a black-and-white cell 

sees color for the first time. But until that 

moment comes, she will never know that she 

herself is then seeing color—because she 

isn’t. What isn’t true isn’t knowledge. This 

goes as much for egocentric knowledge as 

for the rest. So only those of whom an ego- 

centric proposition is true can know it, and 

only at times when it is true of them can they 

know it. That one is then seeing color is an 

egocentric proposition. So we’ve found a 

proposition which Mary can never know until 

she sees color—which, as it happens, is the 

very moment when she will first know what 

it’s like to see color! Have we discovered the 

reason why experience is the best teacher? 

And not contingently after all, but as a neces- 

sary consequence of the logic of egocentric 

knowledge? 

No; we have two separate phenomena here, 

and only some bewitchment about the ‘first- 

person perspective’ could make us miss the 

difference. In the first place, Mary will prob- 

ably go on knowing what it’s like to see green 

after she stops knowing the egocentric propo- 

sition that she’s then seeing green. Since what 

isn’t true isn’t known she must stop knowing 

that proposition the moment she stops seeing 

green. (Does that only mean that we should 

have taken a different egocentric proposi- 

tion: that one has seen green? No; for in that 

case Mary could go on knowing the proposi- 

tion even after she forgets what it’s like to 

see green, as might happen if she were soon 

recaptured.) In the second place, Mary might 

come to know what it’s like to see green even 

if she didn’t know the egocentric proposition. 

She might not have known in advance that her 

escape route would take her across a green 

meadow, and it might take her a little while 

to recognize grass by its shape. So at first she 

might know only that she was seeing some 

colors or other, and thereby finding out what 

some color-experiences or other were like, 

without being able to put a name either to the 

colors or to the experiences. She would then 

know what it was like to see green, though 
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not under that description, indeed not under 

any description more useful than ‘the color- 

experience I’m having now’; but she would 

not know the egocentric proposition that 

she is then seeing green, since she wouldn’t 

know which color she was seeing. In the third 
place, the gaining of egocentric knowledge 

may have prerequisites that have nothing to 

do with experience. Just as Mary can’t know 

she’s seeing green until she does see green, 

she can’t know she’s turning 50 until she does 

turn 50. But—I hope!—turning 50 does not 

involve some special experience. In short, 

though indeed one can gain egocentric knowl- 

edge that one is in some situation only when 
one is in it, that is not the same as finding out 

what an experience is like only when one has 

that experience. 

We’ve just rejected two suggestions that 

don’t work separately, and we may note that 

they don’t work any better when put together. 

One knows what is the X by knowing that the 

X is the Y, where the identity is not too obvi- 

ous; and ‘the Y’ might be an egocentric descrip- 

tion. So knowledge that the X is the Y might 

be irreducibly egocentric knowledge, therefore 

knowledge that cannot be had until it is true of 

one that the X is the Y. So one way of know- 

ing what is the X will remain unavailable until 

it comes true of one that the X is the Y. One 

way that I could gain an unobvious identity 

concerning the taste of Vegemite would be for 

it to come true that the taste of Vegemite was 

the taste I was having at that very moment— 

and that would come true at the very moment I 

tasted Vegemite and found out what it was like! 

Is this why experience is the best teacher?—No; 

cases of gaining an unobvious egocentric iden- 

tity are a dime a dozen, and most of them do not 

result in finding out what an experience is like. 

Suppose I plan ahead that I will finally break 

down and taste Vegemite next Thursday noon. 

Then on Wednesday noon, if I watch the clock, 

I first gain the unobvious egocentric knowledge 
that the taste of Vegemite is the taste I shall 

be having in exactly 24 hours, and thereby I 

have a new way of knowing what is the taste 

of Vegemite. But on Wednesday noon IJ don’t 

yet know what it’s like. Another example: from 

time to time I find myself next to a Vegemite- 

taster. On those occasions, and only those, I 

know what is the taste of Vegemite by knowing 

that it is the taste being had by the person next 

to me. But on no such occasion has it ever yet 

happened that I knew what it was like to taste 
Vegemite. 

CONSCIOUSNESS 

The Hypothesis of 
Phenomenal Information 

No amount of the physical information that 

black-and-white Mary gathers could help her 

know what it was like to see colors; no amount 

of the physical information that we might 

gather about bats could help us know what it’s 

like to have their experiences; and likewise in 

other cases. There is a natural and tempting ex- 

planation of why physical information does not 

help. That is the hypothesis that besides physi- 

cal information there is an irreducibly different 

kind of information to be had: phenomenal in- 

formation. The two are independent. Two pos- 
sible cases might be exactly alike physically, 

yet differ phenomenally. When we get physical 

information we narrow down the physical pos- 

sibilities, and perhaps we narrow them down 

all the way to one, but we leave open a range 

of phenomenal possibilities. When we have an 

experience, on the other hand, we acquire phe- 

nomenal information; possibilities previously 

open are eliminated; and that is what it is to 

learn what the experience is like. 

(Analogy. Suppose the question concerned 

the location of a point within a certain region 

of the x-y plane. We might be told that its x- 

coordinate lies in certain intervals, and outside 

certain others. We might even get enough of 

this information to fix the x-coordinate exactly. 

But no amount of x-information would tell us 

anything about the y-coordinate; any amount of 

x-information leaves open all the y-possibilities. 

But when at last we make a y-measurement, we 

acquire a new kind of information; possibilities 

previously open are eliminated; and that is how 

we learn where the point is in the y-direction.) 

What might the subject matter of phenom- 

enal information be? Jf the Hypothesis of 

Phenomenal Information is true, then you have 

an easy answer: it is information about experi- 

ence. More specifically, it is information about 

a certain part or aspect or feature of experience. 

But if the Hypothesis is false, then there is still 
experience (complete with all its parts and 

aspects and features) and yet no information 

about experience is phenomenal information. 
So it cannot be said in a neutral way, without 
presupposing the Hypothesis, that information 
about experience is phenomenal information. 
For if the Hypothesis is false and Materialism 
is true, it may be that all the information there 
is about experience is physical information, and 
can very well be presented in lessons for the 
inexperienced. 
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It makes no difference to put some fashion- 

able new phrase in place of ‘experience.’ If 

instead of ‘experience’ you say ‘raw feel’ (or 

just ‘feeling’), or ‘way it feels,’ or ‘what it’s 

like,’ then I submit that you mean nothing 

different. Is there anything it’s like to be this 

robot? Does this robot have experiences?—I 

can tell no difference between the new ques- 

tion and the old. Does sunburn feel the same 

way to you that it does to me? Do we have the 

same raw feel? Do we have the same experi- 

ence when sunburned?—Again, same ques- 

tion. ‘Know the feeling,’ ‘know what it’s 

like’—interchangeable. (Except that the former 

may hint at an alternative to the Hypothesis of 

Phenomenal Information.) So if the friend of 

phenomenal information says that its subject 

matter is raw feels, or ways to feel, or what it’s 

like, then I respond just as I do if he says that the 

subject matter is experience. Maybe so, if the 

Hypothesis of Phenomenal Information is true; 

but if the Hypothesis is false and Materialism 

is true, nevertheless there is still information 

about raw feels, ways to feel or what it’s like; 

but in that case it is physical information and 

can be conveyed in lessons. 

We might get a candidate for the subject 

matter of phenomenal information that is not 

just experience renamed, but is still tenden- 

tious. For instance, we might be told that phe- 

nomenal information concerns the intrinsic 

character of experience. A friend of phenom- 

enal information might indeed believe that it 

reveals certain special, non-physical intrinsic 

properties of experience. He might even believe 

that it reveals the existence of some special 

non-physical thing or process, all of whose in- 

trinsic properties are non-physical. But he is by 

no means alone in saying that experience has an 

intrinsic character. Plenty of us materialists say 

so too. We say that a certain color-experience 

is whatever state occupies a certain functional 

role. So if the occupant of that role (universally, 

or in the case of humans, or in the case of cer- 
tain humans) is a certain pattern of neural firing, 

then that pattern of firing is the experience (in 

the case in question). Therefore the intrinsic 

character of the experience is the intrinsic char- 

acter of the firing pattern. For instance, a fre- 
quency of firing is part of the intrinsic character 
of the experience. If we materialists are right 

about what experience is, then black-and-white 

Mary knows all about the intrinsic character of 
color-experience; whereas most people who 

know what color-experience is like remain to- 

tally ignorant about its intrinsic character.° 
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To say that phenomenal information con- 

cerns ‘qualia’ would be tendentious in much 

the same way. For how was this notion in- 

troduced? Often thus. We are told to imagine 

someone who, when he sees red things, has just 

the sort of experiences that we have when we 

see green things, and vice versa; and we are told 

to call this a case of ‘inverted qualia.’ And then 

we are told to imagine someone queerer still, 

who sees red and responds to it appropriately, 

and indeed has entirely the same functional 

organization of inner states as we do and yet 

has no experiences at all; and we are told to call 

this a case of ‘absent qualia.’ Now a friend of 

phenomenal information might well think that 

these deficiencies have something to do with 

the non-physical subject matter of phenomenal 

information. But others can understand them 

otherwise. Some materialists will reject the 

cases outright, but others, and I for one, will 

make sense of them as best we can. Maybe the 

point is that the states that occupy the roles of 

experiences, and therefore are the experiences, 

in normal people are inverted or absent in vic- 

tims of inverted or absent qualia. (This presup- 

poses, what might be false, that most people are 

enough alike). Experience of red—the state that 

occupies that role in normal people—occurs 

also in the victim of ‘inverted qualia,’ but in 

him it occupies the role of experience of green; 

whereas the state that occupies in him the role 

of experience of red is the state that occupies in 

normal people the role of experience of green. 

Experience of red and of green—that is, the oc- 

cupants of those roles for normal people—do 

not occur at all in the victim of ‘absent qualia’; 

the occupants of those roles for him are states 

that don’t occur at all in the normal. Thus we 

make good sense of inverted and absent qualia; 

but in such a way that ‘qualia’ is just the word 

for role-occupying states taken per se rather 

than qua occupants of roles. Qualia, so under- 

stood, could not be the subject matter of phe- 

nomenal information. Mary knows all about 

them. We who have them mostly don’t.’ 

It is best to rest content with an unhelpful 

name and a via negativa. Stipulate that ‘the 

phenomenal aspect of the world’ is to name 

whatever is the subject matter of phenomenal 

information, if there is any such thing; the phe- 

nomenal aspect, if such there be, is that which 

we can become informed about by having 

new experiences but never by taking lessons. 

Having said this, it will be safe to say that in- 

formation about the phenomenal aspect of the 

world can only be phenomenal information. 
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But all we really know, after thus closing the 

circle, is that phenomenal information is sup- 

posed to reveal the presence of some sort of 

non-physical things or processes within experi- 

ence, or else it is supposed to reveal that certain 

physical things or processes within experience 

have some sort of nonphysical properties. 

The Knowledge Argument 

If we invoke the Hypothesis of Phenomenal 

Information to explain why no amount of 

physical information suffices to teach us what 

a new experience is like, then we have a pow- 

erful argument to refute any materialist theory 

of the mind. Frank Jackson (see note 1) calls 

it the ‘Knowledge Argument.’ Arguments 

against one materialist theory or another are 

never very conclusive. It is always possi- 

ble to adjust the details. But the Knowledge 

Argument, if it worked, would directly refute 

the bare minimum that is common to all mate- 

rialist theories. 

It goes as follows. First in a simplified 

form; afterward we’ll do it properly. Minimal 

Materialism is a supervenience thesis: no differ- 

ence without physical difference. That is: any 

two possibilities that are just alike physically 

are just alike simpliciter. If two possibilities are 

just alike physically, then no physical informa- 

tion can eliminate one but not both of them. If 

two possibilities are just alike simpliciter (if 

that is possible) then no information whatso- 

ever can eliminate one but not both of them. 

So if there is a kind of information—namely, 

phenomenal information—that can eliminate 

possibilities that any amount of physical in- 

formation leaves open, then there must be pos- 

sibilities that are just alike physically, but not 

just alike simpliciter. That is just what minimal 

Materialism denies. 

(Analogy. If two possible locations in our 

region agree in their x-coordinate, then no 

amount of x-information can eliminate one but 

not both. If, per impossible, two possible loca- 

tions agreed in all their coordinates, then no in- 

formation whatsoever could eliminate one but 

not both. So if there is a kind of information— 
namely, y-information—that can eliminate lo- 

cations that any amount of x-information leaves 

open, then there must be locations in the region 

that agree in their x-coordinate but not in all 

their coordinates.) 

Now to remove the simplification. What we 

saw so far was the Knowledge Argument against 

CONSCIOUSNESS 

Materialism taken as a necessary truth, apply- 

ing unrestrictedly to all possible worlds. But we 

materialists usually think that Materialism is a 

contingent truth. We grant that there are spooky 

possible worlds where Materialism is false, but 

we insist that our actual world isn’t one of them. 

If so, then there might after all be two possi- 

bilities that are alike physically but not alike 

simpliciter; but one or both of the two would 

have to be possibilities where Materialism was 

false. Spooky worlds could differ with respect 

to their spooks without differing physically. 

Our minimal Materialism must be a restricted 

supervenience thesis: within a certain class of 

worlds, which includes our actual world, there 

is no difference without physical difference. 

Within that class, any two possibilities just 

alike physically are just alike simpliciter. But 

what delineates the relevant class? (It is trivial 

that our world belongs to some class wherein 

there is no difference without physical dif- 

ference. That will be so however spooky our 

world may be. The unit class of our world is 

one such class, for instance. And so is any class 

that contains our world, and contains no two 

physical duplicates.) I think the relevant class 

should consist of the worlds that have nothing 

wholly alien to this world. The inhabitants of 

such a non-alien world could be made from the 

inhabitants of ours, so to speak, by a process of 

division and recombination. That will make no 

wholly different kinds of things, and no wholly 

different fundamental properties of things.’ 

Our restricted materialist supervenience thesis 

should go as follows: throughout the non-alien 

worlds, there is no difference without physical 
difference. 

If the Hypothesis of Phenomenal Information 

be granted, then the Knowledge Argument re- 

futes this restricted supervenience nearly as 

decisively as it refutes the unrestricted version. 

Consider a possibility that is eliminated by phe- 

nomenal information, but not by any amount 

of physical information. There are two cases. 

Maybe this possibility has nothing that is alien 

to our world. In that case the argument goes as 

before: actuality and the eliminated possibil- 

ity are just alike physically, they are not just 

alike simpliciter; furthermore, both of them fall 
within the restriction to non-alien worlds, so we 
have a counterexample even to restricted super- 
venience. Or maybe instead the eliminated pos- 
sibility does have something X which is alien to 
this world—an alien kind of thing, or maybe an 
alien fundamental property of non-alien things. 
Then the phenomenal information gained by 
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having a new experience has revealed some- 

thing negative: at least in part, it is the informa- 

tion that X is not present. How can that be? If 

there is such a thing as phenomenal informa- 

tion, presumably what it reveals is positive: the 

presence of something hitherto unknown. Not, 

of course, something alien from actuality itself; 

but something alien from actuality as it is in- 

adequately represented by the inexperienced 

and by the materialists. If Mary learns some- 

thing when she finds out what it’s like to see the 

colors, presumably she learns that there’s more 

to the world than she knew before—not less. 

It’s easy to think that phenomenal information 

might eliminate possibilities that are impov- 

erished by comparison with actuality, but that 

would make a counterexample to the restricted 

supervenience thesis. To eliminate possibilities 

without making a counterexample, phenomenal 

information would have to eliminate possibili- 

ties less impoverished than actuality. And how 

can phenomenal information do that? Compare 

ordinary perceptual information. Maybe Jean- 

Paul can just see that Pierre is absent from the 

café, at least if it’s a small café. But how can 
he just see that Pierre is absent from Paris, let 

alone from the whole of actuality? 

(Is there a third case? What if the eliminated 

possibility is in one respect richer than actu- 

ality, in another respect poorer? Suppose the 

eliminated possibility has X, which is alien 

from actuality, but also it lacks Y. Then phe- 

nomenal information might eliminate it by 

revealing the actual presence of Y, without 

having to reveal the actual absence of X—But 

then I say there ought to be a third possibil- 

ity, one with neither X nor Y, poorer and in no 

respect richer than actuality, and again without 

any physical difference from actuality. For why 

should taking away X automatically restore Y? 

Why can’t they vary independently?’ But this 

third possibility differs simpliciter from actual- 

ity without differing physically. Further, it has 

nothing alien from actuality. So we regain a 

counterexample to the restricted supervenience 

thesis.) 

The Knowledge Argument works. There is 

no way to grant the Hypothesis of Phenomenal 

Information and still uphold Materialism. 
Therefore I deny the Hypothesis. I cannot refute 

- it outright. But later I shall argue, first, that it 

is more peculiar, and therefore less tempting, 

that it may at first seem; and, second, that we 

are not forced to accept it, since an alternative 

hypothesis does justice to the way experience 

best teaches us what it’s like. 
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Three More Ways to Miss the 
Point 

The Hypothesis of Phenomenal Information 

characterizes information in terms of eliminated 

possibilities. But there are other conceptions of 

‘information.’ Therefore the Hypothesis has 

look-alikes: hypotheses which say that experi- 

ence produces ‘information’ which could not be 

gained otherwise, but do not characterize this 

‘information’ in terms of eliminated possibili- 

ties. These look-alikes do not work as premises 

for the Knowledge Argument. They do not say 

that phenomenal information eliminates possi- 

bilities that differ, but do not differ physically, 

from uneliminated possibilities. The look-alike 

hypotheses of phenomenal ‘information’ are 

consistent with Materialism, and may very well 

be true. But they don’t make the Knowledge 

Argument go away. Whatever harmless loo- 

kalikes may or may not be true, and whatever 

conception may or may not deserve the name 

‘information,’ the only way to save Materialism 

is fix our attention squarely on the genuine 

Hypothesis of Phenomenal Information, and 

deny it. To avert our eyes, and attend to some- 

thing else, is no substitute for that denial. 

Might a look-alike help at least to this 

extent: by giving us something true that well 

might have beer confused with the genuine 

Hypothesis, thereby explaining how we might 

have believed the Hypothesis although it was 

false? I think not. Each of the look-alikes turns 

out to imply not only that experience can give 

us ‘information’ that no amount of lessons can 

give, but also that lessons in Russian can give 

us ‘information’ that no amount of lessons in 

English can give (and vice versa). I doubt that 

any friend of phenomenal information ever 

thought that the special role of experience in 

teaching what it’s like was on a par with the 

special role of Russian! I will have to say before 

I’m done that phenomenal information is an il- 

lusion, but I think I must look elsewhere for a 

credible hypothesis about what sort of illusion 

it might be. 

The Fourth Way 

If a hidden camera takes photographs of a room, 

the film ends up bearing traces of what went on 

in the room. The traces are distinctive: that is, 

the details of the traces depend on the details 

of what went on, and if what went on had been 

different in any of many ways, the traces would 

have been correspondingly different. So we can 
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say that the traces bear information, and that he 

who has the film has the information. That might 

be said because the traces, plus the way they 

depend on what went on, suffice to eliminate 

possibilities; but instead we might say ‘infor- 

mation’ and just mean ‘distinctive traces.’ If so, 

it’s certainly true that new experience imparts 

‘information’ unlike any that can be gained 

from lessons. Experience and lessons leave dif- 

ferent kinds of traces. That is so whether or not 

the experience eliminates possibilities that the 

lessons leave open. It is equally true, of course, 

that lessons in Russian leave traces unlike any 

that are left by lessons in English, regardless of 

whether the lessons cover the same ground and 

eliminate the same possibilities. 

The Fifth Way 
When we speak of transmission of ‘informa- 

tion,’ we often mean transmission of text. 

Repositories of ‘information,’ such as librar- 

ies, are storehouses of text. Whether the text is 

empty verbiage or highly informative is beside 

the point. Maybe we too contain information by 

being storehouses of text. Maybe there is a lan- 

guage of thought, and maybe the way we believe 

things is to store sentences of this language in 

some special way, or in some special part of our 

brains. In that case, we could say that storing 

away a new sentence was storing away a new 
piece of ‘information,’ whether or not that new 

piece eliminated any possibilities not already 

eliminated by the sentences stored previously. 

Maybe, also, the language of thought is not 

fixed once and for all, but can gain new words. 

Maybe, for instance, it borrows words from 

public language. And maybe, when one has a 

new experience, that causes one’s language of 

thought to gain a new word which denotes that 

experience—a word which could not have been 

added to the language by any other means. If all 

this is so, then when Mary sees colors, her lan- 

guage of thought gains new words, allowing her 

to store away new sentences and thereby gain 

‘information.’ All this about the language of 

thought, the storing of sentences, and the gain- 

ing of words is speculation. But it is plausible 

speculation, even if no longer the only game in 

town. If it is all true, then we have another look- 
alike hypothesis of phenomenal ‘information.’ 

When Mary gains new words and stores new 

sentences, that is ‘information’ that she never 

had before, regardless of whether it eliminates 

any possibilities that she had not eliminated 

already. 

CONSCIOUSNESS 

But again, the special role of experience 

turns out to be on a par with the special role 

of Russian. If the language of thought picks 

up new words by borrowing from public lan- 

guage, then lessons in Russian add new words, 

and result in the storing of new sentences, and 

thereby impart ‘information’ that never could 

have been had from lessons in English. (You 

might say that the new Russian words are mere 

synonyms of old words, or at least old phrases, 

that were there already; and synonyms don’t 

count. But no reason has been given why the 

new inner words created by experience may 

not also be synonyms of old phrases, per- 

haps of long descriptions in the language of 

neurophysiology.) 

The Sixth Way 

A philosopher who is skeptical about possibility, 

as SO many are, may wish to replace possibili- 

ties themselves with linguistic ersatz possibili- 

ties: maximal consistent sets of sentences. And 

he may be content to take ‘consistent’ in a nar- 

rowly logical sense, so that a set with ‘Fred is 

married’ and ‘Fred is a bachelor’ may count as 

consistent, and only an overt contradiction like 

‘Fred is married’ and ‘Fred is not married’ will 

be ruled out.'° The ersatz possibilities might 

also be taken as sets of sentences of the lan- 

guage of thought, if the philosopher believes in 

it. Then if someone’s language of thought gains 

new words, whether as a result of new experi- 

ence or as a result of being taught in Russian, 

the ersatz possibilities become richer and more 

numerous. The sets of sentences that were max- 

imal before are no longer maximal after new 

words are added. So when Mary sees colors 

and her language of thought gains new words, 

there are new ersatz possibilities; and she can 

straightway eliminate some of them. Suppose 

she knows beforehand that she is about to see 

green, and that the experience of seeing green is 

associated with neural firing pattern F. So when 

she sees green and gains the new word G for her 

experience, then straightway there are new, en- 

riched ersatz possibilities with sentences saying 

that she has G without F, and straightway she 

knows enough to eliminate these ersatz possi- 
bilities. (Even if she does not know beforehand 
what she is about to see, straightway she can 
eliminate at least those of her new-found ersatz 
possibilities with sentences denying that she 
then has G.) Just as we can characterize infor- 
mation in terms of elimination of possibilities, 
SO we can characterize ersatz ‘information’ in 
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terms of elimination of ersatz ‘possibilities.’ So 

here we have the closest look-alike hypothesis 

of all, provided that language-of-thoughtism 

is true. But we still do not have the genuine 

Hypothesis of Phenomenal Information, since 

the eliminated ersatz possibility of G without F 

may not have been a genuine possibility at all. 

It may have been like the ersatz possibility of 

married bachelors. 

Curiouser and Curiouser 

The Hypothesis of Phenomenal Information 

is more peculiar than it may at first seem. For 

one thing, because it is opposed to more than 

just Materialism. Some of you may have wel- 

comed the Knowledge Argument because you 

thought all along that physical information was 

inadequate to explain the phenomena of mind. 

You may have been convinced all along that the 

mind could do things that no physical system 

could do: bend spoons, invent new jokes, dem- 

onstrate the consistency of arithmetic, reduce 

the wave packet, or what have you. You may 

have been convinced that the full causal story 

of how the deeds of mind are accomplished in- 

volves the causal interactions not only of mate- 

rial bodies but also of astral bodies; not only 

the vibrations of the electromagnetic field but 

also the good or bad vibes of the psionic field; 

not only protoplasm but ectoplasm. I doubt it, 

but never mind. It’s irrelevant to our topic. The 

Knowledge Argument is targeted against you 

no less than it is against Materialism itself. 

Let parapsychology be the science of all the 

non-physical things, properties, causal pro- 

cesses, laws of nature, and so forth that may 

be required to explain the things we do. Let us 

suppose that we learn ever so much parapsy- 

chology. It will make no difference. Black-and- 

white Mary may study all the parapsychology 

as well as all the psychophysics of color vision, 

but she still won’t know what it’s like. Lessons 

on the aura of Vegemite will do no more for us 

than lessons on its chemical composition. And 

so it goes. Our intuitive starting point wasn’t 

just that physics lessons couldn’t help the in- 

experienced to know what it’s like. It was that 

lessons couldn’t help. If there is such a thing 

as phenomenal information, it isn’t just inde- 

pendent of physical information. It’s indepen- 
dent of every sort of information that could 

be served up in lessons for the inexperienced. 

For it is supposed to eliminate possibilities that 

any amount of lessons leave open. Therefore 

Zoe, 

phenomenal information is not just parapsycho- 

logical information, if such there be. It’s some- 

thing very much stranger. 

The genuine Hypothesis of Phenomenal 

Information, as distinguished from its look- 

alikes, treats information in terms of the 

elimination of possibilities. When we lack in- 

formation, several alternative possibilities are 

open, when we get the information some of the 

alternatives are excluded. But a second peculiar 

thing about phenomenal information is that it 

resists this treatment. (So does logical or math- 

ematical ‘information.’ However, phenomenal 

information cannot be logical or mathematical, 

because lessons in logic and mathematics no 

more teach us what a new experience is like 

than lessons in physics or parapsychology do.) 

When someone doesn’t know what it’s like to 

have an experience, where are the alternative 

open possibilities? I cannot present to myself 

in thought a range of alternative possibilities 

about what it might be like to taste Vegemite. 

That is because I cannot imagine either what 

it is like to taste Vegemite, or any alternative 

way that it might be like but in fact isn’t. (I 

could perfectly well imagine that Vegemite 

tastes just like peanut butter, or something else 

familiar to me, but let’s suppose I’ve been told 

authoritatively that this isn’t so.) I can’t even 

pose the question that phenomenal information 

is supposed to answer: is it this way or that? 

It seems that the alternative possibilities must 

be unthinkable beforehand; and afterward too, 

except for the one that turns out to be actual- 

ized. I don’t say there’s anything altogether 

impossible about a range of unthinkable alter- 

natives; only something peculiar. But it’s pe- 

culiar enough to suggest that we may somehow 

have gone astray. 

From Phenomenal to 

Epiphenomenal 

A third peculiar thing about phenomenal infor- 

mation is that it is strangely isolated from all 

other sorts of information; and this is so regard- 

less of whether the mind works on physical or 

parapsychological principles. The phenomenal 

aspect of the world has nothing to do with ex- 

plaining why people seemingly talk about the 

phenomenal aspect of the world. For instance, 

it plays no part in explaining the movements of 

the pens of philosophers writing treatises about 

phenomenal information and the way experi- 

ence has provided them with it. 
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When Mary gets out of her black-and-white 

cell, her jaw drops. She says ‘At last! So this is 

what it’s like to see colors!’ Afterward she does 

things she couldn’t do before, such as recog- 

nizing a new sample of the first color she ever 

saw. She may also do other things she didn’t do 

before: unfortunate things, like writing about 

phenomenal information and the poverty of 

Materialism. One might think she said what she 

said and did what she did because she came to 
know what it’s like to see colors. Not so, if the 

Hypothesis of Phenomenal Information is right. 

For suppose the phenomenal aspect of the world 

had been otherwise, so that she gained different 

phenomenal information. Or suppose the phe- 

nomenal aspect of the world had been absent 

altogether, as we materialists think it is. Would 

that have made the slightest difference to what 

she did or said then or later? I think not. Making 

a difference to what she does or says means, at 

least in part, making a difference to the mo- 

tions of the particles of which she is composed. 

(Or better: making a difference to the spatio- 
temporal shape of the wave-function of those 

particles. But let that pass.) For how could she 

do or say anything different, if none of her par- 

ticles moved any differently? But if something 

non-physical sometimes makes a difference to 

the motions of physical particles, then physics 

as we know it is wrong. Not just silent, not just 

incomplete—wrong. Either the particles are 

caused to change their motion without benefit of 

any force, or else there is some extra force that 

works very differently from the usual four. To 

believe in the phenomenal aspect of the world, 

but deny that it is epiphenomenal, is to bet 

against the truth of physics. Given the success 

of physics hitherto, and even with due allow- 

ance for the foundational ailments of quantum 

mechanics, such betting is rash! A friend of 

the phenomenal aspect would be safer to join 

Jackson in defense of epiphenomenal qualia. 

But there is more to the case than just an em- 

pirical bet in favor of physics. Suppose there is 

a phenomenal aspect of the world, and suppose 

it does make some difference to the motions of 

Mary’s jaw or the noises out of her mouth. Then 

we can describe the phenomenal aspect, if we 

know enough, in terms of its physical effects. 

It is that on which physical phenomena depend 

in such-and-such way. This descriptive handle 

will enable us to give lessons on it to the inex- 

perienced. But in so far as we can give lessons 

on it, what we have is just parapsychology. That 

whereof we cannot learn except by having the 

experience still eludes us. I do not argue that 
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everything about the alleged distinctive subject 

matter of phenomenal information must be epi- 

phenomenal. Part of it may be parapsychologi- 

cal instead. But I insist that some aspect of it 

must be epiphenomenal. 
Suppose that the Hypothesis of Phenomenal 

Information is true and suppose that V, and V, 

are all of the maximally specific phenomenal 

possibilities concerning what it’s like to taste 

Vegemite; anyone who tastes Vegemite will find 
out which one obtains, and no one else can. And 

suppose that P, and P, are all the maximally spe- 

cific physical possibilities. (Of course we really 

need far more than two Ps, and maybe a friend 

of phenomenal information would want more 

than two Vs, but absurdly small numbers will do 

for an example.) Then we have four alternative 

hypotheses about the causal independence or de- 

pendence of the Ps on the Vs. Each one can be 

expressed as a pair of counterfactual condition- 

als. Two hypotheses are patterns of dependence. 

K,: if V, then P,, if V, then P, 

K,: if V, then P,, if V, then P, 

The other two are patterns of independence. 

Ke if Vi then Py if Mi then Pi 

K;: if Ye then re if NS then Ps 

These dependency hypotheses are, I take it, 

contingent propositions. They are made true, 

if they are, by some contingent feature of the 

world, though it’s indeed a vexed question what 

sort of feature it is.'' Now we have eight joint 
possibilities. 

KVP, 

K,VP, 
K,V,P, 

K,VP, 
K,V,P, 
K.V.P, 

K,V,P, 

KVP, 
Between the four on the top row and the four on 

the bottom row, there is the physical difference 

between P, and P,. Between the four on the left 

and the four on the right, there is the phenom- 

enal difference between V, and V,. And be- 

tween the four on the edges and the four in the 

middle there is a parapsychological difference. 

It is the difference between dependence and in- 

dependence of the physical on the phenomenal; 

between efficacy and epiphenomenalism, so far 
as this one example is concerned. There’s noth- 
ing ineffable about that. Whether or not you’ ve 
tasted Vegemite, and whether or not you can 
conceive of the alleged difference between We 
and V.,, you can still be told whether the physi- 
cal difference between P, and P, does or doesn’t 
depend on some part of the phenomenal aspect 
of the world. 
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Lessons can teach the inexperienced which 

parapsychological possibility obtains, depen- 

dence or independence. Let it be dependence: 

we have either K, or K,. For if we had indepen- 

dence, then already we would have found our 

epiphenomenal difference: namely, the differ- 

ence between V, and V,. And lessons can teach 

the inexperienced which of the two physical 

possibilities obtains. Without loss of generality 

let it be P,. Now two of our original eight joint 

possibilities remain open: K,V|P, and K,V,P.. 

The difference between those is not at all physi- 

cal, and not at all parapsychological: it’s P,, and 

its dependence, in both cases. The difference 

is entirely phenomenal. And also it is entirely 

epiphenomenal. Nothing physical, and nothing 

parapsychological, depends on the difference 

between K,V,P, and K,V,P,. We have the same 

sort of pattern of dependence either way; it’s 

just that the phenomenal possibilities have been 

swapped. Whether it’s independence or whether 

it’s dependence, therefore, we have found an 

epiphenomenal part of the phenomenal aspect 

of the world. It is the residue left behind when 

we remove the parapsychological part. 

Suppose that someday I taste Vegemite, and 

hold forth about how I know at last what it’s 

like. The sound of my holding forth is a physi- 

cal effect, part of the realized physical possibil- 

ity P,. This physical effect is exactly the same 

whether it’s part of the joint possibility K, VP, 

or part of its alternative K,V,P,. It may be 

caused by V, in accordance with K,, or it may 

instead be caused by V, in accordance with K,, 

but it’s the same either way. So it does not occur 

because we have KG; rather than KV or vice 

versa. The alleged difference between these two 

possibilities does nothing to explain the alleged 

physical manifestation of my finding out which 

one of them is realized. It is in that way that 

the difference is epiphenomenal. That makes it 

very queer, and repugnant to good sense. 

The Ability Hypothesis 

So the Hypothesis of Phenomenal Information 

turns out to be very peculiar indeed. It would be 

nice, and not only for materialists, if we could 

reject it. For materialists, it is essential to reject 

it. And we can. There is an alternative hypoth- 

esis about what it is to learn what an experi- 

ence is like: the Ability Hypothesis. Laurence 

Nemirow summarizes it thus: 

some modes of understanding consist, not in 
the grasping of facts, but in the acquisition of 
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abilities. . . . As for understanding an experi- 
ence, we may construe that as an ability to 

place oneself, at will, in a state representative of 

the experience. I understand the experience of 
seeing red if I can at will visualize red. Now it is 
perfectly clear why there must be a special con- 

nection between the ability to place oneself in 
a state representative of a given experience and 
the point of view of experiencer: exercising the 
ability just is what we call ‘adopting the point 
of view of experiencer.’ ... We can, then, come 

to terms with the subjectivity of our understand- 
ing of experience without positing subjective 

facts as the objects of our understanding. This 

account explains, incidentally, the linguistic in- 
communicability of our subjective understand- 
ing of experience (a phenomenon which might 
seem to support the hypothesis of subjective 
facts). The latter is explained as a special case 
of the linguistic incommunicability of abilities 
to place oneself at will in a given state, such as 
the state of having lowered blood pressure, and 
the state of having wiggling cars.!* 

If you have a new experience, you gain abili- 

ties to remember and to imagine. After you taste 

Vegemite, and you learn what it’s like, you can 

afterward remember the experience you had. By 

remembering how it once was, you can after- 

ward imagine such an experience. Indeed, even 

if you eventually forget the occasion itself, you 

will very likely retain your ability to imagine 

such an experience. 
Further, you gain an ability to recognize the 

same experience if it comes again. If you taste 

Vegemite on another day, you will probably 

know that you have met the taste once before. 

And if, while tasting Vegemite, you know 

that it is Vegemite you are tasting, then you 

will be able to put the name to the experience 

if you have it again. Or if you are told noth- 

ing at the time, but later you somehow know 

that it is Vegemite that you are then remem- 

bering or imagining tasting, again you can put 

the name to the experience, or to the memory, 

or to the experience of imagining, if it comes 

again. Here, the ability you gain is an ability 

to gain information if given other information. 

Nevertheless, the information gained is not phe- 

nomenal, and the ability to gain information is 

not the same thing as information itself. 

Earlier, | mentioned ‘knowing what an expe- 

rience is like under a description.’ Now I can 

say that what I meant by this was having the 

ability to remember or imagine an experience 

while also knowing the egocentric proposition 

that what one is then imagining is the experi- 

ence of such-and-such description. One might 

well know what an experience is like under one 
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description, but not under another, One might 

even know what some experience is like, but 

not under any description whatever—unless 

it be some rather trivial description like ‘that 

queer taste that I’m imagining right now.’ That 

is what would happen if you slipped a dab of 

Vegemite into my food without telling me what 

it was: afterward, I would know what it was 

like to taste Vegemite, but not under that de- 

scription, and not under any other non-trivial 

description. It might be suggested that “know- 

ing what it’s like to taste Vegemite’ really 

means what I'd call ‘knowing what it’s like to 

taste Vegemite under the description ‘tasting 

Vegemite’ ‘ ; and if so, knowing what it’s like 

would involve both ability and information. I 

disagree. For surely it would make sense to say: 

‘I know this experience well, I’ve long known 

what it’s like, but only today have I found out 

that it’s the experience of tasting Vegemite.’ 

But this verbal question is unimportant. For the 

information involved in knowing what it’s like 

under a description, and allegedly involved in 

knowing what it’s like, is anyhow not the queer 

phenomenal information that needs rejecting. 

(Is there a problem here for the friend of 

phenomenal information? Suppose he says 

that knowing what it’s like to taste Vegemite 

means knowing that the taste of Vegemite has 

a certain ‘phenomenal character.’ This requires 

putting the name to the taste, so clearly it cor- 

responds to our notion of knowing what it’s like 

to taste Vegemite under the description ‘tast- 

ing Vegemite.’ But we also have our notion of 

knowing what it’s like simpliciter, and what can 

he offer that corresponds to that? Perhaps he 

should answer by appeal to a trivial description, 

as follows: knowing what it’s like simpliciter 

means knowing what it’s like under the trivial 

description ‘taste ’m imagining now,’ and that 

means knowing that the taste one is imagining 

now has a certain phenomenal character.) 

As well as gaining the ability to remember 

and imagine the experience you had, you also 

gain the ability to imagine related experiences 

that you never had. After tasting Vegemite, you 

might for instance become able to imagine tast- 

ing Vegemite ice cream. By performing imagi- 

native experiments, you can predict with some 

confidence what you would do in circumstances 

that have never arisen—whether you’d ask for 

a second helping of Vegemite ice cream, for 
example. 

These abilities to remember and imagine 

and recognize are abilities you cannot gain 

(unless by super-neurosurgery, or by magic) 
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except by tasting Vegemite and learning what 

it’s like. You can’t get them by taking lessons 

on the physics or the parapsychology of the 

experience, or even by taking comprehensive 

lessons that cover the whole of physics and 

parapsychology. The Ability Hypothesis says 

that knowing what an experience is like just is 

the possession of these abilities to remember, 

imagine, and recognize. It isn’t the possession 

of any kind of information, ordinary or pecu- 

liar. It isn’t knowing that certain possibilities 

aren’t actualized. It isn’t knowing-that. It’s 

knowing-how. Therefore it should be no sur- 

prise that lessons won’t teach you what an ex- 

perience is like. Lessons impart information; 

ability is something else. Knowledge-that does 

not automatically provide know-how. 

There are parallel cases. Some know how to 

wiggle their ears; others don’t. If you can’t do 

it, no amount of information will help. Some 

know how to eat with chopsticks, others don’t. 

Information will help up to a point—for in- 

stance, if your trouble is that you hold one 

chopstick in each hand—but no amount of in- 

formation, by itself, will bring you to a very 

high level of know-how. Some know how to 

recognize a C-38 locomotive by sight, others 

don’t. If you don’t, it won’t much help if you 

memorize a detailed geometrical descrip- 

tion of its shape, even though that does all 

the eliminating of possibilities that there is to 

be done. (Conversely, knowing the shape by 

sight doesn’t enable you to write down the geo- 

metrical description.) Information very often 

contributes to know-how, but often it doesn’t 
contribute enough. That’s why music students 

have to practice. 

Know-how is ability. But of course some 
aspects of ability are in no sense knowledge: 

strength, sufficient funds. Other aspects of abil- 

ity are, purely and simply, a matter of infor- 

mation. If you want to know how to open the 

combination lock on the bank vault, informa- 

tion is all you need. It remains that there are 

aspects of ability that do not consist simply of 

possession of information, and that we do call 
knowledge. The Ability Hypothesis holds that 
knowing what an experience is like is that sort 
of knowledge. 

If the Ability Hypothesis is the correct analysis 
of knowing what an experience is like, then phe- 
nomenal information is an illusion. We ought to 
explain that illusion. It would be feeble, I think, 
just to say that we’re fooled by the ambiguity 
of the word ‘know’: we confuse ability with in- 
formation because we confuse knowledge in the 
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sense of knowing-how with knowledge in 

the sense of knowing-that. There may be two 

senses of the word ‘know,’ but they are well and 

truly entangled. They mark the two pure end- 

points of a range of mixed cases. The usual thing 

is that we gain information and ability together. 

If so, it should be no surprise if we apply to pure 

cases of gaining ability, or to pure cases of gain- 

ing information, the same word ‘know’ that we 

apply to all the mixed cases. 

Along with information and ability, ac- 

quaintance is a third element of the mixture. If 

Lloyd George died too soon, there’s a sense in 

which Father never can know him. Information 

won’t do it, even if Father is a most thorough 

biographer and the archives are very complete. 

(And the trouble isn’t that there’s some very 

special information about someone that you 

can only get by being in his presence.) Know- 

how won’t do it either, no matter how good 

Father may be at imagining Lloyd George, 

seemingly remembering him, and recognizing 

him. (Father may be able to recognize Lloyd 

George even if there’s no longer any Lloyd 

George to recognize—if per impossible he did 

turn up, Father could tell it was him.) Again, 

what we have is not just a third separate sense 

of ‘know.’ Meeting someone, gaining a lot of 

information about him that would be hard to 

gain otherwise, and gaining abilities regarding 

him usually go together. The pure cases are 

exceptions. 

A friend of phenomenal information will 

agree, of course, that when we learn what an 

experience is like, we gain abilities to remem- 

ber, imagine, and recognize. But he will say 

that it is because we gain phenomenal infor- 

mation that we gain the abilities. He might 
even say the same about other cases of gaining 

know-how: you can recognize the C-38 when 

you have phenomenal information about what 

it’s like to see that shape, you can eat with 

chopsticks or wiggle your ears when you gain 

phenomenal information about the experience 

of doing so, and so on. What should friends 

of the Ability Hypothesis make of this? Is he 
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offering a conjecture, which we must reject, 

about the causal origin of abilities? I think not. 

He thinks, as we do, that experiences leave dis- 

tinctive traces in people, and that these traces 

enable us to do things. Likewise being taught 

to recognize a C-38 or to eat with chopsticks, 

or whatever happens on first wiggling the ears, 

leave traces that enable us to do things after- 

ward. That much is common ground. He also 

interprets these enabling traces as representa- 

tions that bear information about their causes. 

(If the same traces had been caused in some de- 

viant way they might perhaps have carried mis- 

information.) We might even be able to accept 

that too. The time for us to quarrel comes only 

when he says that these traces represent special 

phenomenal facts, facts which cannot be repre- 

sented in any other way, and therefore which 

cannot be taught in physics lessons or even in 

parapsychology lessons. That is the part, and 

the only part, which we must reject. But that is 

no part of his psychological story about how we 

gain abilities. It is just a gratuitous metaphysi- 

cal gloss on that story. 

We say that learning what an experience 

is like means gaining certain abilities. If the 

causal basis for those abilities turns out also to 

be a special kind of representation of some sort 

of information, so be it. We need only deny that 

it represents a special kind of information about 

a special subject matter. Apart from that it’s up 

for grabs what, if anything, it may represent. 

The details of stimuli: the chemical composi- 

tion of Vegemite, reflectances of surfaces, the 

motions of well-handled chopsticks or of ears? 

The details of inner states produced by those 

stimuli: patterns of firings of nerves? We could 

agree to either, so long as we did not confuse 

‘having information’ represented in this special 

way with having the same information in the 

form of knowledge or belief. Or we could dis- 

agree. Treating the ability-conferring trace as a 

representation is optional. What’s essential is 

that when we learn what an experience is like 

by having it, we gain abilities to remember, 

imagine, and recognize. 
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Naming and Necessity 
Saul A. Kripke 

... I finally turn to an all too cursory discus- 

sion of the application of the foregoing consid- 

erations to the identity thesis. Identity theorists 

have been concerned with several distinct types 

of identifications: of a person with his body, 

of a particular sensation (or event or state of 

having the sensation) with a particular brain 

state (Jones’s pain at 06:00 was his C-fiber 

stimulation at that time), and of types of mental 

states with the corresponding types of physi- 

cal states (pain is the stimulation of C-fibers). 

Each of these, and other types of identifica- 

tions in the literature, present analytical prob- 

lems, rightly raised by Cartesian critics, which 

cannot be avoided by a simple appeal to an 

alleged confusion of synonymy with identity. I 

should mention that there is of course no obvi- 

ous bar, at least (I say cautiously) none which 

should occur to any intelligent thinker on a first 

reflection just before bedtime, to advocacy of 

some identity theses while doubting or deny- 

ing others. For example, some philosophers 
have accepted the identity of particular sensa- 
tions with particular brain states while denying 
the possibility of identities between mental and 
physical types.' I will concern myself primarily 
with the type-type identities, and the philoso- 
phers in question will thus be immune to much 
of the discussion; but I will mention the other 
kinds of identities briefly. 

From Naming and Necessity (Cambridge, MA: Harvard University Press, 1980), pp. 144-55. 
Copyright © 1972, 1980 Saul A. Kripke. Reprinted with permission of the publisher. 
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Descartes, and others following him, argued 

that a person or mind is distinct from his body, 

since the mind could exist without the body. He 

might equally well have argued the same con- 

clusion from the premise that the body could 

have existed without the mind.? Now the one 

response which I regard as plainly inadmissible 

is the response which cheerfully accepts the 

Cartesian premise while denying the Cartesian 

conclusion, Let ‘Descartes’ be a name, or rigid 

designator, of a certain person, and let ‘B’ be a 

rigid designator of his body. Then if Descartes 

were indeed identical to B, the supposed iden- 

tity, being an identity between two rigid des- 

ignators, would be necessary, and Descartes 

could not exist without B and B could not exist 

without Descartes. The case is not at all com- 

parable to the alleged analogue, the identity 

of the first Postmaster General with the inven- 

tor of bifocals. True, this identity obtains de- 

spite the fact that there could have been a first 

Postmaster General even though bifocals had 

never been invented. The reason is that ‘the in- 

ventor of bifocals’ is not a rigid designator; a 

world in which no one invented bifocals is not 

ipso facto a world in which Franklin did not 

exist. The alleged analogy therefore collapses; a 

philosopher who wishes to refute the Cartesian 

conclusion must refute the Cartesian premise, 

and the latter task is not trivial. 

Let ‘A’ name a particular pain sensation, and 

let ‘B’ name the corresponding brain state, or the 

brain state some identity theorist wishes to iden- 

tify with A. Prima facie, it would seem that it is 

at least logically possible that B should have ex- 

isted (Jones’s brain could have been in exactly 

that state at the time in question) without Jones 

feeling any pain at all, and thus without the 

presence of A. Once again, the identity theorist 

cannot admit the possibility cheerfully and pro- 

ceed from there; consistency, and the principle 

of the necessity of identities using rigid designa- 

tors, disallows any such course. If A and B were 

identical, the identity would have to be neces- 

sary. The difficulty can hardly be evaded by ar- 

guing that although B could not exist without A, 

being a pain is merely a contingent property of 

A, and that therefore the presence of B without 

pain does not imply the presence of B without A. 

Can any case of essence be more obvious than 

the fact that being a pain is a necessary property 

of each pain? The identity theorist who wishes 
to adopt the strategy in question must even argue 

that being a sensation is a contingent property of 

A, for prima facie it would seem logically pos- 

sible that B could exist without any sensation 
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with which it might plausibly be identified. 

Consider a particular pain, or other sensation, 

that you once had. Do you find it at all plausible 

that that very sensation could have existed with- 

out being a sensation, the way a certain inventor 

(Franklin) could have existed without being an 

inventor? 

I mention this strategy because it seems to 

me to be adopted by a large number of identity 

theorists. These theorists, believing as they do 

that the supposed identity of a brain state with 

the corresponding mental state is to be analyzed 

on the paradigm of the contingent identity of 

Benjamin Franklin with the inventor of bifo- 

cals, realize that just as his contingent activity 

made Benjamin Franklin into the inventor of bi- 

focals, so some contingent property of the brain 

state must make it into a pain. Generally they 

wish this property to be one statable in physical 

or at least ‘topic-neutral’ language, so that the 

materialist cannot be accused of positing irre- 

ducible nonphysical properties. A typical view 

is that being a pain, as a property of a physical 

state, is to be analyzed in terms of the ‘causal 

role’ of the state,* in terms of the characteristic 

stimuli (e.g., pinpricks) which cause it and the 

characteristic behavior it causes. I will not go 

into the details of such analyses, even though 

I usually find them faulty on specific grounds 

in addition to the general modal considerations 

I argue here. All I need to observe here is that 

the ‘causal role’ of the physical state is regarded 

by the theorists in question as a contingent 

property of the state, and thus it is supposed to 

be a contingent property of the state that it is 

a mental state at all, let alone that it is some- 

thing as specific as a pain. To repeat, this notion 

seems to me self-evidently absurd. It amounts 

to the view that the very pain I now have could 

have existed without being a mental state at all. 

I have not discussed the converse prob- 

lem, which is closer to the original Cartesian 

consideration—namely, that just as it seems 

that the brain state could have existed without 
any pain, so it seems that the pain could have 

existed without the corresponding brain state. 

Note that being a brain state is evidently an es- 

sential property of B (the brain state). Indeed, 

even more is true: not only being a brain state, 

but even being a brain state of a specific type 

is an essential property of B. The configuration 

of brain cells whose presence at a given time 

constitutes the presence of B at that time is es- 

sential to B, and in its absence B would not have 

existed. Thus someone who wishes to claim that 

the brain state and the pain are identical must 
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argue that the pain A could not have existed 

without a quite specific type of configuration 

of molecules. If A = B, then the identity of A 

with B is necessary, and any essential property 

of one must be an essential property of the other. 

Someone who wishes to maintain an identity 

thesis cannot simply accept the Cartesian in- 

tuitions that A can exist without B, that B can 

exist without A, that the correlative presence of 

anything with mental properties is merely con- 

tingent to B, and that the correlative presence of 

any specific physical properties is merely con- 

tingent to A. He must explain these intuitions 

away, showing how they are illusory. This task 

may not be impossible; we have seen above how 

some things which appear to be contingent turn 
out, on closer examination, to be necessary. The 

task, however, is obviously not child’s play, and 

we shall see below how difficult it is. 

The final kind of identity, the one which I 

said would get the closest attention, is the type- 

type sort of identity exemplified by the identifi- 

cation of pain with the stimulation of C-fibers. 

These identifications are supposed to be analo- 

gous with such scientific type-type identifi- 

cations as the identity of heat with molecular 

motion, of water with hydrogen hydroxide, and 

the like. Let us consider, as an example, the 

analogy supposed to hold between the material- 

ist identification and that of heat with molecular 

motion; both identifications identify two types 

of phenomena. The usual view holds that the 

identification of heat with molecular motion 

and of pain with the stimulation of C-fibers 

are both contingent. We have seen above that 

since ‘heat’ and ‘molecular motion’ are both 

rigid designators, the identification of the phe- 

nomena they name is necessary. What about 

‘pain’ and ‘C-fiber stimulation’? It should be 

clear from the previous discussion that ‘pain’ is 

a rigid designator of the type, or phenomenon, 

it designates: if something is a pain it is essen- 

tially so, and it seems absurd to suppose that 

pain could have been some phenomenon other 

than the one it is. The same holds for the term 

‘C-fiber stimulation,’ provided that ‘C-fibers’ is 

a rigid designator, as I will suppose here. (The 

supposition is somewhat risky, since I know 

virtually nothing about C-fibers, except that the 

stimulation of them is said to be correlated with 

pain.’ The point is unimportant; if ‘C-fibers’ is 

not a rigid designator, simply replace it by one 

which is, or suppose it used as a rigid designator 

in the present context.) Thus the identity of pain 

with the stimulation of C-fibers, if true, must be 

necessary. 

CONSCIOUSNESS 

So far the analogy between the identifica- 

tion of heat with molecular motion and pain 

with the stimulation of C-fibers has not failed; 

it has merely turned out to be the opposite of 

what is usually thought—both, if true, must be 

necessary. This means that the identity theorist 

is committed to the view that there could not 

be a C-fiber stimulation which was not a pain 

nor a pain which was not a C-fiber stimulation. 

These consequences are certainly surprising and 

counterintuitive, but let us not dismiss the iden- 

tity theorist too quickly. Can he perhaps show 

that the apparent possibility of pain not having 

turned out to be C-fiber stimulation, or of there 

being an instance of one of the phenomena which 

is not an instance of the other, is an illusion of 

the same sort as the illusion that water might 

not have been hydrogen hydroxide, or that heat 

might not have been molecular motion? If so, he 

will have rebutted the Cartesian, not, as in the 

conventional analysis, by accepting his prem- 

ise while exposing the fallacy of his argument, 

but rather by the reverse—while the Cartesian 

argument, given its premise of the contingency 

of the identification, is granted to yield its con- 

clusion, the premise is to be exposed as superfi- 

cially plausible but false. 

Now I do not think it likely that the iden- 

tity theorist will succeed in such an endeavor. 

I want to argue that, at least, the case cannot 

be interpreted as analogous to that of scientific 
identification of the usual sort, as exemplified 

by the identity of heat and molecular motion. 

What was the strategy used above to handle 

the apparent contingency of certain cases of 

the necessary a posteriori? The strategy was 

to argue that although the statement itself is 

necessary, someone could, qualitatively speak- 

ing, be in the same epistemic situation as the 

original, and in such a situation a qualitatively 

analogous statement could be false. In the case 

of identities between two rigid designators, the 

strategy can be approximated by a simpler one: 

Consider how the references of the designators 

are determined; if these coincide only contin- 

gently, it is this fact which gives the original 
statement its illusion of contingency. In the case 
of heat and molecular motion, the way these 
two paradigms work out is simple. When some- 
one says, inaccurately, that heat might have 
turned out not to be molecular motion, what is 
true in what he says is that someone could have 
sensed a phenomenon in the same way we sense 
heat, that is, feels it by means of its production 
of the sensation we call ‘the sensation of heat’ 
(call it “S’), even though that phenomenon was 
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not molecular motion. He means, additionally, 

that the planet might have been inhabited by 

creatures who did not get S when they were 

in the presence of molecular motion, though 

perhaps getting it in the presence of something 

else. Such creatures would be, in some quali- 

tative sense, in the same epistemic situation as 

we are, they could use a rigid designator for the 

phenomenon that causes sensation S in them 

(the rigid designator could even be ‘heat’), yet 

it would not be molecular motion (and therefore 

not heat!), which was causing the sensation. 

Now can something be said analogously to 

explain away the feeling that the identity of 

pain and the stimulation of C-fibers, if it is a 

scientific discovery, could have turned out oth- 

erwise? I do not see that such an analogy is 

possible. In the case of the apparent possibility 

that molecular motion might have existed in the 

absence of heat, what seemed really possible 

is that molecular motion should have existed 

without being felt as heat, that is, it might have 

existed without producing the sensation S, the 

sensation of heat. In the appropriate sentient 

beings is it analogously possible that a stimu- 

lation of C-fibers should have existed without 

being felt as pain? If this is possible, then the 

stimulation of C-fibers can itself exist with- 

out pain, since for it to exist without being felt 

as pain is for it to exist without there being any 

pain. Such a situation would be in flat out con- 

tradiction with the supposed necessary identity 

of pain and the corresponding physical state, 

and the analogue holds for any physical state 

which might be identified with a corresponding 

mental state. The trouble is that the identity the- 

orist does not hold that the physical state merely 

produces the mental state, rather he wishes the 

two to be identical and thus a fortiori neces- 

sarily co-occurrent. In the case of molecular 

motion and heat there is something, namely, 

the sensation of heat, which is an intermedi- 

ary between the external phenomenon and the 

observer. In the mental-physical case no such 

intermediary is possible, since here the physical 
phenomenon is supposed to be identical with 

the internal phenomenon itself. Someone can 

be in the same epistemic situation as he would 

be if there were heat, even in the absence of 

heat, simply by feeling the sensation of heat; 

and even in the presence of heat, he can have 

the same evidence as he would have in the ab- 

sence of heat simply by lacking the sensation 

S. No such possibility exists in the case of pain 

and other mental phenomena. To be in the same 

epistemic situation that would obtain if one had 
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a pain is to have a pain; to be in the same epis- 

temic situation that would obtain in the absence 

of a pain is not to have a pain. The apparent 

contingency of the connection between the 

mental state and the corresponding brain state 

thus cannot be explained by some sort of quali- 

tative analogue as in the case of heat. 

We have just analyzed the situation in terms 

of the notion of a qualitatively identical epis- 

temic situation. The trouble is that the notion 

of an epistemic situation qualitatively identical 

to one in which the observer had a sensation $ 

simply is one in which the observer had that 

sensation. The same point can be made in terms 

of the notion of what picks out the reference of 

a rigid designator. In the case of the identity of 

heat with molecular motion the important con- 

sideration was that although ‘heat’ is a rigid 

designator, the reference of that designator was 

determined by an accidental property of the ref- 

erent, namely the property of producing in us 

the sensation S. It is thus possible that a phe- 
nomenon should have been rigidly designated 

in the same way as a phenomenon of heat, with 

its reference also picked out by means of the 

sensation S, without that phenomenon being 

heat and therefore without its being molecular 

motion. Pain, on the other hand, is not picked 

out by one of its accidental properties; rather 

it is picked out by the property of being pain 

itself, by its immediate phenomenological qual- 

ity. Thus pain, unlike heat, is not only rigidly 

designated by ‘pain’ but the reference of the 

designator is determined by an essential prop- 

erty of the referent. Thus it is not possible to say 

that although pain is necessarily identical with 

a certain physical state, a certain phenomenon 

can be picked out in the same way we pick out 

pain without being correlated with that physical 

state. If any phenomenon is picked out in ex- 

actly the same way that we pick out pain, then 

that phenomenon is pain. 

Perhaps the same point can be made more 

vivid without such specific reference to the 

technical apparatus in these lectures. Suppose 

we imagine God creating the world; what does 

He need to do to make the identity of heat and 

molecular motion obtain? Here it would seem 

that all He needs to do is to create the heat, that 

is, the molecular motion itself. If the air mol- 

ecules on this earth are sufficiently agitated, if 

there is a burning fire, then the earth will be hot 

even if there are no observers to see it. God cre- 

ated light (and thus created streams of photons, 

according to present scientific doctrine) before 

He created human and animal observers; and 
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the same presumably holds for heat. How then 

does it appear to us that the identity of molecu- 

lar motion with heat is a substantive scientific 

fact, that the mere creation of molecular motion 

still leaves God with the additional task of 

making molecular motion into heat? This feel- 

ing is indeed illusory, but what is a substantive 

task for the Deity is the task of making mo- 

lecular motion felt as heat. To do this He must 

create some sentient beings to ensure that the 

molecular motion produces the sensation S in 

them. Only after he has done this will there be 

beings who can learn that the sentence ‘Heat is 

the motion of molecules’ expresses an a poste- 

riori truth in precisely the same way that we do. 

What about the case of the stimulation of 

C-fibers? To create this phenomenon, it would 

seem that God need only create beings with 

C-fibers capable of the appropriate type of 

physical stimulation; whether the beings are 

conscious or not is irrelevant here. It would 

seem, though, that to make the C-fiber stimu- 
lation correspond to pain, or be felt as pain, 

God must do something in addition to the 

mere creation of the C-fiber stimulation; He 

must let the creatures feel the C-fiber stimula- 

tion as pain, and not as a tickle, or as warmth, 

or as nothing, as apparently would also have 

been within His powers. If these things in fact 

are within His powers, the relation between 

the pain God creates and the stimulation of 

C-fibers cannot be identity. For if so, the stim- 

ulation could exist without the pain; and since 

‘pain’ and ‘C-fiber stimulation’ are rigid, this 

fact implies that the relation between the two 

phenomena is not that of identity. God had to 

do some work, in addition to making the man 

himself, to make a certain man be the inventor 

of bifocals; the man could well exist without 

inventing any such thing. The same cannot be 

said for pain; if the phenomenon exists at all, 

no further work should be required to make it 

into pain. 

In sum, the correspondence between a brain 

state and a mental state seems to have a cer- 

tain obvious element of contingency. We have 

CONSCIOUSNESS 

seen that identity is not a relation which can 

hold contingently between objects. Therefore, 

if the identity thesis were correct, the element 

of contingency would not lie in the relation be- 

tween the mental and physical states. It cannot 

lie, as in the case of heat and molecular motion, 

in the relation between the phenomenon (= heat 

= molecular motion) and the way it is felt or ap- 

pears (sensation S), since in the case of mental 

phenomena there is no ‘appearance’ beyond the 

mental phenomenon itself. 
Here I have been emphasizing the possibility, 

or apparent possibility, of a physical state with- 

out the corresponding mental state. The reverse 

possibility, the mental state (pain) without the 

physical state (C-fiber stimulation) also pres- 

ents problems for the identity theorists which 

cannot be resolved by appeal to the analogy of 

heat and molecular motion. 

I have discussed similar problems more 

briefly for views equating the self with the 

body, and particular mental events with par- 

ticular physical events, without discussing pos- 

sible countermoves in the same detail as in the 

type-type case. Suffice it to say that I suspect 

that the considerations given indicate that the 

theorist who wishes to identify various particu- 

lar mental and physical events will have to face 

problems fairly similar to those of the type-type 

theorist; he too will be unable to appeal to the 

standard alleged analogues. 

That the usual moves and analogies are not 

available to solve the problems of the identity 

theorist is, of course, no proof that no moves 

are available. I certainly cannot discuss all the 

possibilities here. I suspect, however, that 

the present considerations tell heavily against 

the usual forms of materialism. Materialism, I 

think, must hold that a physical description of 

the world is a complete description of it, that 

any mental facts are ‘ontologically dependent’ 

on physical facts in the straight-forward sense 

of following from them by necessity. No iden- 
tity theorist seems to me to have made a con- 
vincing argument against the intuitive view 
that this is not the case.> 

NOTES 

Part of this paper derives from a lecture at LaTrobe 

University in 1981. I thank LaTrobe for support in 
1981, Harvard University for support under a Santayana 
Fellowship in 1988, and Frank Jackson for very helpful 
discussion. 

1. Thomas Nagel and Donald Davidson are notable ex- 

amples. Their views are very interesting, and I wish 

I could discuss them in further detail. It is doubtful 
that such philosophers wish to call themselves ‘ma- 
terialists.’ Davidson, in particular, bases his case for 
his version of the identity theory on the supposed 
impossibility of correlating psychological properties 
with physical ones. 
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The argument against token-token identification 
in the text does apply to these views. 

Of course, the body does exist without the mind 
and presumably without the person, when the body 

is a corpse. This consideration, if accepted, would 

already show that a person and his body are dis- 

tinct. (See David Wiggins, “On Being at the Same 

Place at the Same Time,” Philosophical Review 77 

[1968]: pp. 90-95.) Similarly, it can be argued that 
a statue is not the hunk of matter of which it is com- 
posed. In the latter case, however, one might say 

instead that the former is ‘nothing over and above’ 

the latter; and the same device might be tried for the 

relation of the person and the body. The difficulties 
in the text would not then arise in the same form, 
but analogous difficulties would appear. A theory 

that a person is nothing over and above his body 
in the way that a statue is nothing over and above 
the matter of which it is composed, would have to 

hold that (necessarily) a person exists if and only if 
his body exists and has a certain additional physi- 
cal organization. Such a thesis would be subject to 
modal difficulties similar to those besetting the or- 
dinary identity thesis, and the same would apply to 

suggested analogues replacing the identification of 

mental states with physical states. A further discus- 
sion of this matter must be left for another place. 
Another view which I will not discuss, although I 
have little tendency to accept it and am not even cer- 

tain that it has been set out with genuine clarity, is 

the so-called functional state view of psychological 

concepts. 
For example, David Armstrong, A Materialist 

Theory of the Mind, London and New York, 1968, 

see the discussion review, “Armstrong on the Mind” 

by Thomas Nagel, Philosophical Review 79 (1970): 

pp. 394-403; and David Lewis, “An Argument for 

the Identity Theory,” The Journal of Philosophy, 63: 

1, 1966, pp. 17-25. 

I have been surprised to find that at least one able 

listener took my use of such terms as ‘correlated 

with,’ ‘corresponding to,’ and the like as already 

begging the question against the identity thesis. 

The identity thesis, so he said, is not the thesis that 
pains and brain states are correlated, but rather 
that they are identical. Thus my entire discussion 
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presupposes the anti-materialist position that I set 
out to prove. Although I was surprised to hear an 
objection which concedes so little intelligence to the 
argument, I have tried especially to avoid the term 

‘correlated’ which seems to give rise to the objec- 

tion. Nevertheless, to obviate misunderstanding, I 
shall explain my usage. Assuming, at least argu- 

endo, that scientific discoveries have turned out so 
as not to refute materialism from the beginning, both 

the dualist and the identity theorist agree that there 

is a correlation or correspondence between mental 

states and physical states. The dualist holds that the 
‘correlation’ relation in question is irreflexive; the 
identity theorist holds that it is simply a special case 
of the identity relation. Such terms as ‘correlation’ 

and ‘correspondence’ can be used neutrally without 

prejudging which side is correct. 

Having expressed these doubts about the identity 

theory in the text, [ should emphasize two things: 

first, identity theorists have presented positive ar- 

guments for their view, which I certainly have not 

answered here. Some of these arguments seem to 

me to be weak or based on ideological prejudices, 

but others strike me as highly compelling arguments 
which I am at present unable to answer convincingly. 

Second, rejection of the identity thesis does not 
imply acceptance of Cartesian dualism. In fact, my 
view above that a person could not have come from 
a different sperm and egg from the ones from which 
he actually originated implicitly suggests a rejection 

of the Cartesian picture. If we had a clear idea of the 
soul or the mind as an independent, subsistent, spiri- 

tual entity, why should it have to have any necessary 
connection with particular material objects such as 

a particular sperm or a particular egg? A convinced 

dualist may think that my views on sperms and eggs 

beg the question against Descartes. I would tend to 

argue the other way; the fact that it is hard to imag- 

ine me coming from a sperm and egg different from 

my actual origins seems to me to indicate that we 

have no such clear conception of a soul or self. In 

any event, Descartes’ notion seems to have been 

rendered dubious ever since Hume’s critique of the 
notion of a Cartesian self. I regard the mind-body 

problem as wide open and extremely confusing. 



Acquaintance and the mind-body 
problem 
Katalin Balog 

I wished to represent, in my own way, according 

to my own ideas, the material that was given to 
me, my material, myself... But there is some- 

thing that I—perhaps understandably—didn’t 
take into account: that we cannot ever represent 

ourselves to ourselves. ' 

In this chapter I will lay the groundwork for an 

account of acquaintance and discuss the con- 

sequences of the account for the metaphysics 

of mind. Acquaintance is a unique epistemo- 

logical relation that relates a person to her own 

phenomenally conscious states and processes 

directly, incorrigibly, and in a way that seems 

to reveal their essence.? When one is aware of 
a phenomenal state in the process of having 

it, something essential about it is revealed, di- 

rectly and incorrigibly—namely, what it is like 

to have it. Such an epistemic relation has struck 

many philosophers as deeply mysterious. One 

of the aims of this chapter is to dispel some of 
the mystery by providing an account of direct 

phenomenal concepts. These are the concepts 

deployed when a person is acquainted with 

her own conscious states in introspection, e.g., 

when I think to myself ‘I have felt this in my 

shoulder before’ upon noticing a familiar feel- 

ing as I throw a Frisbee. For reasons that will 

become clear | call my proposal ‘the quotational 

account of direct phenomenal concepts.’ The 

quotational account is a speculative proposal 

about human mental architecture. Although 

it is neutral between physicalist and dualist 

accounts of qualia in that both metaphysical 

views are compatible with it, if the general cog- 

nitive architecture invoked in it turns out to be 

correct physicalism scores a strategic victory. 

This is because the general cognitive architec- 

ture invoked in the quotational account has the 

resources to explain the nature of acquaintance. 

Therefore it obviates the need to explain ac- 

quaintance by way of appealing to the special, 

irreducibly mental, non-physical nature of phe- 

nomenal consciousness. 
This chapter has two aims. The first is to elab- 

orate on an account of phenomenal concepts 

that, in my view, yields a satisfying physicalist 

account of acquaintance. The second, related 

goal, is to show how such an account can be 

used as a powerful and quite general response 

to a whole slew of recent arguments against 

physicalism. I will start by briefly introducing 

these arguments. 

1 Physicalism, Dualism, and 

the Zombie Argument 

According to physicalism, the world’s funda- 

mental ontology is physical and the best account 

of that ontology is provided by fundamental 

physics. Contemporary physics tells us that this 

ontology consists of particles, strings, and fields 

of various types that occupy space-time (or bear 

spatiotemporal relations to one another) and 

possess a limited number of quantitative prop- 

erties (mass, charge, electromagnetic potential, 

and so on). Physics also claims that there are 

only a few fundamental dynamical and perhaps 

non-dynamical laws that govern the structure 

of space-time and the evolution of its occu- 

pants. Physicalism thus understood is defined 

as follows: all truths, including truths about 

phenomenal consciousness, are metaphysi- 

cally necessitated by the complete physical 

truth about the world.* This is the Physicalist 
Entailment Thesis (Phys): 

(Phys) For all true statements T, 1] (P > T)4 

where P is the complete fundamental physical 

description of the world including the funda- 
mental physical laws and also including a state- 
ment to the effect that it is complete.> 

From New Perspectives on Type Identity: The Mental and the Physical, Simone Gozzano & 
Christopher S. Hill (eds.), pp. 16-43, Cambridge University Press, 2012. 
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If there are psychological truths—for exam- 

ple, that Mary knows what it is like to see red— 

that are not necessitated by P then physicalism 
is false. 

According to dualism, the complete physi- 

cal description of our world doesn’t neces- 

sitate all mental truths: P leaves something 

out. Contemporary dualists generally do not 

think—as Descartes did—that what is left out 

are basic mental entities but they do maintain 

that there are basic mental (and proto-mental) 

properties, in particular, that there are basic 

phenomenal properties. They also usually 

think that there are fundamental laws that link 

phenomenal properties to certain properties of 

physical systems.° By their lights a complete 

description of our universe must include truths 

about where, when, and which conscious states 

are exemplified. 

I won’t rehearse the reasons to believe that 

physicalism is true.’ But I will discuss some 
arguments that have persuaded many philoso- 

phers that physicalism is not true.® 
There is a line of argument going back at 

least to Descartes’ argument for the distinctness 

of mind and body that claims to show that phys- 

icalism is indeed false. In fact, these arguments 

can be understood to conclude, on the basis of 

a priori considerations, that no world where 

phenomenal properties are exemplified can be 

a purely physical world. The descendant of this 

argument that has received the most attention 

in the last decade is David Chalmers’ “Zombie 

Argument.’ 

Chalmers’ most recent formulation of 

the zombie argument (Chalmers 2009) is as 

follows: 

The zombie argument 

(1) P&~Q is conceivable.’ 
(2) If P&~Q is conceivable then P&~Q is 

metaphysically possible (CP principle). 

(3) If P&~Q is metaphysically possible then 

physicalism is false. 

(4) Physicalism is false. 

By ‘statement S is conceivable’ Chalmers 1996 

means ‘S cannot be ruled out a priori.’ Later 

Chalmers 2002 introduces a battery of con- 

ceivability concepts. For my present purposes 

I will bracket the complications that these dif- 

ferent notions of conceivability introduce into 

the debate.'° 
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The zombie argument is valid. Premise (3) is 

entailed by the proposition that Phys is a neces- 

sary condition for physicalism.'! Philosophers 
who think that there is a functional or represen- 

tational analysis of phenomenal consciousness 

reject (1).!* But I agree with Chalmers that there 

is no functional or representational analysis of 

phenomenal consciousness and that no physi- 

cal description a priori entails any positive phe- 

nomenal description. Later I will offer some 

considerations based on the nature of phenom- 

enal concepts for why this is so, but for now 

I will just assume that (1) is true. So for both 

Chalmers and me the crucial premise in the ar- 

gument is (2).'° 

How can physicalists respond to the zombie 

argument and its ilk? In Balog 1999 I refuted 

the zombie argument by arguing that if it is 

sound then it follows—given a few plausible 

assumptions—that a zombie counterpart to this 

argument is also sound. But it is not, hence the 

conceivability argument is unsound as well. 

However, in another paper (Balog, ‘luminati, 

Zombies, and Metaphysical Gridlock,’ un- 

published MS) I show that Chalmers’ zombie 

conceivability argument can be modified in a 

way that makes it resistant to this refutation. 

Here I propose to follow an approach—dubbed 
by Stoljar 2005 as the ‘phenomenal concepts 

strategy —that answers this new version of 

Chalmers’ argument as well as other dualist ar- 

guments"* by proposing a physicalist account of 

phenomenal concepts. 

2 Desiderata for an Account 
of Phenomenal Concepts 

Consciousness appears puzzling for many 

reasons—not just because of the conceivability 

of zombies. Below 1s a list of those features that 

seem most intractable for physicalism. I have 
gleaned these from the philosophical literature, 

but they also mostly strike me as what a non- 

philosopher would say, if not quite in these 

words. I suggest that a successful account of 

phenomenal concepts will explain these fea- 

tures, or most of them, since the traditional puz- 

zles about consciousness are mostly epistemic 

in nature. 

(1) Only subjects who have undergone 

or are currently undergoing the rel- 

evant phenomenal states can token the 
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corresponding phenomenal concepts. 

This underlies Jackson’s 1982 knowledge 

argument and is widely accepted.'° 
(2) Asymmetric epistemology. We are di- 

rectly aware of our own conscious states 

in ways no one else can be. One can be 

aware of one’s conscious states simply by 

attending to them; to be aware of others’ 

conscious states one has to observe their 

behavior. No one seems to contest this 

observation except Wittgensteinians and 

analytic behaviorists. 

(3) Transparency: when one turns one’s at- 

tention to one’s Own conscious percep- 

tual experience, one can become aware 

of the features of the objects perceived. 

There is a stronger version of the trans- 

parency thesis advocated by representa- 

tionalists.'° Representationalists argue 

that when one attends to one’s conscious 

experience, one is aware only of the rep- 

resentational content of the experience, 

or alternatively, only of features of the 

objects perceived, and conclude from this 

that qualia, 1.e., intrinsic, qualitative, in- 

trospectible features of conscious experi- 

ence, don’t exist.!7 

(4) Infallibilityincorrigibility: we seem to be 

infallible about certain judgments involv- 

ing certain phenomenal concepts—e.g., 

my judging ‘phenomenal red is occurring 

right now.’ The reason we tend to believe 

it is that it doesn’t seem as though any 

belief concerning objective matters of 

fact can coherently override or correct 

our own judgment about what we feel 

when it occurs simultaneously with the 

experience.'® I will argue that there are 

cases for which the thesis will come out 
trie: 

(5) Zombies are conceivable, which means 

that the scenario in which zombies exist 

cannot be ruled out on a priori grounds. 

The main objectors to this are analytic 

functionalists.”° 
(6) There is an explanatory gap. No amount 

of knowledge about the physical facts 

(brain functioning and so on) is able to 

explain why a particular brain  state/ 
process has a particular feel, e.g. feels 

giddy. Whatever causal/functional/physi- 

cal information we have about the brain 
processes that underlie phenomenal 

experience—i.e., about the neurophysi- 

ological, functional, or representational 

features of phenomenal experience—the 
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fact that such experience has a distinct 

phenomenal character might still be eft 

out. In contrast, all facts about water (that 

it is transparent, potable, etc.) are explica- 

ble in terms of facts about H,O, together 

with physical and chemical laws. Nothing 

seems to be left out by such an explana- 

tion. Since we can’t explain in the same 

way why a brain state feels giddy it is 

held that there is an explanatory gap be- 

tween the phenomenal and the physical. 

(7) Acquaintance: we know our conscious 

states not by inference but by immedi- 

ate acquaintance, which gives us direct, 

unmediated, substantial insight into their 

nature. This, in opposition to the repre- 

sentationalist strong transparency thesis, 

commits one to the existence of qualia. 

I believe that qualia exist.”! I think that 
we can attend to our experience and form 

direct, non-inferential concepts of its 

qualitative character that figure in phe- 

nomenal judgments. I also believe this 

gives us substantial insight into the nature 

of consciousness, and will shortly give an 

account of what this substantial insight 

consists in. 

(8) There is something it is like to have 

conscious States. This, e.g., that there 

is something it is like to see a cloudless 

blue sky, is the most obvious ‘given’ 

about having conscious states. Even most 

representationalists don’t question its ex- 
istence. The denial of (8) qualifies one as 

an eliminativist about consciousness. 

The task of the physicalist is to explain (1)-(8) 

in a manner compatible with physicalism. It is 

important to emphasize that this doesn’t mean 

that the physicalist will have to give a perspicu- 

ous physical explanation of qualia; that is, close 

the explanatory gap. In my view once we un- 

derstand what the explanatory gap consists in 

we will see that it cannot be closed. However, a 

satisfactory physicalist account should explain 
this, the fact that there is an unbridgeable ex- 
planatory gap, and show that all the other puz- 
zling features of consciousness are, far from 
posing a problem for the physicalist view, fea- 
tures the physicalist will expect consciousness 
to have. Most theorists have attempted to ex- 
plain (1)—(8) in terms of the nature of conscious- 
ness itself or to explain away these features. It 
is not surprising that neither physicalist nor du- 
alist accounts of consciousness have been very 
successful at explaining these features since 
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features (1)-(7) are entirely epistemic features. 

So it seems reasonable to suppose that the key 

to their understanding will correspondingly lie 

in understanding the conceptual apparatus we 

use to think about them. 

I propose focusing on our epistemic relation 

to consciousness, and especially on acquain- 

tance, in trying to account for the puzzles of 

consciousness. This approach to the problems 

of consciousness has been aptly dubbed ‘the 

phenomenal concept strategy.’ 

3 The Constitutional Account 
of Phenomenal Concepts 

I will assume in the following that concepts 

are or can be constituents of thoughts and that 

concepts and thoughts are representations. I 

will also assume that concepts are mental rep- 

resentations that are language-like—words of 

Mentalese.**> The important point for the fol- 

lowing is that since concepts and experiences 

are occurrent entities (events, states, processes) 
they can be constituents of one another and bear 

causal relations to one another.¥ 

Concepts are the words of Mentalese. A par- 

ticular token of a concept, e.g. DOG, possesses 

a number of different kinds of properties and 

relations that are relevant to my discussion: (1) 

realization properties, (ii) conceptual role, and 

(iii) Semantic properties. 

(i) When one tokens an instance of DOG, 

say in thinking the thought DOGS 

BARK, that token is realized by some 

neural state or process. The neural prop- 

erties that are relevant to the token’s 
being a token of DOG are its realiza- 

tion properties. A concept’s realization 

properties are analogous to the particu- 

lar physical type that realizes this (writ- 

ten or electronic) token of ‘dog’ or the 

particular sounds that realize a particu- 

lar utterance of ‘dog.’ 

(ii) A concept’s conceptual role is the total- 

ity of causal relations (and dispositions) 

that tokens of thoughts containing the 

concept bear to each other and to per- 

ceptual inputs and behavioral outputs. 

Certain aspects of a concept’s concep- 

tual role may be essential to or even in- 

dividuative of that concept while others 

are merely accidental; e.g., it is essential 

to the concept OR that one be inclined 

to make certain inferences, such as the 
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inference from P to PvQ. It might also 

be essential to perceptual concepts, 

e.g. RED, that they be caused by cer- 

tain perceptual inputs. Presumably, 

however, it is not essential to RED that 

one be caused to believe RED IS MY 

FAVORITE COLOR by the same per- 

ceptual inputs. How exactly to draw 

the distinction (which may be vague) 

between a concept’s essential and non- 

essential roles is controversial. 

(iui) A concept’s semantic features concern 

what, if anything, the concept refers to. 

For example, the concept DOG refers to 

the property of being a dog. Exactly what 

determines the reference of a Mentalese 

word (with particular realization proper- 

ties, syntax, and role) is a difficult and 

controversial matter. It is widely (though 

not universally) held that a concept’s 

role (or the part of it essential to the con- 

cept) at least plays a part in determin- 

ing the concept’s reference. This part is 

the concept’s mode of presentation. It 

often, but not always, has the form of a 

description—i.e., the thinker is disposed 

to infer the description from the tokening 

of the concept—e.g., from ARISTOTLE 

one is disposed to infer THE TEACHER 

OF ALEXANDER, etc. One can think 

of these descriptions as contents of a file 

attached to the concept. It is also widely 

accepted that reference is determined at 

least partly by external—causal, infor- 

mational, or teleosemantic—relations of 

the concept to its environment. 

A thinker typically has only partial epistemic 

access to features (i)-(iil) by introspection. 

When I attend to my thoughts I can typically 

obtain introspective knowledge of their seman- 

tic contents, e.g., that I am thinking about dogs. 

It is also plausible, though controversial, that 

one can obtain information about the conceptual 

roles of one’s concepts—and which of these are 

essential—by intuitions based on thought ex- 

periments, e.g., by asking oneself questions like 

‘could one know p if p were false?’ But the real- 

ization properties of one’s Mentalese words— 

the ‘shapes,’ or ‘mental ink’ they are written 

in, so to speak—are almost always completely 

opaque. Almost always, with the exception—I 

propose—of phenomenal concepts. 

I would like to propose an approach to phe- 

nomenal concepts that fits into this general 

framework and at the same time explains the 
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epistemic puzzles involving consciousness out- 

lined above. An examination of the features of 

phenomenal concepts suggests that a successful 

account of phenomenal concepts will posit an 

intimate connection between conscious states 

and the concepts we form of them. Loar sug- 

gested the idea that phenomenal concepts are 

very special, direct demonstrative concepts.” 

Abstracting from some of the details, what he 

seems to have in mind is that when a person is 

having a particular experience she can deploy 

a concept that refers directly to the experience 

and that in some way the mode of presentation 

associated with the demonstrative involves the 

experience itself. How could we understand 

direct reference via these special modes of pre- 

sentation? As Papineau points out, the sugges- 

tion doesn’t help if by ‘mode of presentation’ 

we mean a description that we can already think 

and so we can use that description to think of an 

entity which has those properties.*° That would 
be presupposing phenomenal concepts in the 

explanation of those very concepts. We have to 

think about the ‘mode of presentation’ of phe- 

nomenal concepts in some other way. 

There is a problem with Loar’s account that 

points the way towards an answer to our ques- 

tion above. Loar thinks of phenomenal concepts 

as in some way ‘tracking’ their referents. This 

suggests that he is thinking of the phenomenal 

concept and its referent as distinct entities re- 

lated by causation. But it seems that this leaves 

too much of a distance between, e.g., a phe- 

nomenal concept P one applies to a particular 

pain p’’ as it occurs and p itself, as on this view 

their occurrence is independent. On a ‘tracking’ 

view, P, or rather, a concept just like P, could 

be tokened by someone in the complete absence 

of pain. A person like this would be a partial 

conceptual zombie; a conceptual duplicate of a 

normal human who, however, fails to have all 

the qualia the normal human has. But it seems 

to me that such a zombie is really impossible. 

Anybody who tokens a direct phenomenal con- 

cept as of a presently occurring pain is really in 

pain. The trouble with Loar’s account is that it 

opens up the possibility of an appearance/real- 

ity distinction for direct phenomenal judgment 

whereas for direct phenomenal judgment there 

is no such distinction. 
There is a way of thinking about phenomenal 

concepts which avoids these problems. It in- 

volves variations on the idea that (certain) phe- 

nomenal concepts are partly constituted by the 

phenomenal experiences they refer to.7* On this 
view, a current phenomenal experience is part 
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of the token concept currently applied to it, and 

the experience—at least partly—determines 

that the concept refers to the experience it con- 

tains. Of course, by ‘part’ I do not mean ‘spa- 

tial part’ but rather part in the sense that it is 

metaphysically impossible to token the concept 

without tokening its referent. I will cash this out 

presently. If this account is right, phenomenal 

concepts have very special realization proper- 

ties: the neural states realizing these concepts 

are the very same neural states the concepts 

refer to! 
This account is not intended to apply to all 

concepts that refer to phenomenal states or 

properties but only to ‘direct phenomenal con- 

cepts.’ But of course most of our reference to 

phenomenal states and qualia do not contain 

the phenomenal states themselves. What about 

‘indirect phenomenal concepts’? Clearly, a 

person can token a concept that refers to pain 

without her literally experiencing pain, as 

when she replies to her dentist’s question by 

‘I am not in pain’ or when one sees another 

person stub her toe and thinks THAT HURTS. 

Indirect phenomenal concepts are applied to 

non-occurrent (e.g., past or future) experiences 

of one’s own or to the experiences of other 

people.” Understanding these is essential for 
understanding consciousness;*° but for the rest 
of the chapter I will focus exclusively on direct 

phenomenal concepts. 

Direct phenomenal concepts pick out their 

referent in virtue of their being partly consti- 

tuted by a token of their reference.*! In this they 

are unique among concepts. On this account, 

there is an intimate relation between a phenom- 

enal concept and its referent; more intimate 

than any causal or tracking relation. It is also a 

way of cashing out the idea that the experience 

serves as its own mode of presentation.*? The 
experience, so to speak, presents itself. 

Later on I will fill in the details of my ver- 

sion of the constitutional account; but the core 

idea is what does the work in terms of explain- 
ing (1)-(7). Let me proceed to actually spell out 
those explanations. 

(1) Only subjects who have undergone or at 

least are currently undergoing the rel- 
evant phenomenal states can token the 
corresponding phenomenal concepts. 
This is straightforwardly the case for 
direct phenomenal concepts because of 
the way they are constituted. In the case 
of indirect phenomenal concepts, the ex- 
planation is a bit more complicated. 
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(2) 

(3) 

(4) 

Asymmetric epistemology. One’s aware- 

ness Of one’s Own conscious states con- 

stitutively involves those very states. One 

couldn’t be aware of another’s states in 

the same way given the distinctness of the 

minds/ brains involved. 

Transparency: when one turns one’s at- 

tention to one’s own conscious perceptual 

experience, one is aware of the features 

of the objects perceived. On the constitu- 

tional account, the experience contained 

within the concept maintains its represen- 

tational features; I take it that experiences 

including sensations, afterimages, phos- 

phenes, etc. are representational.*’ So, for 
example, when a visual experience, i.e., a 

phenomenally conscious non-conceptual 

representation of an object (or objects) 

and their properties, partially constitutes 

a phenomenal concept representing it, at- 

tention directed to it will typically also or 

primarily be directed to the way the object 

is represented to be. I, however, deny the 

stronger version of the transparency thesis 

advocated by representationalists, namely 

the thesis that when one attends to one’s 

conscious experience, one is aware only 

of the representational content of the ex- 

perience. In my view, one can also direct 

one’s attention to the phenomenal charac- 

ter of the experience, which is not identi- 

cal to its representational content. (More 

on this in my explanation of acquaintance, 

under [7].) 

Direct phenomenal judgments are 

infallible / incorrigible. On the constitu- 

tional account, (4) will come out true for 

certain kinds of phenomenal judgments. For 

example, a phenomenal concept may refer 

to a particular type of visual experience, say 

the experience typically caused by seeing 

red objects in ordinary light, etc.—call this 

type of experience ‘reddish’—by being 

constituted in part by a particular token of 

that type of experience. Then if I form the 

judgment I HAVE R where R is a direct 

phenomenal concept of reddish, my judg- 

ment cannot fail to be true. 

This suggestion bears some similarity 
to Tyler Burge’s 1988 account of self- 

knowledge. According to Burge, certain 

judgments about the intentional contents 

of one’s states are self-certifying. Take 

for example, the judgment ‘I am thinking 

that there may be life on another planet.’ 

In order to make the judgment one has 

(5) 

(6) 
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to do the thinking so the judgment must 

be true. From this point of view, Burge’s 

account of our judgments about our 

thoughts, and the constitutional account 

of (certain of) our judgments about our 

experiences, are similar. Burge, however, 

doesn’t offer any specific theory of our 

subjective concepts of our own thoughts. 

On my proposal, in order to token a direct 

phenomenal concept, one has to token the 

phenomenal state to which it refers, and 

this is what makes some of our phenom- 

enal judgments self-certifying.*4 

The conceivability of zombies is ex- 

plained by the directness and substanti- 

ality of our direct phenomenal concepts, 

which, under the constitutional account, 

is compatible with physicalism. The di- 

rectness of phenomenal concepts follows 

from the fact that the reference of a direct 

phenomenal concept is determined by 

how it is constituted and not by any de- 

scription that is associated a priori with 

the concept. Phenomenal concepts are 

supposed to be different in this way, from 

concepts like WATER and even name 

concepts like CICERO. Chalmers and 

Jackson 2001 claim that these concepts 

are associated a priori with descriptions 

(e.g., ‘the transparent potable liquid. . .’; 

‘the Roman orator who is at the origin of 

a causal chain culminating in this token’), 

and these connections are sufficient to 

rule out a priori a scenario where, e.g., 

everything is physically the same but 

yet there is no water. One doesn’t have 

to commit to this to see that zombies are 

conceivable; however, the conceivability 

of zombies is only really significant if 

this is the case. So the point is that if one 

allows that this is true with respect to the 

concept WATER, or CICERO—thereby 

allowing the zombie argument to get off 

the ground—one still has to admit that 

it is not so with respect to phenomenal 

concepts; that the existence of zombies 

cannot be ruled out a priori. Because of 

the fundamentally different cognitive 

architecture of phenomenal concepts, 

there are no a priori connections between 

phenomenal and physical/ functional/ 

structural concepts that are sufficient to 

rule out a priori the zombie scenario.*° 
The explanatory gap. Recall that the ex- 

planatory gap problem is that no amount 

of knowledge about the physical facts 
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(brain functioning and so on) is able to 

explain why a particular brain state/pro- 

cess has a particular feel, e.g., feels giddy. 

This contrasts with the way the fact that 

water is composed of H,O molecules to- 

gether with physical and chemical laws 

explains why water is potable, transpar- 

ent, and so on. Once we have an explana- 

tion of why H,O behaves in watery ways 

(and that it is the only substance that does 

so) we have an explanation of why water 

is H,O. Since we can’t explain why a 

brain state feels giddy in neurophysiolog- 

ical terms, we can’t close the physical— 

phenomenal gap. You can see why this is 

in the following way. In the case of water 

and H,O, the hypothesis that water = H,O 

is quite natural in the light of all we know 

about H,O and the laws that govern the 

behavior of H,O—indeed, the opposite 

hypothesis doesn’t even make sense. The 

hypothesis that the processes involving 

H,O molecules are only nomologically 

correlated to the non-physical and non- 

chemical processes involving water is a 

non-starter.*° On the other hand, the hy- 
pothesis that a phenomenal state is iden- 

tical with a certain neurophysiological/ 

functional state of the brain is just as 

compatible with our evidence as the op- 

posing view. The hypothesis—endorsed 

by certain dualists—that phenomenal 

states and brain states are merely no- 

mologically correlated makes perfect 

sense. 
The difference is that while in the 

case of water we do not have any special 

access to its nature and properties that is 

not based on physical or functional infor- 

mation,’” in the case of phenomenality we 
do. We do seem to have a special insight 

into the ultimate nature of phenomenal 

experience; and that nature doesn’t seem 

captured or exhausted by any physical 

or functional description. As far as we 

know, that nature might elude any physi- 

cal understanding. Notice that I stated the 

problem of the explanatory gap in a way 

that is independent of whether one sub- 

scribes to the semantic thesis discussed 

in the previous subsection that all but 

phenomenal terms have physical/func- 

tional analyses. It is significant that this 

can be done since it demonstrates that not 

all of the puzzles of consciousness will 

go away if we simply deny the semantic 
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framework of the zombie argument. 

However, the constitutional account can 

explain why the explanatory gap arises, 

and it does so again in a way that is com- 

patible with physicalism. 

The constitutional account explains 

the gap by appealing to the direct and 

substantial grasp phenomenal concepts 

afford of their referent. When I focus 

on the phenomenal state, I have a ‘sub- 
stantive’ grasp of its nature. I grasp it in 

terms of what it’s like to be in that state. 

Because this grasp is substantive but at 

the same time independent of any causal 

or functional information (unlike in the 

case of WATER), information about the 

functioning of the brain simply won’t ex- 

plain what it’s like to be in that state. 

Since the issue of the substantive nature 

of phenomenal concepts is very closely 

connected to the issue of our acquain- 

tance with phenomenal states, I’ll take up 

the question of substantivity in the next 
section, together with the question of why 

the existence of the explanatory gap is not 

a problem for the physicalist. 

(7) Acquaintance. We know our conscious 

states not by inference but by immedi- 

ate acquaintance, which gives us direct, 

unmediated, substantial insight into 

their nature. If phenomenal concepts are 

partly constituted by phenomenal states, 

our knowledge of the presence of these 

states (in the first-person, subjective way 

of thinking of them) is not mediated by 

something distinct from these states. 

Rather the state itself serves as its own 

mode of presentation. Without getting 

deeply into philosophical issues involv- 

ing perception, it is clear that this is quite 

different from visual (and other sensory) 

perception of external objects. On one 

account (with which I agree), when I 

visually perceive a red apple in front of 

me I token a phenomenal representation 

of the apple. The phenomenal represen- 

tation and the apple are distinct exis- 

tences and that at least leaves room for 

the possibility of illusion. When I focus 
on the phenomenal quality of that visual 
perception—not on what it represents but 
on the qualitative character of the visual 
experience—my representation contains 
that very experience. Thinking about it 
and simply having the experience will 
then share something very substantial, 
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(8) 

very spectacular: namely the phenom- 

enal character of the experience. And 

acquaintance, on this account, is the spe- 

cial, intimate epistemic relation we have 

to our phenomenal experience through 

the shared phenomenality of experience 

and thought. Shared phenomenality pro- 

duces the sense that one has a direct in- 

sight into the nature of the experience. 

Hence the unique epistemic standing of 
acquaintance. 

This last observation is connected with 

the explanatory gap. The core feature of 

phenomenal states that acquaintance re- 

veals, i.e., their phenomenality, does not 

admit of explanation in terms of physi- 

cal, functional, or structural features of 

brain states because of the very way we 

conceive of this feature, directly, yet sub- 

stantially via acquaintance. Is this a prob- 

lem for physicalism? You can see why 

not by focusing on what it means to have 

direct, unmediated insight into the nature 

of phenomenality. The important point is 

that this kind of direct insight (via shared 

phenomenality of thought and experi- 

ence) does not reveal anything about the 

metaphysical nature of phenomenality. 

It is not the same sense of ‘insight into 

the nature of X’ as a scientific analysis 

of a brain state would provide. The one 

involves having the state; the other, ana- 

lyzing it into its components. Those are 

very different activities. But there is a 

strong tendency to think that an insight 

into the nature of a phenomenon (e.g., 

via acquaintance) should lead one a priori 

to any other insights into the nature of 

the same phenomenon (e.g., via neuro- 

scientific analysis), and so that any physi- 

cal account of consciousness is thereby 

inadequate. This intuition also forms the 

basis of the conceivability arguments 

since Descartes and I believe it stems 

from a mistaken understanding of what it 

is to have a phenomenal insight into the 

nature of consciousness. 
There is something it is like to have con- 

scious states. It should be clear by now 

that the constitutional account does not ex- 

plain the phenomenality of brain states— 

it accepts and explains the existence of 

an explanatory gap between phenomenal 

and physical descriptions. The strategy 

is to show that all the epistemic features 

on our list, (1)—(7), can be accounted for 
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by the special cognitive architecture in- 

volved in phenomenal concepts, and this 

special cognitive architecture is neutral 

with respect to the metaphysical nature 

of the phenomenal states involved. It is 

thus open to the physicalist to maintain 

that types of brain state are identical with 

types of phenomenal state. Of course 

there is no explanation of why this brain 

state type (neurophysiologically or func- 

tionally characterized) is identical with 

a phenomenal state type (phenomenally 

characterized)—hence the explanatory 

gap—but there is an explanation in terms 

of the constitutional account of why there 

is an explanatory gap even if physical- 

ism is true. From this perspective, the 

puzzle that the explanatory gap presents 

is rather a trick the mind plays on itself as 

a result of the peculiar cognitive architec- 

ture involved in first-person phenomenal 

thought. This trick is, like a perceptual 

illusion, effective even in the face of in- 

tellectual conviction to the contrary. It is 

hard, even for the most devout physical- 

ist, to shake the urge to get more of an ex- 

planation.** It is not unlike the urge, even 
after accepting Hume’s demonstration 

that a non-question-begging justification 

of induction is not to be found, to still 
search for a justification. 

Since the constitutional account is neu- 

tral about the nature of phenomenal proper- 

ties, it can be adopted by a non-physicalist.* 
The explanations of most of the features will 

look much the same, with the exception that 

phenomenal concepts are constituted by non- 

physical states. However, there will be two 

explanations of why there is an unclosable ex- 

planatory gap. The dualist will say that the gap 

cannot be closed because phenomenal proper- 

ties are not physical or functional properties. 

But this explanation is redundant since, as we 

have seen, the gap can also be explained merely 

in terms of direct phenomenal concepts. 

4 The Quotational Account 

of Phenomenal Concepts 

The constitutional account proposes that a cer- 

tain kind of concept refers to something that 

(partly) constitutes it, and refers to it in virtue 

of it being so constituted but no actual account 

has been proposed of how a concept can be 
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like that. How can constitution determine ref- 

erence? A dualist can attribute this to a primi- 

tive relation of acquaintance which doesn’t 

itself require explanation. This seems to be an 

account of phenomenal reference by fiat. Can 

the physicalist do any better? Can we naturalize 

phenomenal self-reference? 
The problem of naturalizing mental content 

is the problem of specifying the non-mental 

properties that determine the content of a par- 
ticular concept, for example, specifying in 

virtue of what a particular concept refers to 

water. If the concept is complex, the question 
can be partially answered by an account of how 

the content of a concept with that structure is 

determined by the contents of its constituents. 

For simple concepts some other kind of account 

(or perhaps different accounts for different 

kinds of concepts) must be found. There have 

been a number of proposals;*° all of them, in 

their present form, have problems,*' I am not 

going to try to come up with a ‘solution,’ much 

less a general one. Rather, I will try to make 

it plausible that, in the particular case of direct 

phenomenal concepts, reference is determined 

by constitution. I will do this by showing that 

phenomenal concepts are analogous to quota- 

tion expressions and explaining how certain 

conceptual roles can make an operation mental 

quotation. 

The question I want to shed light on then is 

this: why does a phenomenal concept (token) 

refer to a phenomenal experience that consti- 

tutes it, or, in the case of type phenomenal con- 

cepts, to the type of experience a token of which 

is constitutive of it, and most importantly, why 

does it so refer in virtue of this very fact of con- 

stitution? After all, this is not the case for most 

concepts. The concept DOG is not constituted 

by dogs, and the fact that the concept ATOM is 

constituted by atoms has nothing to do with why 

it refers to atoms. Information accounts and no- 

mological accounts require an external relation 

between a concept and its referent unlike consti- 

tution, which makes them unsuitable candidates 

for the explanation of self-reference.*” It seems 
plausible that one must look to the conceptual 

role of phenomenal concepts for an explanation 

of their self-referential nature. 

The idea of an item partly constituting a rep- 

resentation that refers to that item is reminiscent 
of how linguistic quotation works. The referent 

of ‘—’ is exemplified by whatever fills in the 

blank. In a quotation expression, a token of the 

referent is literally a constituent of the expres- 
sion that refers to a type which it exemplifies 
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and that expression has its reference (at least 
partly) in virtue of being so constituted. So, 
for example, ‘dog’ refers to the word spelled 

d-o-g, a token of which is enclosed between 

the quotation marks. Although in English we 

normally quote only expressions of English 

we can also quote foreign language represen- 

tations and non-linguistic representations. We 

can even imagine, perhaps just as a joke, plac- 

ing something which is not a representation, 

e.g., a cat, between quotes and thus producing 

a representation that everyone can understand 

refers to the type cat. My proposal is that there 

is a concept-forming mechanism that operates 

on an experience and turns it into a phenom- 

enal concept that refers to either the token ex- 

perience, or to a type of phenomenal experience 

that the token exemplifies. Further—and this is 

the heart of the proposal—the operation, like 

linguistic quotation, can be explained in terms 

of its conceptual roles. 

A way to account for the semantics of quota- 

tion is to appeal to the disposition of competent 

language users to accept all instances of the 

disquotational schema on a priori grounds. So 

what accounts for the fact that * ’ is quotation 

in English is that users of ‘’ who understand the 

meaning of ‘refers,’ etc., are disposed to accept 

all instances of the following schema on a priori 

considerations: 

Ll “x refers to x 

L2 “x” refers to ‘x’ 

where x stands in for any word of English. There 

is a potentially unlimited number of iterations 

of the schema at higher and higher levels.” 

In presenting the mental disquotational 

schema, I can’t simply offer a sentence 

schema in English, as I did with respect to 

linguistic quotation. To explicitly describe 

the Mentalese sentence schemas in question 

I will need to use special notation. In talking 

about Mentalese sentences, I will refer to con- 

cepts (Mentalese words) by CAPITALIZED 

WORDS as before, I will use ‘*’ to refer to 
the mental quotation operation, and will use 

bold font to refer to the token experiences 

themselves that I claim to be part of these 
Mentalese sentences both inside and outside 
of the ‘*’ operator. Notice in particular, that 
any expression in the position of ‘experience 
x,’ for example, stands for an experience, and 
not a concept of Mentalese. 

Here is my account of mental quotation. 
There is some mental operation (which I refer 
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to as ‘*”) that takes an occurrent experience and 

forms it into a Mentalese concept referring to 

that experience.’ What accounts for the seman- 

tics of this operation—i.e., that the resulting 

representation does refer to the very experience 

it is constituted by—is that competent thinkers 

who also have the concept of reference are dis- 

posed to accept all instances of the following 

schemas on a priori grounds: 

M1 *experience x* =REFERS-TO 

experience x 

M2 **experience x** REFERS-TO 

*experience x* 

where ‘experience x’ 

experiences.*° 
Mental quotation, on this account, is analo- 

gous to linguistic quotation, with one differ- 

ence. The difference is that, unlike linguistic 

quotation, what is between the mental quotes 

(*) at the first level is not a mental word but a 

mental representation that is not itself a word; 

it is an experience. I do think experiences 

represent—but not conceptually, so they are 

not in themselves concepts. This means that 

the expression on the right-hand side of M1 has 

simply experiences, i.e., non-conceptual repre- 

sentations as instances. Some might object that 

the resulting thoughts will not be well formed. 

However, I think there is a case to be made that 

plain—unquoted—experiences can be parts of 

thought under special circumstances.*° 
Let’s take a closer look at an instance of M1. 

Suppose, for example, that you are currently 

having a visual experience of a patch of red, and 

that you are seeing it long enough to reflect on 

it. I propose that as you focus your attention on 

your experience you can form the thought 

ranges over token 

R1 *reddish experience e* REFERS-TO 

reddish experience e 

where reddish experience e stands for a par- 

ticular token reddish experience. 
The rough ‘translation’ of this into English is 

the plausible claim that reddish experience refers 

to red. R1, however, is not in English; it is in 

Mentalese. And what my account requires is that 

all competent thinkers possessing phenomenal 

concepts and the concept REFERS have a dis- 

position to accept R1, with its particular mode of 

presentation on a priori grounds. That it expresses 
a truth is not enough. The sentence “‘dog’ refers 

to canines,” e.g., is true yet it is not the case that 

all possible competent speakers have a disposi- 

tion to accept it on a priori grounds. 

a9 

My claim is that R1 is just an expression of 

the transparency thesis, i.e., that when one turns 

one’s attention to one’s own conscious percep- 

tual experience, it becomes evident that it rep- 

resents the objects and/or features perceived.*” 
I take the transparency thesis to be plausible on 

a priori grounds, and hence I take instances of 

M1, like, e.g., Rl, to be compelling on a priori 

grounds. 

How about the second-level mental disquo- 

tational schema, M2? Here the analogy with 

linguistic quotation is even closer. Both of the 

quotation expressions that appear in M2 are 

bona fide concepts. Considering our previous 

example again, I claim that one can reflect on 

one’s direct phenomenal concept of a current 

reddish experience and realize that it refers to 

the very phenomenal character (reddish) that is 

phenomenally present in the concept. I suggest 

that the result of such reflection is the second- 

order judgment: 

R2 **reddish experience e** REFERS-TO 

*reddish experience e*. 

This can be roughly expressed in English as 

the obvious thought that the concept of red- 

dish refers to reddish. But, as before, notice that 

R2 is not in English, it is in Mentalese and the 

concept CONCEPT doesn’t appear in it any- 

where. Why believe that all possible competent 

thinkers—possessing phenomenal concepts and 

the concept REFERS—accept thoughts like this 

on a priori grounds when they are conceived in 

the special way R2 affords? J propose that this 

is simply explained by the awareness that phe- 

nomenal states are somehow ‘present’ in our 

concepts of them, embodied in the infallibility/ 

incorrigibility intuition discussed above. The 

explanation of this awareness plausibly has to 

do with the nature of phenomenal states—but 

it is not my job to explore that here. All that 

matters for the present purposes is that such 

awareness exists, which I take as providing 

support for the view that all possible competent 

thinkers—possessing phenomenal concepts 

and the concept REFERS—have a disposition 

to accept instances of M2 on a priori grounds.** 
You might have wondered by now about 

reddish experience e: how can it appear twice 

in both R1 and R2? As I said, reddish experi- 

ence e stands for a token experience; only token 

experiences can possibly be part of occurrent 

thoughts in Mentalese. But, just as the sen- 

tence ‘“‘red’ refers to red’” involves two differ- 

ent tokens of the word ‘red,’ it seems that both 

R1 and R2 also involve two different tokens 
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of reddish experience. This is especially clear 

when you consider that mental quotation oper- 

ates on a token experience and turns it into a 

token concept; a token experience ‘taken up’ 

into a token concept cannot be identical with 

a token experience that is not. In other words, 

reddish experience e, *reddish experience 

e*, and **reddish experience e** cannot all 

involve the same token experience but need to 

involve different tokens of the same type of ex- 

perience. We can incorporate this in our schema 

in the following way: 

Ml+ *experience x,* REFERS-TO 

experience x, 

M2+ **experience x,** REFERS-TO 

*experience x ,* 

where ‘experience x,’ and ‘experience x,’ 

range over pairs of distinct experiences of the 

same type. 
This seems to pose no problem for the quota- 

tional account. Just as in the linguistic case one 

of the necessary competencies of a speaker is to 

recognize tokens of the same word as tokens of 

the same word, one of the necessary competen- 
cies of a thinker in the mental case—involving 

phenomenal thought—is to recognize tokens of 

the same experience as tokens of the same ex- 

perience if presented simultaneously or close to 

simultaneously. M1+ and M2+ will go through 

as long as experience x, and experience x, are 

both tokens of the same type and they are close 

enough in time—as they intuitively are if they 

appear in the same thought—for this to be evi- 

dent for the subject entertaining the thought. 

This completes my explanation of what 

makes the concept-forming mechanism that op- 

erates on phenomenal experience mental quota- 
tion. There is a further issue that I need to say 

more about. The reference of phenomenal type 

concepts includes the particular experience that 

constitutes the token of the concept, but will 

not be exhausted by it. A token of ‘dog,’ for 

example, includes in its reference the particu- 

lar word between the quotes, but it might also 

refer to just all tokens of the word printed in 

lower-case type, or to all tokens written in any 

type or font, or to all tokens written or spoken, 

etc. Similarly, my phenomenal concepts ‘red- 

dish,’ or ‘dark-reddish,’ or ‘scarletish’ can all 

be constituted by the same particular phenom- 

enal experience; they might all be constituted as 

the concept “experience e* where experience 

e happens to fall under all three concepts. What 

determines the type a phenomenal concept 
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refers to, if the token experience that constitutes 

it doesn’t, or at least doesn’t fully, determine 

it? The quotational account is incomplete if it 

cannot answer this question. 

I propose that the answer again has to do with 

conceptual roles. For example, what determines 

the reference of ‘dog’ on any particular oc- 

casion depends on the conceptual role of that 

instance of ‘dog.’ Both lower-case and capital- 

ized versions of the word fall under this concept 

if, for example, were I to be confronted with 

some lower-case examples of the word and 

some examples of the word in capitals I would 

be inclined to judge ‘same word.’ The case is 

similar with phenomenal concepts. A particular 

token of the concept *experience e* refers to, 

e.g., reddish experiences if, were I confronted 

with any kind of reddish experience, I would 

judge ‘same kind of experience.’ It refers to 

dark-reddish experiences if, were I confronted 

with dark-reddish experiences, I would judge 

‘same kind of experience’ but not so when I am 

confronted with light-reddish experiences, etc. 

5 Conclusion 

The quotational account says that there is a cog- 

nitive mechanism that takes a phenomenal expe- 

rience e and forms a phenomenal concept out of 

it that includes e in its reference. This cognitive 

mechanism is concept forming in this way in 

virtue of the conceptual roles of the resulting en- 

tities encoded in the schema M1 and M2. Further, 

what determines the scope of the concept is a 

further aspect of its conceptual role having to do 

with dispositions involving phenomenal similar- 

ity judgments. When we understand phenomenal 

concepts in this way the traditional puzzles of 

consciousness can be resolved. 

It is important to see what this theory is 

not claiming. My theory is not that what it 

is to be a phenomenal state is to be mentally 

quoted. My view is the inverse, namely, that to 

be a phenomenal concept, a concept has to be 

constituted by a phenomenal experience. This 

means that constitution matters for phenomenal 

concepts. Phenomenal concepts are constituted 

by an instance of their referent, an experience 

with a phenomenal character, and we cannot 
help but be aware of the phenomenal character 
when we token the concept. This explains the 
sense that we are acquainted with phenomenal 
experience in a way that we are not acquainted 
with the referent of any other concept. It also 
explains the sense that these concepts seem to 
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allow us direct insight into the nature of their 

referent. Yet, nothing I have said in this chap- 

ter about phenomenal concepts is incompatible 

with physicalism; with the view that both phe- 

nomenal states and phenomenal concepts are 
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realized by physical states. As a matter of fact, 

the supposition that phenomenal states are non- 

physical would add nothing to the explanatory 

power of the theory. I consider this a major ar- 

gument for physicalism. 
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1. Imre Kertész, A kudarc (Fiasco) [1988] (Budapest: 

Magveté Kiad6, 2003) Sth ed., p. 85. (Epigraph 
translated into English by Katalin Balog.) 

2. I accept this with caveats—see the discussion later 
in this chapter. 

3. This formulation is due to Jackson 1993. The first 
precise formulation of physicalism of this sort 
comes from Lewis 1983. Subsequent discussions 
are variations of the same theme. Many philoso- 
phers, among them non-physicalists, accept this 
kind of definition as capturing the intuitive notion 
of physicalism (see, e.g., Papineau 1993b; Chalmers 
1996, pp. 41-42; Loewer 2001; Melnyk 2003). 
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More formally, the definition is: (Y)(Y ~ [] (P = 

Y)), where Y is a sentential substitutional quantifier. 

This last clause is needed to deal with the fol- 

lowing complication in formulating physicalism. 
Statements that make reference to special kinds of 

property—to put it crudely, negative and global 

properties—are not necessitated by the full physical 

description of the world; they are only necessitated 

by the conjunction of the full physical description of 

the world together with the statement that it is the 
full fundamental description of the world. However, 

this issue will not make a difference for the rest of 
this chapter so I will ignore it. 

. I will assume that these laws are contingent; i.e., 

not metaphysically necessary. If laws are taken to 

be metaphysically necessary then it is difficult to 

State the difference between physicalism and dual- 

ism, since then both would hold that configurations 

of physical property instantiations metaphysically 
necessitate mental property instantiations. 

. For an argument for physicalism, see, e.g., Loewer 
1995 and Papineau 1995. 

. In the empirical spirit recently gaining traction in 
philosophy, I would like to point out that according 

to a recent survey (conducted by David Bourget and 

David Chalmers in November 2009 at Philpapers, 

www.philpapers.org/surveys/), 27 percent of the 

sample—consisting mostly of professional phi- 

losophers, philosophy Ph.D. students, and some 
others—are dualists. 

. P is the complete fundamental physical description 
of the world, including the fundamental physical 
laws, and Q is a positive phenomenal truth, e.g., that 
someone is having a visual experience with a par- 
ticular phenomenal character at a particular time. 

Chalmers 2009 adds some clarifications and emen- 
dations to the argument. Since none of these affect 
my response to the zombie argument I will ignore 

them and stick with the simplified version of the 
argument. 
Phys states that for all true positive statements T, (] 
(P > T), so if P&~Q is metaphysically possible then 
(Phys) is false and therefore physicalism is false. 

For example Lewis 1966 and Jackson 2003. 
Chalmers’ defense and development of the two- 
dimensional framework and of the conceivability— 

possibility link can be found in Chalmers and 
Jackson 2001, Chalmers 2002, and Chalmers 2004. 
There are important discussions in Yablo 1993, 
2002; Block and Stalnaker 1999; and Soames 2005. 
I briefly discuss what I think goes wrong with a re- 

lated argument by Frank Jackson in Balog 2002. 

Similar arguments include, among others, argu- 
ments based on conceivability considerations 

by Kripke 1972, Nagel 1974, Bealer 1994, and 
Chalmers 1996; 2009, as well as the knowledge ar- 
gument of Jackson 1982, versions of the property 
dualism argument in Robinson 1993, White 2007, 
and Nida-Riimelin 2007, and the explanatory gap 
argument in Levine 2001 and 2007. The response 
to the zombie argument I offer via my account of 
phenomenal concepts can be adapted to respond to 
these other arguments as well, but in this chapter I 
will directly address only Chalmers’ version. 

For a denial of this claim, see Tye 2009. 

See, e.g., Harman 1990, McDowell 1994, Tye 2000, 

and Jackson 2004 for transparency arguments. 
. For discussions of this argument see, e.g., Martin 

2002 and Stoljar 2004. 
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Note the difference between this and perceptual illu- 
sions like the Miiller-Lyer illusion. We cannot help 
but see the two lines as differing in length although 

we can correct the ensuing belief that they differ in 

length by, e.g., measuring them. On the other hand, 

no measurement, or, for that matter, no information 
about our brain states, would or should correct our 
judgment that the lines appear to be different in 
length. 

Ryle and Wittgenstein were notable critics of the 
infallibility claim. See also Schwitzgebel 2008 for 
a rather pessimistic assessment of the reliability of 
introspective acquaintance with qualia. 

. See also Kirk 2005 for an interesting argument 
whose grounds go beyond analytic functionalism. 

. See Block 2003 and Loar 2003 for arguments for 

qualia. Dualists, naturally, tend to be committed to 
qualia. 

. The phenomenal concept strategy has been chal- 

lenged by Stoljar 2005, Levine 2007, and Chalmers 

2007. I respond to this challenge elsewhere (Balog 
2012). 

may well be non-conceptual mental 

representations—image-like, map-like representa- 

tions as well. It is plausible that tokens of phenom- 
enal experience are non-conceptual representations. 
There are philosophers who would like to avoid 
Mentalese or avoid representations altogether. It 
may be that my account can be made compatible 

with their ontologies but that is not something that I 
can do here. 

See Loar 1990, 1997. The idea that the mind—body 

problem is a product of the special ways in which 
we conceive (in the first person) of our phenomenal 

states is first formulated in this chapter. A similar 

proposal by Scott Sturgeon 1994 appeals to the spe- 
cial epistemology of phenomenal states. 

Papineau 2002, chapter 4. 
The same problem, by and large, arises for type 

phenomenal concepts as well; however, because of 

complications having to do with failures of incor- 
rigibility, I won’t appeal to the type case here. 
Similar ideas are proposed in Papineau 2002, Balog 

2006, and Block 2006; Chalmers 2003 also puts for- 
ward a variation of this account. 
The relationship between types of phenomenal con- 

cept and types of application is actually more com- 

plicated, as Kati Farkas has pointed it out to me. It 
is possible to apply direct phenomenal concepts to 

another’s experience, as when one introspectively 

focuses on one’s own experience of red and judges 
YOU ARE EXPERIENCING R, where R is a direct 
phenomenal concept formed on the basis of one’s 

experience of red. However, the distinction between 
direct and indirect phenomenal concepts is not af- 
fected by this complication. 
My view is that these concepts are individuated in 
part by conceptual roles that link them to direct phe- 
nomenal concepts. 

There is a further complication. Direct phenomenal 
concepts, like the one I form of a buzzing sound as 
I listen to it, can refer either to particular (current) 

experiences of the thinker, or to phenomenal types 

exemplified in current conscious experience. I will 
indicate as J go which kind of concept I have in mind. 

. Some of Loar’s remarks suggest that he might un- 

derstand ‘serves as its own mode of presentation’ in 

this way, but other remarks suggest that he is think- 

ing of the relation as causal. 
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I am not claiming that phenomenal experience can 

be analyzed in terms of or is exhausted by its rep- 

resentational character as representationalists hold 

but just that phenomenal experience purports to 

represent. 
Notice that on Burge’s view, judgments about 

our own experiences are not self-certifying in 

the way judgments about our own thoughts are. 

The judgment ‘I have a reddish experience’ is not 
self-certifying, at least not on the grounds that the 

judgment ‘I am thinking that there might be life on 

other planets’ is. 
Nota bene: \ am not denying that there are inferential 
links between thoughts involving direct phenomenal 

concepts that are individuative of them. I will argue 
that there are conceptual links between direct phenom- 

enal concepts on the one hand, and indirect phenom- 

enal concepts, other mental concepts, and behavioral 

concepts, etc., on the other. My point is that to the 

extent that these are a priori they are not of the sort that 
enables one to rule out a priori the zombie scenario. 
Block and Stalnaker 1999 discuss the possibility 
of ‘ghost water’—a non-physical kind that exists 
side by side with being composed of hydrogen and 

oxygen atoms and has all the same causal roles as 

the latter. Even if that is a coherent possibility, it 
would be the case that ‘water’ refers to both H,O 
and ghost water and not that water refers to ghost 

water alone. So even in that possibility it wouldn’t 
be the case that H,O is merely nomologically con- 

nected to water. 
Except for water’s appearance properties, for ex- 
ample that its surface looks shiny in a storm, that it 
presents itself in a particular way to the touch, etc. 

But I am not going to press this point here. 
Papineau 1993a, 2002, 2007 has an explanation he 

calls the ‘anti-pathetic fallacy’ which he uses to ex- 
plain what he calls the ‘intuition of distinctness,’ that 
is, Our intuition that physicalism cannot be right. 

Chalmers 1996, 2003 suggests a constitutional ac- 

count of phenomenal concepts. 

For example informational accounts (Dretske 1988), 
nomological accounts (Fodor 1990), teleological ac- 

counts (Millikan 1989 and Papineau 1993b), and con- 

ceptual role accounts (Block 1987 and Harman 1987). 

The inadequacy of physicalist accounts of content 
suggests that there may be an explanatory gap be- 
tween the intentional and the physical as well as 

between the phenomenal and the physical. If there 
is such a gap, then it might be due to the failure of 
physicalism but it also might be due to the nature of 

the concepts we employ in attributing content. 
Teleosemantics doesn’t require external relations 
between a concept and its referent. Papineau 2002, 
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2007, who advocates a version of the constitutional 

account, appeals to teleosemantics to explain the 

reference of phenomenal concepts. But teleoseman- 

tics also holds (Papineau 2007) that the fact that 

phenomenal concepts are constituted by exemplars 

of their referent can play no direct role in explain- 
ing why they so refer. I disagree, as will be evident 

shortly. 
This way of spelling out the concept-constituting 

conceptual role involves idealization. An ideal rea- 

soner could use and understand any number of it- 

erations of the quotation marks. In practice people 
won’ t be able to use or understand triple, quadruple, 

and higher-order quotation. 
It is a superbly interesting—and at the moment 

wide-open question—exactly what this operation 
consists in. All that can be plausibly said on the 
basis of phenomenological evidence is that it in- 

volves attention of some sort. 
In principle there might be further iterations of this 
schema at higher levels, as with linguistic quotation; 

but I doubt that our actual cognitive architecture 
allows us to form phenomenal concepts of phenom- 

enal concepts anywhere beyond the third or fourth 
level. 
R1 is controversial also on the grounds that it pre- 

supposes that all phenomenal experience represents. 
One could in fact omit R1 and establish the quota- 

tional account solely on the basis of R2; however, I 

believe considering R1 adds to the persuasiveness of 
the quotational account. 

I would like to point out that this is not exactly what 
is typically advocated by representationalists when 
they appeal to the transparency of experience: Rl 
requires reflection both on phenomenal experi- 

ence and the objects and/or properties it refers to. 
Representationalists think one can only reflect on 
the representational character of experience, i.e., on 

the external objects and their properties one’s expe- 
rience represents (and perhaps one’s visual relation 
to these objects and properties), but not on the non- 
relational phenomenal features of experiences (see 
Loar 2003). As is clear by now, I disagree with this 

reading of transparency. 
The sense in which instances of M1 and M2 are ac- 
ceptable on a priori grounds is similar to the sense in 
which we can know a priori that we have phenom- 
enal experience. It seems that the mere possession 
of phenomenal concepts is sufficient for knowledge 

of the existence of phenomenal states—though per- 

haps not in exactly the same way that possessing the 
concept BACHELOR is sufficient for knowing that 
bachelors are unmarried. I am not going to explore 
these issues further here. 



Is Matter Conscious? 

Hedda Hassel Merch 

The nature of consciousness seems to be unique 

among scientific puzzles. Not only do neuro- 

scientists have no fundamental explanation for 

how it arises from physical states of the brain, 

we are not even sure whether we ever will. 

Astronomers wonder what dark matter is, geol- 

ogists seek the origins of life, and biologists try 

to understand cancer—all difficult problems, of 

course, yet at least we have some idea of how 

to go about investigating them and rough con- 

ceptions of what their solutions could look like. 

Our first-person experience, on the other hand, 

lies beyond the traditional methods of science. 

Following the philosopher David Chalmers, we 

call it the hard problem of consciousness. 

But perhaps consciousness is not uniquely 

troublesome. Going back to Gottfried Leibniz 

and Immanuel Kant, philosophers of science 

have struggled with a lesser known, but equally 

hard, problem of matter. What is physical 

matter in and of itself, behind the mathematical 

structure described by physics? This problem, 

too, seems to lie beyond the traditional methods 

of science, because all we can observe is what 

matter does, not what it 7s in itself—the ‘soft- 

ware’ of the universe but not its ultimate ‘hard- 

ware.’ On the surface, these problems seem 

entirely separate. But a closer look reveals that 

they might be deeply connected. 

Consciousness is a multifaceted phenom- 

enon, but subjective experience is its most puz- 

zling aspect. Our brains do not merely seem to 

gather and process information. They do not 

merely undergo biochemical processes. Rather, 

they create a vivid series of feelings and expe- 

riences, such as seeing red, feeling hungry, or 

being baffled about philosophy. There is some- 

thing that it’s like to be you, and no one else can 

ever know that as directly as you do. 

Our own consciousness involves a com- 

plex array of sensations, emotions, desires, 

and thoughts. But, in principle, conscious ex- 

periences may be very simple. An animal that 

feels an immediate pain or an instinctive urge 

or desire, even without reflecting on it, would 

also be conscious. Our own consciousness 1s 
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also usually consciousness of something—it 

involves awareness or contemplation of things 

in the world, abstract ideas, or the self. But 

someone who is dreaming an incoherent dream 

or hallucinating wildly would still be conscious 

in the sense of having some kind of subjective 

experience, even though they are not conscious 

of anything in particular. 

Where does consciousness—in this most 

general sense—come from? Modern science 

has given us good reason to believe that our 

consciousness is rooted in the physics and 

chemistry of the brain, as opposed to anything 

immaterial or transcendental. In order to get 

a conscious system, all we need is physical 

matter. Put it together in the right way, as in the 

brain, and consciousness will appear. But how 

and why can consciousness result merely from 

putting together non-conscious matter in certain 

complex ways? 

This problem is distinctively hard because 

its solution cannot be determined by means of 

experiment and observation alone. Through 

increasingly sophisticated experiments and 

advanced neuroimaging technology, neurosci- 

ence is giving us better and better maps of what 

kinds of conscious experiences depend on what 

kinds of physical brain states. Neuroscience 

might also eventually be able to tell us what all 

of our conscious brain states have in common: 

for example, that they have high levels of in- 

tegrated information (per Giulio Tononi’s 

Integrated Information Theory), that they 

broadcast a message in the brain (per Bernard 

Baars’ Global Workspace Theory), or that they 

generate 40-hertz oscillations (per an early pro- 

posal by Francis Crick and Christof Koch). But 

in all these theories, the hard problem remains. 

How and why does a system that integrates in- 

formation, broadcasts a message, or oscillates 

at 40 hertz feel pain or delight? The appearance 

of consciousness from mere physical complex- 

ity seems equally mysterious no matter what 

precise form the complexity takes. 

Nor would it seem to help to discover the 

concrete biochemical, and ultimately physical, 
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details that underlie this complexity. No matter 

how precisely we could specify the mecha- 

nisms underlying, for example, the perception 

and recognition of tomatoes, we could still ask: 

Why is this process accompanied by the subjec- 

tive experience of red, or any experience at all? 

Why couldn’t we have just the physical pro- 

cess, but no consciousness? 

Other natural phenomena, from dark matter 

to life, as puzzling as they may be, don’t seem 

nearly as intractable. In principle, we can see 

that understanding them is fundamentally a 

matter of gathering more physical detail: build- 

ing better telescopes and other instruments, 

designing better experiments, or noticing new 

laws and patterns in the data we already have. If 

we were somehow granted knowledge of every 

physical detail and pattern in the universe, we 

would not expect these problems to persist. 

They would dissolve in the same way the prob- 

lem of heritability dissolved upon the discovery 

of the physical details of DNA. But the hard 
problem of consciousness would seem to per- 

sist even given knowledge of every imaginable 

kind of physical detail. 

In this way, the deep nature of consciousness 

appears to lie beyond scientific reach. We take 

it for granted, however, that physics can in prin- 

ciple tell us everything there is to know about 

the nature of physical matter. Physics tells 

us that matter is made of particles and fields, 

which have properties such as mass, charge, 

and spin. Physics may not yet have discovered 

all the fundamental properties of matter, but it 

is getting closer. 

Yet there is reason to believe that there must 

be more to matter than what physics tells us. 

Broadly speaking, physics tells us what funda- 

mental particles do or how they relate to other 

things, but nothing about how they are in them- 
selves, independently of other things. 

Charge, for example, is the property of repel- 
ling other particles with the same charge and 

attracting particles with the opposite charge. In 

other words, charge is a way of relating to other 

particles. Similarly, mass is the property of re- 

sponding to applied forces and of gravitation- 

ally attracting other particles with mass, which 

might in turn be described as curving spacetime 

or interacting with the Higgs field. These are 

also things that particles do or ways of relating 

to other particles and to spacetime. 

In general, it seems all fundamental physi- 
cal properties can be described mathematically. 

Galileo, the father of modern science, famously 

professed that the great book of nature is written 
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in the language of mathematics. Yet mathemat- 

ics is a language with distinct limitations. It can 

only describe abstract structures and relations. 

For example, all we know about numbers is 

how they relate to the other numbers and other 

mathematical objects—that is, what they ‘do,’ 

the rules they follow when added, multiplied, 

and so on. Similarly, all we know about a geo- 

metrical object such as a node in a graph is 

its relations to other nodes. In the same way, 

a purely mathematical physics can tell us only 

about the relations between physical entities or 

the rules that govern their behavior. 
One might wonder how physical particles 

are, independently of what they do or how they 

relate to other things. What are physical things 

like in themselves, or intrinsically? Some have 

argued that there is nothing more to particles 

than their relations, but intuition rebels at this 

claim. For there to be a relation, there must be 

two things being related. Otherwise, the rela- 

tion is empty—a show that goes on without per- 

formers, or a castle constructed out of thin air. 

In other words, physical structure must be real- 

ized or implemented by some stuff or substance 

that is itself not purely structural. Otherwise, 

there would be no clear difference between 

physical and mere mathematical structure, or 

between the concrete universe and a mere ab- 

straction. But what could this stuff that realizes 

or implements physical structure be, and what 

are the intrinsic, non-structural properties that 

characterize it? This problem is a close de- 

scendant of Kant’s classic problem of knowl- 

edge of things-in-themselves. The philosopher 

Galen Strawson has called it the hard problem 
of matter. 

It is ironic, because we usually think of phys- 

ics as describing the hardware of the universe— 

the real, concrete stuff. But in fact physical 

matter (at least the aspect that physics tells 

us about) is more like software: a logical and 

mathematical structure. According to the hard 

problem of matter, this software needs some 

hardware to implement it. Physicists have bril- 

liantly reverse-engineered the algorithms—or 

the source code—of the universe, but left out 

their concrete implementation. 

The hard problem of matter is distinct from 

other problems of interpretation in physics. 

Current physics presents puzzles, such as: How 

can matter be both particle-like and wave-like? 
What is quantum wavefunction collapse? Are 
continuous fields or discrete individuals more 
fundamental? But these are all questions of how 
to properly conceive of the structure of reality. 
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The hard problem of matter would arise even 

if we had answers to all such questions about 

structure. No matter what structure we are talk- 

ing about, from the most bizarre and unusual to 

the perfectly intuitive, there will be a question 

of how it is non-structurally implemented. 

Indeed, the problem arises even for 

Newtonian physics, which describes the struc- 

ture of reality in a way that makes perfect in- 

tuitive sense. Roughly speaking, Newtonian 

physics says that matter consists of solid par- 

ticles that interact either by bumping into each 

other or by gravitationally attracting each other. 

But what is the intrinsic nature of the stuff that 

behaves in this simple and intuitive way? What 

is the hardware that implements the software 

of Newton’s equations? One might think the 

answer is simple: It is implemented by solid 

particles. But solidity is just the behavior of 

resisting intrusion and spatial overlap by other 

particles—that is, another mere relation to other 

particles and space. The hard problem of matter 

arises for any structural description of reality no 

matter how clear and intuitive at the structural 

level. 

Like the hard problem of consciousness, the 

hard problem of matter cannot be solved by ex- 

periment and observation or by gathering more 

physical detail. This will only reveal more 

structure, at least as long as physics remains 

a discipline dedicated to capturing reality in 

mathematical terms. 

Might the hard problem of consciousness and 

the hard problem of matter be connected? There 

is already a tradition for connecting problems 

in physics with the problem of consciousness, 

namely in the area of quantum theories of con- 

sciousness. Such theories are sometimes dis- 

paraged as fallaciously inferring that because 

quantum physics and consciousness are both 

mysterious, together they will somehow be less 

so. The idea of a connection between the hard 
problem of consciousness and the hard prob- 

lem of matter could be criticized on the same 

grounds. Yet a closer look reveals that these 

two problems are complementary in a much 

deeper and more determinate way. One of the 

first philosophers to notice the connection was 

Leibniz all the way back in the late 17th cen- 

tury, but the precise modern version of the idea 

is due to Bertrand Russell. Recently, contem- 

porary philosophers including Chalmers and 

Strawson have rediscovered it. It goes like this. 

The hard problem of matter calls for non- 
structural properties, and consciousness is the 

one phenomenon we know that might meet 
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this need. Consciousness is full of qualitative 

properties, from the redness of red and the dis- 

comfort of hunger to the phenomenology of 

thought. Such experiences, or ‘qualia,’ may 

have internal structure, but there is more to 

them than structure. We know something about 

what conscious experiences are like in and 

of themselves, not just how they function and 

relate to other properties. 

For example, think of someone who has 

never seen any red objects and has never been 

told that the color red exists. That person knows 

nothing about how redness relates to brain 

states, to physical objects such as tomatoes, 

or to wavelengths of light, nor how it relates 

to other colors (for example, that it’s similar 

to orange but very different from green). One 

day, the person spontaneously hallucinates a 

big red patch. It seems this person will thereby 

learn what redness is like, even though he or 

she doesn’t know any of its relations to other 

things. The knowledge he or she acquires will 

be non-relational knowledge of what redness 1s 

like in and of itself. 

This suggests that consciousness—of some 

primitive and rudimentary form—is the hard- 

ware that the software described by physics 

runs on. The physical world can be conceived 

of as a structure of conscious experiences. Our 

own richly textured experiences implement 

the physical relations that make up our brains. 

Some simple, elementary forms of experiences 

implement the relations that make up funda- 

mental particles. Take an electron, for example. 

What an electron does is to attract, repel, and 

otherwise relate to other entities in accordance 

with fundamental physical equations. What per- 

forms this behavior, we might think, is simply 

a stream of tiny electron experiences. Electrons 

and other particles can be thought of as mental 

beings with physical powers; as streams of ex- 

perience in physical relations to other streams 

of experience. 

This idea sounds strange, even mystical, but 

it comes out of a careful line of thought about 

the limitations of science. Leibniz and Russell 

were determined scientific rationalists—as evi- 

denced by their own immortal contributions to 

physics, logic, and mathematics—but equally 

deeply committed to the reality and uniqueness 

of consciousness. They concluded that in order 

to give both phenomena their proper due, a rad- 

ical change of thinking is required. 

And a radical change it truly is. Philosophers 

and neuroscientists often assume that con- 

sciousness is like software, whereas the brain is 
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like hardware. This suggestion turns this com- 

pletely around. When we look at what physics 

tells us about the brain, we actually just find 

software—purely a set of relations—all the way 

down. And consciousness is in fact more like 

hardware, because of its distinctly qualitative, 

non-structural properties. For this reason, con- 

scious experiences are just the kind of things 

that physical structure could be the structure of. 

Given this solution to the hard problem of 

matter, the hard problem of consciousness all 

but dissolves. There is no longer any question of 

how consciousness arises from non-conscious 

matter, because all matter is intrinsically con- 

scious. There is no longer a question of how 

consciousness depends on matter, because it is 

matter that depends on consciousness—as re- 

lations depend on relata, structure depends on 

realizer, or software on hardware. 

One might object that this is plain anthropo- 

morphism, an illegitimate projection of human 

qualities on nature. After all, why do we think 

that physical structure needs some intrinsic re- 

alizer? Is it not because our own brains have 

intrinsic, conscious properties, and we like to 

think of nature in familiar terms? But this ob- 

jection does not hold. The idea that intrinsic 

properties are needed to distinguish real and 

concrete from mere abstract structure is entirely 

independent of consciousness. Moreover, the 

charge of anthropomorphism can be met by a 

countercharge of human exceptionalism. If the 

brain is indeed entirely material, why should it 

be so different from the rest of matter when it 

comes to intrinsic properties? 

This view, that consciousness constitutes 

the intrinsic aspect of physical reality, goes 

by many different names, but one of the most 

descriptive is ‘dual-aspect monism.’ Monism 

contrasts with dualism, the view that conscious- 

ness and matter are fundamentally different 

substances or kinds of stuff. Dualism is widely 

regarded as scientifically implausible, because 

science shows no evidence of any non-physical 

forces that influence the brain. 

Monism holds that all of reality is made 
of the same kind of stuff. It comes in several 

varieties. The most common monistic view is 

physicalism (also known as materialism), the 

view that everything is made of physical stuff, 

which only has one aspect, the one revealed by 

physics. This is the predominant view among 

philosophers and scientists today. According 

to physicalism, a complete, purely physical de- 

scription of reality leaves nothing out. But ac- 

cording to the hard problem of consciousness, 
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any purely physical description of a conscious 

system such as the brain at least appears to 

leave something out: It could never fully cap- 

ture what it is like to be that system. That is to 

say, it captures the objective but not the subjec- 

tive aspects of consciousness: the brain func- 

tion, but not our inner mental life. 

Russell’s dual-aspect monism tries to fill 

in this deficiency. It accepts that the brain is 

a material system that behaves in accordance 

with the laws of physics. But it adds another, 

intrinsic aspect to matter which is hidden from 

the extrinsic, third-person perspective of phys- 

ics and which therefore cannot be captured by 

any purely physical description. But although 

this intrinsic aspect eludes our http://nautil.us/ 

issue/47/consciousness/is-matter-conscious 

physical theories, it does not elude our inner 

observations. Our own consciousness consti- 

tutes the intrinsic aspect of the brain, and this is 

our clue to the intrinsic aspect of other physical 

things. To paraphrase Arthur Schopenhauer’s 

succinct response to Kant: We can know the 

thing-in-itself because we are it. 

Dual-aspect monism comes in moderate and 

radical forms. Moderate versions take the in- 

trinsic aspect of matter to consist of so-called 

protoconscious or ‘neutral’ properties: proper- 

ties that are unknown to science, but also dif- 
ferent from consciousness. The nature of such 

neither-mental-nor-physical properties seems 

quite mysterious. Like the aforementioned 

quantum theories of consciousness, moderate 

dual-aspect monism can therefore be accused 

of merely adding one mystery to another and 

expecting them to cancel out. 

The most radical version of dual-aspect 

monism takes the intrinsic aspect of reality to 

consist of consciousness itself. This is decid- 

edly not the same as subjective idealism, the 

view that the physical world is merely a struc- 

ture within human consciousness, and that the 

external world is in some sense an illusion. 
According to dual-aspect monism, the external 

world exists entirely independently of human 

consciousness. But it would not exist indepen- 

dently of any kind of consciousness, because all 

physical things are associated with some form 

of consciousness of their own, as their own in- 

trinsic realizer, or hardware. 

As a solution to the hard problem of con- 
sciousness, dual-aspect monism faces objec- 
tions of its own. The most common objection 
is that it results in panpsychism, the view that 
all things are associated with some form of con- 
sciousness. To critics, it’s just too implausible 
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that fundamental particles are conscious. And 

indeed this idea takes some getting used to. 

But consider the alternatives. Dualism looks 

implausible on scientific grounds. Physicalism 

takes the objective, scientifically accessible 

aspect of reality to be the only reality, which 

arguably implies that the subjective aspect of 

consciousness is an illusion. Maybe so—but 

shouldn’t we be more confident that we are 

conscious, in the full subjective sense, than that 

particles are not? 

A second important objection is the so- 

called combination problem. How and why 

does the complex, unified consciousness of 

our brains result from putting together par- 

ticles with simple consciousness? This ques- 

tion looks suspiciously similar to the original 

hard problem. I and other defenders of panpsy- 

chism have argued that the combination prob- 
lem is nevertheless not as hard as the original 

hard problem. In some ways, it is easier to 
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see how to get one form of conscious matter 

(such as a conscious brain) from http://nautil. 

us/issue/47/consciousness/is-matter-conscious 

another form of conscious matter (such as a 

set of conscious particles) than how to get 

conscious matter from non-conscious matter. 

But many find this unconvincing. Perhaps it 

is just a matter of time, though. The original 

hard problem, in one form or another, has been 

pondered by philosophers for centuries. The 

combination problem has received much less 

attention, which gives more hope for a yet un- 

discovered solution. 

The possibility that consciousness is the real 

concrete stuff of reality, the fundamental hard- 

ware that implements the software of our physi- 

cal theories, is a radical idea. It completely 

inverts our ordinary picture of reality in a way 

that can be difficult to fully grasp. But it may 

solve two of the hardest problems in science 

and philosophy at once. 
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Content 

INTRODUCTION 
A ubiquitous feature of mental states is that they have content: that is, they represent 

features of the world. When I see a tree, my perceptual state represents the tree. When 

I believe that the Earth is round, my belief represents a state of the Earth. This feature 

of mental states is often called intentionality, or aboutness. A belief that Russell was 

a philosopher is about Russell, a desire to go to heaven is about heaven, and so on. 

A central feature of this sort of representation is that it can be assessed for correctness: 

my perception of water on the road ahead may be accurate or inaccurate; my belief that it 

is hot outside may be true or false; my desire for happiness may be satisfied or unsatisfied. 

Mental content immediately raises a number of problems. How is it possible for one 

state of the world to represent another? How can a feature of the world to be correct or 

incorrect? Is it possible to account for mental content in physical terms, and if so how? 
What is the nature of the states by which we represent the world, especially beliefs and 

desires? How is the content of our mental states determined? Does this content depend 

on features internal to the subject, in the environment, or both? 

A. The Nature of Intentionality 
Frank Brentano, in his 1874 book Psychology from an Empirical Standpoint, famous- 

ly held that intentionality is the mark of the mental. In the selection reproduced here 

(chapter 35), he raises the question of what distinguishes mental from physical phenom- 

ena. He canvases a number of possible answers - that mental phenomena are nonspatial, 

that they are objects of awareness, and so on—and settles on the claim that mental phe- 

nomena exhibit intentional inexistence: that is, they contain an intentional object within 

themselves, an object at which they are directed. Physical phenomena are never directed 

at an intentional object, according to Brentano, but mental phenomena are always di- 

rected at such an object. 

Roderick Chisholm (chapter 36) takes his cue from Brentano, aiming to explore the 

idea of intentional inexistence in more detail. He focuses especially on the idea that the 

intentional object of a state may not actually exist, as when one believes that there are 

unicorns, and also on the idea that it is possible for two different states to be directed at 

the same object. This characterization goes beyond Brentano’s, but Chisholm expresses 

a Brentano-like thesis by saying that descriptions of psychological phenomena involve 

object-directedness with these features, but descriptions of nonpsychological phenom- 

ena do not. He considers three ways in which intentionality might be accounted for in 
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simpler terms—by appeal to linguistic behavior, sign behavior, and expectation—and 

argues that each of these either presupposes psychological intentionality, or cannot ac- 

count for the phenomena at issue. The conclusion seems to be that intentionality cannot 

be explained in non-psychological, non-intentional terms. 

Fred Dretske’s paper (chapter 37) can be seen as responding to the Brentano/ 

Chisholm challenge, examining a way in which the intentionality of mental states might 

be grounded in the simple nonpsychological phenomena. Dretske argues that the central 

features of intentionality are present in a system as simple as a compass, which indicates 

the direction of the North Pole. He uses this sort of example to support a causal theory 

of content, on which a system represents features of its environment when it is causally 

connected to those features in the right sort of way. One question for such a theory is 

how a system can misrepresent a feature of its environment, but Dretske argues that an 

appeal to the natural function of the system (grounded in the system's history) can solve 

this problem. At the end of this paper, he discusses how this sort of intentionality can be 

extended into the sort of intentionality exhibited by thought. 

Kathleen Akins (chapter 38) criticizes causal theories of representations such as 

Dretske’s, by arguing that they do not work when applied to many sensory systems in 

the natural world. On the standard causal picture, sensory states are reliably caused by 

objective features of the environment and thereby represent them. Akins argues that 

sensory states are usually narcissistic: they do not reflect features of the environment 

(e.g. whether it is hot or cold), but instead they reflect relations to the organism itself 

(e.g. whether a given part of the body is too hot or too cold for the organism’s safety 

and other purposes). Akins argues that understanding sensory systems this way requires 

reorienting our theories of sensory representation, so that the role of sensory states in 

representing the external world is less important than their role in guiding action. 

Ruth Millikan (chapter 39) responds to the challenge of naturalizing intentionality in 

a different but related way, giving an account of representation that is grounded in the 

evolutionary functioning of cognitive systems. On this account, the content of a repre- 

sentation is determined by normal conditions for proper use of that representation by 

cognitive systems. Here the normal conditions are grounded in the history of the species 

as the conditions responsible (via natural selection) for the system’s presence in later 
members of the species. On this account, representation is grounded in evolutionary 

teleology, in combination with the way a representation is used by cognitive systems. 

The last two papers explore quite different accounts of the roots of intentionality. 

Robert Brandom (chapter 40) gives an inferentialist account on which propositional con- 

tent is grounded in inferential role: to a first approximation, a contentful state is one that 

plays the right sort of role in inference. Brandom distinguishes his inferentialism from 
more familiar representational approaches to intentionality, and outlines a number of 

varieties of inferentialism before defending his own. He also addresses a number of chal- 

lenges to inferentialism, including the question of which inferences play the central role 
in constituting meaning, and the question of whether inferentialism leads to an unaccept- 
able holism, and whether it can account for the compositionality of mental phenomena. 

Finally, Terry Horgan and John Tienson (chapter 41) suggest that intentional content 
is grounded in phenomenology: that is, in the character of conscious experience. In a 
way, this is the reverse of the representationalist claim that phenomenology is grounded 
in representation. Horgan and Tienson begin by examining the intimate connections 
between intentionality and phenomenology in both perception and belief. They go on 
to argue that much intentional content is determined by phenomenology, since any two 
beings with the same phenomenology will share a great deal of intentional content, irre- 
spective of their other properties. This leads to a very different perspective on intention- 
ality: they conclude that theories (such those above) on which intentionality is grounded 
in connections to the environment are fundamentally incorrect, and they suggest that 
a reductive account of intentionality will be at least as hard as a reductive account of 
phenomenology. 
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FURTHER READING 

Chisholm’s interpretation of Brentano is criticized by McAlister 1976. Dretske 1981, 

1991; Millikan 1983, 1995; and Brandom 1994, 1999, elaborate their accounts at 

book-length. The huge literature on theories of content is well-represented in Stich and 

Warfield 1994, which includes criticisms of Dretske’s and Millikan’s accounts, and al- 
ternative accounts of content by Fodor (causal), Block (conceptual-role), and Cummins 

(interpretational). Causal accounts are explored at length by Fodor 1990. Searle 1991 

also argues that intentionality requires phenomenology, and Siewert 1998 gives detailed 

argument for the claim that phenomenology determines intentional content in both per- 

ception and belief. Neander 2017 and Shea 2018 are recent book-length accounts of 

teleological approach to intentionality. Mendelovici 2018 develops a detailed phenom- 

enal approach to intentionality, and Williams 2020 develops an interpretivist approach. 
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B. Propositional Attitudes 
What is the nature of the mental states by which we represent the worlds? Arguably the 

most important mental states of this sort are propositional attitudes, such as beliefs and 

desires. These states involve different attitude to propositions such as the proposition 

that it is raining outside: one might believe this proposition, or desire that it be true, or 

hope that it be true, and so on. Proposition attitudes (especially beliefs and related states) 

are also known as thoughts. The papers in this section give various perspective on the 

nature of thoughts. 
In the enclosed excerpts (chapter 42) from his important paper ‘Empiricism and the 

Philosophy of Mind,’ Wilfred Sellars addresses the nature of thoughts and the process 

of ascribing thoughts to one another. He tells a fable about our mythical “Rylean an- 

cestors,’ an illusion to Gilbert Ryle’s behaviorism (chapter 8). These ancestors only 

ascribe behavior to each other and never thoughts. One day a genius, Jones, develops 

a theory on which people’s utterances are caused by certain mental states involving 

inner speech. Sellars uses this ‘myth’ to suggest that the idea of thinking may emerge 
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not from simple introspection but from a theory that explains the behavior of others. 

His picture involving inner speech also illustrates the idea that thought may involve 

language in a central role. 

Jerry Fodor (chapter 43) pursues this idea further, arguing that there is a language 

of thought —a sort of internal mental language—and that thoughts are relations to sen- 

tences in this mental language. Fodor first sets out a number of conditions that a theory 

of propositional attitudes should meet, and he then discusses Carnap’s idea that thoughts 

might be relations to sentence of English (or of the thinkers language in general). He 

argues that English itself will not work for this purpose, but that a distinct mental lan- 

guage might work. This suggestion is put forward as an empirical hypothesis; if it is 

correct, then there is a very close analogy between thought and language. 

Daniel Dennett (chapter 44) offers a very different perspective on the nature of prop- 

ositional attitudes, and in particular beliefs. Dennett argues that for a system to be a 

believer, and to have a belief, is for the system to be interpretable in a certain way by 

someone who adopts the ‘intentional stance’ the stance of predicting a system's behav- 

ior using beliefs and desires. On this view, to have a belief is closely tied to exhibit- 
ing certain patterns of behavior that allow for the right sort of predictability. Dennett 

discusses the question of whether beliefs ‘really’ exist on this view, and opts for an 

intermediate view: there are objective patterns in behavior, but they are sometimes sus- 

ceptible to multiple interpretations. 
Paul Churchland (chapter 45) gives reasons to hold that propositional attitudes might 

not exist at all. Like Sellars, Churchland holds that beliefs and desires are entities pos- 
tulated by a theory used to explain behavior: the commonsense theory known as folk 

psychology. Churchland canvases some reasons to think that this theory may be radi- 

cally false: there are many things it cannot explain, and it may be replaced entirely by 

a better scientific theory. When a theory is radically false, the entities it postulates are 

eliminated (as with the phlogiston theory of fire). So if folk psychology is radically 

false, beliefs and desires do not exist. The resulting view is eliminativism, or eliminative 

materialism. 

Tamar Gendler (chapter 46) argues that our ordinary picture of propositional attitudes 

needs to be supplemented by a new sort of propositional attitude: alief. Alief is like 

belief in some ways, but it is associative, automatic, arational, affect-laden, and action- 

generating. For example, when one has the automatic sense that one will fall from a 

high place even though one does not, this is alief. One’s aliefs can often be discordant 

from one’s beliefs, for example in unconscious associations that depart from what one 

believes. Gendler suggests that in the moment-to-moment control of action, aliefs may 
play a more important role than beliefs. 

FURTHER READING 

Sellars’ paper is reprinted in book form (with controversial notes by Brandom) in Sellars 
1999, and also (with more extensive and less controversial notes) in deVries and Triplett 
2000. Book-length developments of some of the ideas in this section are given by Fodor 
1975, 1987; Dennett 1978, 1987; and Churchland 1990. These ideas are criticized in 
the respective collections Loewer and Rey 1990, Dahlberg 1993, and McCauley 1989. 
Field 1978 and Harman 1973 present alternative versions of the language of thought 
view. A different eliminativist view is outlined by Stich 1983. The question of whether 
folk psychology is a theory is addressed by the papers in Davies and Stone 1995 and 
Greenwood 1991. 
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C. Internalism and Externalism 

Is the content of our thoughts determined by the internal properties of a subject, by 

the environment, or both? Of course almost everyone agrees that our thoughts refer to 

objects in the world, and that they are affected by the state of the world. Still, the tra- 

ditional view has been a sort of internalism, holding that the content of our thoughts is 

determined by factors internal to the subject, so that any two subjects who are internal 

duplicates will have thoughts with the same content. More recently, a number of phi- 

losophers have argued for externalism, holding that the content of our thoughts is often 

determined by the state of the environment, so that two internally identical subjects may 

have different thoughts if they are in different environments. This issue has given rise 

to much fertile debate. 

Hilary Putnam’s “The Meaning of ‘Meaning’” (chapter 47) provided much of the 

stimulus for this debate. In this paper, Putnam argues that the meaning of many of our 

words is not ‘in the head’ but depends on the environment. He introduces the important 

Twin Earth thought-experiment, involving two duplicate subjects living on planets that 

are superficially identical but that contain different liquids in the oceans and lakes: one 
(Earth) contains H,O, and the other (Twin Earth) contains XYZ. Putnam argues that 

XYZ is not water but something else (twin water), and that when these subjects say 

‘water,’ they mean quite different things. If this is right, then meaning depends directly 

on the environment. Putnam restricts his conclusion to language, but it is easily ex- 

tended to the contents of thought: for example, one can argue that one subject believes 

that there is water in the ocean, and the other does not (he believes that there is twin 

water in the environment). If this is right, it seems to follow that the contents of our 

thoughts depend on external factors. 

Tyler Burge (chapter 48) argues for externalism in a related but different way. He 

considers duplicate subjects who live in different social environments, in which words 

(such as ‘arthritis’) are used differently. He argues that as a result, the subjects have dif- 

ferent beliefs: one has beliefs about arthritis, and the other has beliefs about a different 

disease. The result is a kind of social externalism, according to which what we think 

depends on the character of our social community. 
Andy Clark and I (chapter 49) make a case for a very different sort of externalism, 

involving the active coupling of an organism with its environment. In cases where parts 

of the environment are fully integrated with a cognitive system (as with a notebook 

that serves as a memory), those parts of the environment count as part of the cognitive 
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system, and help to constitute the mental states of the subject in question. Clark and I 

call this view active externalism, as opposed to the ‘passive externalism’ of Putnam and 

Burge, and argue that it coheres well with a recent body of work in cognitive science. 

Brie Gertler (chapter 50) responds by arguing that the active externalist picture 

threatens to overextend the mind. Subjects will have beliefs that they cannot intro- 

spect, and they will end up performing actions that they were not directly involved 

with. Gertler suggests that to avoid these consequences, we should embrace a picture of 

the mind where only occurrent conscious states are truly mental. Extended states, and 

internal dispositional and nonconscious states, are not really mental at all. The result is 

a strong form of internalism: the mind is entirely in the head, and entirely conscious too. 

A closely related form of internalism is developed by Terry Horgan and John Tienson 

in chapter 41, where they argue that all intentionality is grounded in consciousness, and 

consciousness is independent of the environment. 

Dan Zahavi and Shaun Gallagher (chapter 51) argue that the mind is not just exter- 

nal but embodied: the body plays a crucial role in constituting the mind. They reject a 
Cartesian picture where a disembodied brain in a vat could have the same mental states 

as an embodied mind. They appeal to phenomenological discussions by Merleau-Ponty 

and others to sketch a picture where the body deeply shapes the mind. They distinguish 

many roles that the body plays in shaping our experience and our action, and draw in 

research on disability and on virtual reality to show how changes in our embodiment 

can deeply affect our minds. The resulting view of the embodied mind pins down one 

leg of a broad anti-Cartesian approach that is now often known as 4E cognition: a view 

on which the mind is extended, embedded, enactive, and embodied. 

FURTHER READING 

Many important papers on internalism and externalism are collected in Pessin and 

Goldberg 1996. Burge 1982 extends Putnam’s thought experiment to the mental realm. 

Internalist responses to these are presented by Chalmers 2002, Fodor 1987, Loar 1988, 

Searle 1983, and Segal 2000, and are critiqued by Hawthorne and Yli-Vakkuri 2018. 

Externalist positions are elaborated by Stalnaker 1999 and Wilson 1995. Horgan and 
Tienson (chapter 41) argue for a sort of internalism based on phenomenological consid- 

erations; Tye (chapter 27) gives an externalist view of the contents of phenomenology. 

Active externalist views are elaborated by Clark 2008, Haugeland 1995, and Hurley 

1998, and are criticized by Adams and Aizawa 2008 and Rupert 2010. Menary 2012 is 

a collection of articles on the topic. Gallagher’s and Zahavi’s views on embodiment and 

other topics are developed in Gallagher 2006 and Gallagher and Zahavi 2012. Newen et 
al 2018 is a collection of articles on 4E cognition. 
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A. The Nature of Intentionality 

The Distinction between Mental and 

Physical Phenomena 
Franz Brentano 

1. All the data of our consciousness are divided 

into two great classes—the class of physical 

and the class of mental phenomena. We spoke 

of this distinction earlier when we established 

the concept of psychology, and we returned 

to it again in our discussion of psychological 

method. But what we have said is still not suf- 

ficient. We must now establish more firmly and 

more exactly what was only mentioned in pass- 

ing before. 

This seems all the more necessary since nei- 

ther agreement nor complete clarity has been 

achieved regarding the delimitation of the two 

classes. We have already seen how physical 

phenomena which appear in the imagination are 

sometimes taken for mental phenomena. There 

are many other such instances of confusion. 

And even important psychologists may be hard 

pressed to defend themselves against the charge 

of self-contradiction. For instance, we encoun- 

ter statements like the following: sensation and 

imagination are distinguished by the fact that 

one occurs as the result of a physical phenom- 

enon, while the other is evoked by a mental 

phenomenon according to the laws of associa- 

tion. But then the same psychologists admit that 

what appears in sensation does not correspond 

to its efficient cause. Thus it turns out that the 

so-called physical phenomenon does not actu- 

ally appear to us, and, indeed, that we have no 

presentation of it whatsoever—certainly a curi- 

ous misuse of the term ‘phenomenon’! Given 

such a state of affairs, we cannot avoid going 

into the question in somewhat greater detail. 

2. The explanation we are seeking is not a 

definition according to the traditional rules of 

logic. These rules have recently been the object 

of impartial criticism, and much could be added 

to what has already been said. Our aim is to 

clarify the meaning of the two terms ‘physi- 

cal phenomenon’ and ‘mental phenomenon,’ 

removing all misunderstanding and confusion 

concerning them. And it does not matter to us 

what means we use, as long as they really serve 

to clarify these terms. 

To this end, it is not sufficient merely to spec- 

ify more general, more inclusive definitions. 

Just as deduction is opposed to induction when 

we speak of kinds of proof, in this case explana- 

tion by means of subsumption under a general 

term is opposed to explanation by means of par- 

ticulars, through examples. And the latter kind 

of explanation is appropriate whenever the par- 

ticular terms are clearer than the general ones. 

Thus it is probably a more effective procedure 

to explain the term ‘color’ by saying that it des- 

ignates the class which contains red, blue, green 

and yellow, than to do the opposite and attempt 

to explain ‘red’ by saying it is a particular kind 

of color. Moreover, explanation through partic- 

ular definitions will be of even greater use when 

we are dealing, as in our case, with terms which 

are not common in ordinary life, while those for 

the individual phenomena included under them 

are frequently used. So let us first of all try to 

clarify the concepts by means of examples. 

Every idea or presentation which we acquire 

either through sense perception or imagination 

is an example of a mental phenomenon. By pre- 

sentation I do not mean that which is presented, 
but rather the act of presentation. Thus, hearing 

a sound, seeing a colored object, feeling warmth 

or cold, as well as similar states of imagina- 

tion are examples of what I mean by this term. 

I also mean by it the thinking of a general con- 

cept, provided such a thing actually does occur. 

Furthermore, every judgement, every recollec- 
tion, every expectation, every inference, every 
conviction or opinion, every doubt, is a mental 
phenomenon. Also to be included under this 
term is every emotion: joy, sorrow, fear, hope, 
courage, despair, anger, love, hate, desire, act 

Excerpted from D. Terrell, A. Rancurello, and L. McAlister, trans.; L. McAlister, ed., Psychology 
from an Empirical Standpoint (Routledge, 1995). Reprinted with permission of the publisher. 
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of will, intention, astonishment, admiration, 

contempt, etc. 

Examples of physical phenomena, on the 

other hand, are a color, a figure, a landscape 

which I see, a chord which I hear, warmth, cold, 

odor which I sense; as well as similar images 

which appear in the imagination. 

These examples may suffice to illustrate the dif- 

ferences between the two classes of phenomena. 

3. Yet we still want to try to find a different 

and a more unified way of explaining mental 

phenomena. For this purpose we make use of a 

definition we used earlier when we said that the 

term ‘mental phenomena’ applies to presenta- 

tions as well as to all the phenomena which are 

based upon presentations. It is hardly necessary 

to mention again that by ‘presentation’ we do 

not mean that which is presented, but rather the 

presenting of it. This act of presentation forms 

the foundation not merely of the act of judging, 

but also of desiring and of every other mental 

act. Nothing can be judged, desired, hoped or 

feared, unless one has a presentation of that 

thing. Thus the definition given includes all 

the examples of mental phenomena which we 

listed above, and in general all the phenomena 

belonging to this domain. 

It is a sign of the immature state of psychol- 

ogy that we can scarcely utter a single sentence 

about mental phenomena which will not be dis- 

puted by many people. Nevertheless, most psy- 

chologists agree with what we have just said, 

namely, that presentations are the foundation 

for the other mental phenomena. Thus Herbart 

asserts quite rightly, ‘Every time we have a feel- 

ing, there will be something or other presented 

in consciousness, even though it may be some- 

thing very diversified, confused and varied, so 

that this particular presentation is included in 

this particular feeling. Likewise, whenever we 

desire something . . . we have before our minds 

that which we desire.”!. . . 
Accordingly, we may consider the following 

definition of mental phenomena as indubitably 

correct: they are either presentations or they are 

based upon presentations in the sense described 

above. Such a definition offers a second, more 

simple explanation of this concept. This expla- 

nation, of course, is not completely unified be- 

cause it separates mental phenomena into two 

groups. 
4. People have tried to formulate a com- 

pletely unified definition which distinguishes 

all mental phenomena from physical phenom- 

ena by means of negation. All physical phe- 

nomena, it is said, have extension and spatial 

location, whether they are phenomena of vision 

or of some other sense, or products of the imag- 

ination, which presents similar objects to us. 

The opposite, however, is true of mental phe- 

nomena; thinking, willing and the like appear 

without extension and without spatial location. 

According to this view, it would be possible 

for us to characterize physical phenomena easily 

and exactly in contrast to mental phenomena by 

saying that they are those phenomena which 

appear extended and localized in space. Mental 

phenomena would then be definable with equal 

exactness as those phenomena which do not 

have extension or spatial location. Descartes 

and Spinoza could be cited in support of such 

a distinction. The chief advocate of this view, 

however, is Kant, who explains space as the 

form of the intuition of the external sense. . . . 

But even on this point there is no unanimity 

among psychologists, and we hear it denied for 

contradictory reasons that extension and lack of 

extension are characteristics which distinguish 

physical and mental phenomena. 

Many declare that this definition is false 

because not only mental phenomena, but also 

many physical phenomena appear to be without 

extension. A large number of not unimportant 

psychologists, for example, teach that the phe- 

nomena of some, or even of all of our senses 

originally appear apart from all extension and 

spatial location. In particular, this view is quite 

generally held with respect to sounds and olfac- 

tory phenomena.... 

Others, as we said, will reject this definition 

for the opposite reason. It is not so much the 

assertion that all physical phenomena appear 

extended that provokes them, but rather the 

assertion that all mental phenomena lack ex- 

tension. According to them, certain mental phe- 

nomena also appear to be extended. Aristotle 

seems to have been of this opinion when, in the 

first chapter of this treatise on sense and sense 

objects he considers it immediately evident, 

without any prior proof, that sense perception is 

the act of a bodily organ.” Modern psychologists 

and physiologists sometimes express them- 

selves in the same way regarding certain af- 

fects. They speak of feelings of pleasure or pain 

which appear in the external organs, sometimes 

even after the amputation of the limb and yet, 

feeling, like perception, is a mental phenom- 

enon. Some authors even maintain that sensory 

appetites appear localized. This view is shared 

by the poet when he speaks, not, to be sure, of 

thought, but of rapture and longing which suf- 

fuse the heart and all parts of the body. 
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Thus we see that the distinction under dis- 

cussion is disputed from the point of view of 

both physical and mental phenomena. Perhaps 

both of these objections are equally unjustified.’ 

At any rate, another definition common to all 

mental phenomena is still desirable. Whether 

certain mental and physical phenomena appear 

extended or not, the controversy proves that the 

criterion given for a clear separation is not ad- 

equate. Furthermore, this criterion gives us only 

a negative definition of mental phenomena. 

5. What positive criterion shall we now be 

able to provide? Or is there perhaps no positive 

definition which holds true of all mental phe- 

nomena generally? Bain thinks that in fact there 

is none.* Nevertheless, psychologists in earlier 

times have already pointed out that there is a 

special affinity and analogy which exists among 

all mental phenomena, and which physical phe- 

nomena do not share. 

Every mental phenomenon is characterized 

by what the Scholastics of the Middle Ages 

called the intentional (or mental)° inexistence 

of an object, and what we might call, though 

not wholly unambiguously, reference to a con- 

tent, direction toward an object (which is not 

to be understood here as meaning a thing), or 

immanent objectivity. Every mental phenome- 

non includes something as object within itself, 

although they do not all do so in the same 

way. In presentation something is presented, 

in judgement something is affirmed or denied, 

in love loved, in hate hated, in desire desired 
and so on.° 

This intentional in-existence is characteristic 

exclusively of mental phenomena. No physical 

phenomenon exhibits anything like it. We can, 

therefore, define mental phenomena by saying 

that they are those phenomena which contain an 
object intentionally within themselves. 

But here, too, we come upon controversies 

and contradiction. Hamilton, in particular, 

denies this characteristic to a whole broad class 

of mental phenomena, namely, to all those 

which he characterizes as feelings, to pleasure 

and pain in all their most diverse shades and 

varieties. With respect to the phenomena of 

thought and desire he is in agreement with us. 

Obviously there is no act of thinking without 

an object that is thought, nor a desire without 

an object that is desired. ‘In the phenomena 

of Feelings—the phenomena of Pleasure and 

Pain—on the contrary, consciousness does not 

place the mental modification or state before 

itself; it does not contemplate it apart—as sepa- 

rate from itself—but is, as it were, fused into 
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one. The peculiarity of Feeling, therefore, is 

that there is nothing but what is subjectively 

subjective; there is no object different from the 

self—no objectification of any mode of self.” 

In the first instance there would be something 

which, according to Hamilton’s terminology, 

is ‘objective,’ in the second instance something 

which is ‘objectively subjective,’ as in self- 

awareness, the object of which Hamilton con- 

sequently calls the ‘subject-object.’ By denying 

both concerning feelings, Hamilton rejects un- 

equivocably all intentional in-existence of these 

phenomena. 

In reality, what Hamilton says is not entirely 

correct, since certain feelings undeniably refer 

to objects. Our language itself indicates this 

through the expressions it employs. We say 

that we are pleased with or about something, 

that we feel sorrow or grieve about something. 

Likewise, we say: that pleases me, that hurts 

me, that makes me feel sorry, etc. Joy and 

sorrow, like affirmation and negation, love and 

hate, desire and aversion, clearly follow upon 

a presentation and are related to that which is 

presented. 

One is most inclined to agree with Hamilton 

in those cases in which, as we saw earlier, it is 

most easy to fall into the error that feeling is not 

based upon any presentation: the case of pain 

caused by a cut or a burn, for example. But the 

reason is simply the same temptation toward 

this, as we have seen, erroneous assumption. 

Even Hamilton recognizes with us the fact 

that presentations occur without exception and 

thus even here they form the basis of the feel- 

ing. Thus his denial that feelings have an object 

seems all the more striking. 

One thing certainly has to be admitted; the 

object to which a feeling refers is not always 

an external object. Even in cases where I hear 

a harmonious sound, the pleasure which I feel 

is not actually pleasure in the sound but plea- 

sure in the hearing. In fact you could say, not 

incorrectly, that in a certain sense it even refers 

to itself, and this introduces, more or less, what 

Hamilton was talking about, namely that the 

feeling and the object are ‘fused into one.’ But 
this is nothing that is not true in the same way of 
many phenomena of thought and knowledge, as 
we will see when we come to the investigation 
of inner consciousness. Still they retain a mental 
inexistence, a Subject-Object, to use Hamilton’s 
mode of speech, and the same thing is true of 
these feelings. Hamilton is wrong when he 
Says that with regard to feelings everything is 
‘subjectively subjective’-—an expression which 
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is actually self-contradictory, for where you 

cannot speak of an object, you cannot speak 

of a subject either. Also, Hamilton spoke of a 

fusing into one of the feeling with the mental 

impression, but when carefully considered it 

can be seen that he is bearing witness against 

himself here. Every fusion is a unification of 

several things; and thus the pictorial expression 

which is intended to make us concretely aware 

of the distinctive character of feeling still points 

to a certain duality in the unity. 

We may, therefore, consider the intentional 

inexistence of an object to be a general char- 

acteristic of mental phenomena which distin- 

guishes this class of phenomena from the class 
of physical phenomena. 

6. Another characteristic which all mental 

phenomena have in common is the fact that 

they are only perceived in inner conscious- 

ness, while in the case of physical phenom- 

ena only external perception is possible. This 

distinguishing characteristic is emphasized by 

Hamilton.® 
It could be argued that such a definition is not 

very meaningful. In fact, it seems much more 

natural to define the act according to the object, 

and therefore to state that inner perception, in 

contrast to every other kind, is the perception 

of mental phenomena. However, besides the 

fact that it has a special object, inner perception 

possesses another distinguishing characteristic: 

its immediate, infallible self-evidence. Of all 

the types of knowledge of the objects of expe- 

rience, inner perception alone possesses this 

characteristic. Consequently, when we say that 

mental phenomena are those which are appre- 

hended by means of inner perception, we say 

that their perception is immediately evident. 

Moreover, inner perception is not merely the 

only kind of perception which is immediately 

evident; it is really the only perception in the 

strict sense of the word.’ As we have seen, the 
phenomena of the so-called external perception 

cannot be proved true and real even by means 

of indirect demonstration. For this reason, 
anyone who in good faith has taken them for 

what they seem to be is being misled by the 

manner in which the phenomena are connected. 

Therefore, strictly speaking, so-called external 
perception is not perception. Mental phenom- 

ena, therefore, may be described as the only 

phenomena of which perception in the strict 

sense of the word is possible. 
This definition, too, is an adequate charac- 

terization of mental phenomena. That is not to 

say that all mental phenomena are internally 

perceivable by all men, and so all those which 

someone cannot perceive are to be included 

by him among physical phenomena. On the 

contrary, as we have already expressly noted 

above, it is obvious that no mental phenomenon 

is perceived by more than one individual. At 

the same time, however, we also saw that every 

type of mental phenomenon is present in every 

fully developed human mental life. For this 

reason, the reference to the phenomena which 

constitute the realm of inner perception serves 

our purpose satisfactorily. 

7. We said that mental phenomena are those 
phenomena which alone can be perceived in the 

strict sense of the word. We could just as well 

say that they are those phenomena which alone 

possess real existence as well as intentional ex- 

istence. Knowledge, joy and desire really exist. 

Color, sound and warmth have only a phenom- 

enal and intentional existence. 

There are philosophers who go so far as to 

say that it is self-evident that phenomena such 

as those which we call physical phenomena 

could not correspond to any reality... . 

I must confess that I am unable to convince 

myself of the soundness of this argument. It is 

undoubtedly true that a color appears to us only 

when we have a presentation of it. We cannot 

conclude from this, however, that a color cannot 

exist without being presented. Only if the state 

of being presented were contained in the color 

as one of its elements, as a certain quality and 

intensity is contained in it, would a color which 

is not presented imply a contradiction, since a 

whole without one of its parts is indeed a con- 

tradiction. But this is obviously not the case. .. . 

It is not correct, therefore, to say that the as- 

sumption that there exists a physical phenom- 

enon outside the mind which is just as real as 

those which we find intentionally in us, implies 

a contradiction. It is only that, when we com- 

pare one with the other we discover conflicts 
which clearly show that no real existence corre- 

sponds to the intentional existence in this case. 

And even if this applies only to the realm of 

our own experience, we will nevertheless make 

no mistake if in general we deny to physical 

phenomena any existence other than intentional 

existence. 

8. There is still another circumstance which 

people have said distinguishes between physical 

and mental phenomena. They say that mental 

phenomena always manifest themselves seri- 

ally, while many physical phenomena manifest 

themselves simultaneously. But people do not 

always mean the same thing by this assertion, 
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and not all of the meanings which it has been 

given are in accord with the truth. ... 

Indeed, we could, with more reason, make the 

opposite assertion, namely, that very often many 

mental phenomena are present in consciousness 

simultaneously, while there can never be more 

than one physical phenomenon at a time. 

What is the only sense, then, in which we 

might say that a mental phenomenon always 

appears by itself, while many physical phe- 

nomena can appear at the same time? We can 

say this insofar as the whole multiplicity of 

mental phenomena which appear to us in our 

inner perception always appear as a unity, while 

the same is not true of the physical phenomena 

which we grasp simultaneously through the 

so-called external perception. As happens fre- 

quently in other cases, so here, too, unity is con- 

fused by many psychologists with simplicity; as 

a result they have maintained that they perceive 

themselves in inner consciousness as some- 

thing simple. Others, in contesting with good 

reason the simplicity of this phenomenon, at the 

same time denied its unity. The former could 

not maintain a consistent position because, as 

soon as they described their inner life, they 

found that they were mentioning a large vari- 

ety of different elements; and the latter could 

not avoid involuntarily testifying to the unity of 

mental phenomena. They speak, as do others, 

of an ‘I’ and not of a ‘we’ and sometimes de- 

scribe this as a ‘bundle’ of phenomena, and at 

the other times by other names which charac- 

terize a fusion into an inner unity. When we 

perceive color, sound, warmth, odor simultane- 

ously nothing prevents us from assigning each 

one to a particular thing. On the other hand, we 

are forced to take the multiplicity of the various 

acts of sensing, such as seeing, hearing, experi- 

encing warmth and smelling, and the simulta- 

neous acts of willing and feeling and reflecting, 

as well as the inner perception which provides 

us with the knowledge of all those, as parts of 

one single phenomenon in which they are con- 

tained, as one single and unified thing. We shall 

discuss in detail later on what constitutes the 

basis for this necessity. At that time we shall 
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also present several other points pertaining to 

the same subject. The topic under discussion, in 

fact, is nothing other than the so-called unity of 

consciousness, one of the most important, but 

still contested, facts of psychology. 
9. Let us, in conclusion, summarize the re- 

sults of the discussion about the difference be- 

tween mental and physical phenomena. First 

of all, we illustrated the specific nature of the 

two classes by means of examples. We then 

defined mental phenomena as presentations or 

as phenomena which are based upon presenta- 

tion; all the other phenomena being physical 

phenomena. Next we spoke of extension, which 

psychologists have asserted to be the specific 

characteristic of all physical phenomena, while 

all mental phenomena are supposed to be un- 

extended. This assertion, however, ran into 

contradictions which can only be clarified by 

later investigations. All that can be determined 

now is that all mental phenomena really appear 

to be unextended. Further we found that the 

intentional inexistence, the reference to some- 

thing as an object, is a distinguishing charac- 

teristic of all mental phenomena. No physical 

phenomenon exhibits anything similar. We 

went on to define mental phenomena as the ex- 

clusive object of inner perception; they alone, 

therefore, are perceived with immediate evi- 

dence. Indeed, in the strict sense of the word, 

they alone are perceived. On this basis we pro- 

ceeded to define them as the only phenomena 

which possess actual existence in addition to 

intentional existence. Finally, we emphasized 

as a distinguishing characteristic the fact that 

the mental phenomena which we perceive, in 

spite of all their multiplicity, always appear 

to us as a unity, while physical phenomena, 

which we perceive at the same time, do not all 

appear in the same way as parts of one single 
phenomenon. 

That feature which best characterizes mental 
phenomena is undoubtedly their intentional in- 

existence. By means of this and the other char- 

acteristics listed above, we may now consider 

mental phenomena to have been clearly differ- 
entiated from physical phenomena. . . . 

NOTES 

1. Psychologie als Wissenschaft, Part I, Sect. 1, 

Chap. 1, No. 103. Cp. also Drobisch, Empirische 

Psychologie, p. 38, and others of Herbart’s school. 
2. De Sensu et Sensibili, 1, 436, b. 7. Cp. also what 

he says in De Anima, I, 1, 403, 16, about affective 
states, in particular about fear. 

3. The assertion that even mental phenomena appear 
to be extended rests obviously on a confusion of 
mental and physical phenomena similar to the con- 
fusion which we became convinced of above when 
we pointed out that a presentation is also the neces- 
sary foundation of sensory feelings. 



‘INTENTIONAL INEXISTENCE’ 

4. The Senses and the Intellect, Introduction. 

5. They also use the expression ‘to exist as an object 

(objectively) in something,’ which, if we wanted to 
use it at the present time, would be considered, on 
the contrary, as a designation of a real existence out- 

side the mind. At least this is what is suggested by 

the expression ‘to exist immanently as an object,’ 

which is occasionally used in a similar sense, and 

in which the term ‘immanent’ should obviously rule 
out the misunderstanding which is to be feared. 

6. Aristotle himself spoke of this mental in-existence. 
In his books on the soul he says that the sensed 

object, as such, is in the sensing subject; that the 
sense contains the sensed object without its matter; 

that the object which is thought is in the thinking 
intellect. In Philo, likewise, we find the doctrine 
of mental existence and in-existence. However, 
since he confuses them with existence in the proper 

sense of the word, he reaches his contradictory doc- 

trine of the Jogos and Ideas. The same is true of 
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the Neoplatonists. St. Augustine in his doctrine of 
the Verbum mentis and of its inner origin touches 
upon the same fact. St. Anselm does the same in his 
famous ontological argument; many people have 

observed that his consideration of mental existence 

as a true existence is at the basis of his paralogism 

(cp. Uberweg, Geschichte der Philosophie, Il). St. 

Thomas Aquinas teaches that the object which is 

thought is intentionally in the thinking subject, the 
object which is loved in the person who loves, the 
object which is desired in the person desiring, and 

he uses this for theological purposes. 
7. Lecture on Metaphysics, I, 432. 

Lecture on Metaphysics, 1, 432. 

9. [Translators’ note: The German word which we 

translate as ‘perception’ is ‘Wahrnehmung’ which 

literally means taking something to be true. The 

English word does not reflect this literal meaning so 

this paragraph only makes sense if we bear in mind 
the German word.] 

go 

‘Intentional Inexistence’ 

Roderick M. Chisholm 

1 

. . . Psychological phenomena, according to 

Brentano, are characterized ‘by what the scho- 

lastics of the Middle Ages referred to as the 

intentional (also the mental) inexistence of the 

object, and what we, although with not quite 

unambiguous expressions, would call relation 

to a content, direction upon an object (which is 

not here to be understood as a reality), or im- 

manent objectivity.’' This ‘intentional inexis- 

tence,’ Brentano added, is peculiar to what is 

psychical; things which are merely physical 

show nothing like it. 

Assuming, or accepting, is one of the phe- 

nomena Brentano would have called inten- 

tional. I will first try to formulate Brentano’s 

thesis somewhat more exactly; then I will ask 

whether it is true of assuming. 

2 

The phenomena most clearly illustrating the 

concept of ‘intentional inexistence’ are what 
are sometimes called psychological attitudes; 

for example, desiring, hoping, wishing, seek- 

ing, believing, and assuming. When Brentano 

said that these attitudes ‘intentionally contain 

an object in themselves,’ he was referring to the 

fact that they can be truly said to ‘have objects’ 

even though the objects which they can be said 

to have do not in fact exist. Diogenes could have 

looked for an honest man even if there hadn’t 

been any honest men. The horse can desire to be 

fed even though he won’t be fed. James could 

believe there are tigers in India, and take some- 

thing there to be a tiger, even if there aren’t any 

tigers in India. 

But physical—or nonpsychological— 

phenomena, according to Brentano’s thesis, 

cannot thus ‘intentionally contain objects in 

themselves.’ In order for Diogenes to sit in his 

tub, for example, there must be a tub for him 

to sit in; in order for the horse to eat his oats, 

there must be oats for him to eat; and in order 

for James to shoot a tiger, there must be a tiger 

there to shoot. 

The statements used in these examples 

seem to have the form of relational state- 

ments. ‘Diogenes sits in his tub’ is concerned 

with a relation between Diogenes and his tub. 

From Perceiving: A Philosophical Study (Cornell University Press, 1957). 
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Syntactically, at least, ‘Diogenes looks for an 

honest man’ is similar: Diogenes’ quest seems 

to relate him in a certain way to honest men. But 

the relations described in this and in our other 

psychological statements, if they can properly 

be called ‘relations,’ are of a peculiar sort. They 

can hold even though one of their terms, if it 

can properly be called a ‘term,’ does not exist. 

It may seem, therefore, that one can be ‘inten- 

tionally related’ to something which does not 

exist? 
These points can be put somewhat more 

precisely by referring to the language we have 

used. We may say that, in our language, the ex- 

pressions ‘looks for,’ ‘expects,’ and ‘believes’ 

occur in sentences which are intentional, or are 

used intentionally, whereas ‘sits in,’ ‘eats,’ and 

‘shoots’ do not. We can formulate a working 

criterion by means of which we can distinguish 

sentences that are intentional, or are used inten- 

tionally, in a certain language from sentences 

that are not. It is easy to see, I think, what this 

criterion would be like, if stated for ordinary 

English. 

First, let us say that a simple declarative 

sentence is intentional if it uses a substantival 

expression—a name or a description—in such 

a way that neither the sentence nor its contra- 

dictory implies either that there is or that there 

isn’t anything to which the substantival ex- 

pression truly applies. ‘Diogenes looked for 

an honest man’ is intentional by this criterion. 

Neither ‘Diogenes looked for an honest man’ 

nor its contradictory—‘Diogenes did not look 

for an honest man’—implies either that there 

are, or that there are not, any honest men. But 

‘Diogenes sits in his tub’ is not intentional by 

this criterion, for it implies that there is a tub in 

which he sits. 

Secondly, let us say, of any noncompound 

sentence which contains a propositional clause, 

that it is intentional provided that neither the 

sentence nor its contradictory implies either 

that the propositional clause is true or that it is 

false. ‘James believes there are tigers in India’ 

is intentional by this criterion, because neither 

it nor its contradictory implies either that there 

are, or that there are not, any tigers in India. ‘He 

succeeded in visiting India,’ since it implies 

that he did visit India, is not intentional. ‘He is 

able to visit India,’ although it does not imply 

that he will visit India, is also not intentional. 

For its contradictory—'He is not able to visit 

India’—implies that he does not visit India. 

A third mark of intentionality may be de- 

scribed in this way. Suppose there are two 
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names or descriptions which designate the same 

things and that E is a sentence obtained merely 

by separating these two names or descriptions 

by means of ‘is identical with’ (or ‘are identical 

with’ if the first word is plural). Suppose also 

that A is a sentence using one of those names 

or descriptions and that B is like A except that, 

where A uses the one, B uses the other. Let us 

say that A is intentional if the conjunction of A 

and E does not imply B.* We can now say of 

certain cognitive sentences—sentences using 

‘know,’ ‘see,’ ‘perceive,’ and the like in one of 

the ways which have interested us here—that 

they, too, are intentional. Most of us knew in 

1944 that Eisenhower was the one in command 

(A); but although he was (identical with) the 

man who was to succeed Truman (£), it is not 

true that we knew in 1944 that the man who 

was to succeed Truman was the one in com- 

mand (B). 

Let us say that a compound sentence is one 

compounded from two or more sentences by 

means of propositional connectives, such as 

‘and,’ ‘or,’ ‘if-then,’ ‘although,’ ‘because,’ 

and the like. The three foregoing marks of in- 

tentionality apply to sentences which are not 

compound. We may now say that a compound 

declarative sentence is intentional if and only 

if one or more of its component sentences is 

intentional. Thus the antecedent of ‘If Parsifal 

sought the Holy Grail, he was a Christian’ 

enables us to say that the whole statement is 

intentional. 

When we use perception words proposition- 

ally, our sentences display the third of the above 

marks of intentionality. I may see that John is 

the man in the corner and John may be some- 

one who is ill; but I do not now see that John 
is someone who is ill. Perception sentences, as 

we have seen, entail sentences about taking and 

assuming. And sentences about taking and as- 

suming display the second of the above marks 

of intentionality. ‘He takes—and therefore 

assumes—those rocks to be the reef’ does not 

imply that the rocks are the reef and it does not 

imply that they are not. And similarly for its 

contradiction: ‘He does not take—or assume— 

those rocks to be the reef.’ 

We may now re-express Brentano’s thesis— 

or a thesis resembling that of Brentano—by 
reference to intentional sentences. Let us say 
(1) that we do not need to use intentional sen- 
tences when we describe nonpsychological 
phenomena; we can express all of our beliefs 
about what is merely ‘physical’ in sentences 
which are not intentional.* But (2) when we 
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wish to describe perceiving, assuming, believ- 

ing, knowing, wanting, hoping, and other such 

attitudes, then either (a) we must use sentences 

which are intentional or (b) we must use terms 

we do not need to use when we describe non- 

psychological phenomena. 

In describing nonpsychological phenomena, 

we do, on occasion, use sentences which are in- 

tentional by one or more of the above criteria. 

One may say, “This weapon, suitably placed, is 

capable of causing the destruction of Boston’ 

and “The cash register knows that 7 and 5 are 

12.’ But although these sentences are inten- 

tional according to our criteria, we can readily 

transform them into others which are not: ‘If 

this weapon were suitably placed, then Boston 

would be destroyed’ and ‘If you press the key 

marked ‘7’ and the one marked ‘5,’ the cash 

register will yield a slip marked ‘12.” 

It wouid be an easy matter, of course, to 

invent a psychological terminology enabling 

us to describe perceiving, taking, and assuming 

in sentences which are not intentional. Instead 

of saying, for example, that a man takes some- 

thing to be a deer, we could say ‘His perceptual 

environment is deer-inclusive.’ But in so doing, 

we are using technical terms—‘perceptual en- 

vironment’ and ‘deer-inclusive’—which, pre- 

sumably, are not needed for the description of 

nonpsychological phenomena. And unless we 

can re-express the deer-sentence once again, 

this time as a nonintentional sentence contain- 

ing no such technical terms, what we say about 

the man and the deer will conform to our pres- 

ent version of Brentano’s thesis. 

How would we go about showing that 

Brentano was wrong? I shall consider the three 

most likely methods. None of them seems to be 

satisfactory. 

5 

Some philosophers have tried to describe psy- 

chological attitudes in terms of linguistic be- 

havior. In his inaugural lecture, Thinking and 

Meaning, Professor Ayer tried to define the lo- 

cution ‘thinking of x’ by reference to the use 

of symbols which designate x. A man is think- 

ing of a unicorn, Ayer suggested, if (among 

other things) the man is disposed to use sym- 

bols which designate unicorns; he believes that 

there are unicorns if (among other things) he is 

disposed to utter sentences containing words 

which designate or refer to unicorns.” And 

perhaps one might try to define ‘taking’ and 
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‘assuming’ in a similar way. But this type of 

definition leaves us with our problem. 

When we talk about what is ‘designated’ or 

‘referred to’ by words or sentences, our own 

sentences are intentional. When we affirm the 

sentence ‘In German, Einhorn designates, or 

refers to, unicorns,’ we do not imply that there 

are any unicorns and we do not imply that there 

are not; and similarly when we deny the sen- 

tence. If we think of words and sentences as 

classes of noises and marks, then we may say 

that words and sentences are ‘physical’ (non- 

psychological) phenomena. But we must not 

suppose the meaning of words and sentences to 

be a property which they have apart from their 

relations to the psychological attitudes of the 

people who use them. 

For we know, as Schlick once put it, ‘that 

meaning does not inhere in a sentence where 

it might be discovered’; meaning ‘must be be- 

stowed upon’ the sentence.® Instead of saying, 

‘In German, Einhorn designates, or refers to, 

unicorns, we could say, less misleadingly, 

‘German-speaking people use the word Einhorn 

in order to designate, or refer to, unicorns.’ A 

word or sentence designates so-and-so only if 

people use it to designate so-and-so. 

Or can we describe ‘linguistic behavior’ by 

means of sentences which are not intentional? 

Can we define such locutions as ‘the word ‘Q’ 

designates so-and-so’ in language which is not 

intentional? If we can do these things, and if, 

as Ayer suggested, we can define ‘believing,’ 

or ‘assuming,’ in terms of linguistic behavior, 

then we must reject our version of Brentano’s 

thesis. But I do not believe that we can do these 

things; I do not believe that we can define such 

locutions as ‘The word ‘Q’ designates so-and- 

so’ or ‘The word ‘Q’ has such-and-such a use’ 

in language which is not intentional. 

Let us consider, briefly, the difficulties in- 

volved in one attempt to formulate such a 

definition. 

Instead of saying, of a certain word or predi- 

cate of ‘Q, that it designates or refers to so- 

and-so’s, we may say that, if there were any 

so-and-so’s, they would satisfy or fulfill the 
intension of the predicate ‘Q,’ But how are we 

to define ‘intension’? Professor Carnap once 
proposed a behavioristic definition of this use 

of ‘intension’ which, if it were adequate, might 

enable us to formulate a behavioristic, nonin- 

tentional definition of ‘believe’ and ‘assume.’ 

Although Carnap later conceded that his ac- 

count was oversimplified, it is instructive, I 

think, to note the difficulties which stand in the 
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way of defining ‘intension’—as well as ‘desig- 

nates’ and ‘refers to’—in nonintentional terms.’ 

Carnap had suggested that the ‘intension’ of 

a predicate in a natural language may be defined 

in essentially this way: ‘The intension of a pred- 

icate ‘Q’ for a speaker X is the general condi- 

tion which an object y must fulfill in order for X 

to be willing to ascribe the predicate ‘Q’ to y.’ 

Carnap did not define the term ‘ascribe’ which 

appears in this definition, but from his general 

discussion we can see, I think, that he would 

have said something very much like this: ‘A 

person X ascribes ‘Q’ to an object y, provided 

that, in the presence of y, X gives an affirmative 

response to the question ‘Q?’ ‘(Let us assume 

that the expressions ‘is willing to,’ “in the pres- 

ence of,’ ‘affirmative response,’ and ‘question’ 

present no difficulties.) 

Such a definition of ‘intension’ is adequate 

only if it allows us to say of Karl, who speaks 

German, that an object y fulfills the intension of 

‘Hund’ for Karl if and only if y is a dog. Let us 

consider, then, a situation in which Karl mis- 

takes something for a dog; he is in the presence 

of a fox, say, and takes it to be a dog. In this 

case, Karl would be willing to give an affirma- 

tive response to the question ‘Hund?’ Hence the 

fox fulfills the condition which an object must 

fulfill for Karl to be willing to ascribe ‘Hund’ 

to it. And therefore the definition is inadequate. 

Perhaps we can assume that Karl is usually 

right when he takes something to be a dog. And 

perhaps, therefore, we can say this: “The inten- 

sion of ‘Hund’ for Karl is the general condition 

which, more often than not, an object y must 

fulfill in order for Karl to be willing to ascribe 

“Hund’ to y.’ But if the occasion we have con- 

sidered is the only one on which Karl has been 

in the presence of a fox, then, according to the 

present suggestion, we must say, falsely, that 

the fox does not fulfill the intension of Karl’s 

word ‘Fuchs.’ Moreover, if Karl believes there 

are unicorns and, on the sole occasion when he 

thinks he sees one, mistakes a horse for a uni- 

corn, then the present suggestion would require 

us to say, falsely, that the horse fulfills the in- 

tension, for Karl, of his word ‘Einhorn.’ 

The obvious way to qualify Carnap’s defini- 

tion would be to reintroduce the term ‘believe’ 

and say something of this sort: ‘The intension 

of a predicate ‘Q’ for a speaker X is the general 

condition which X must believe an object y to 

fulfill in order for X to be willing to ascribe the 

predicate “Q’ to y.’ And, in general, when we 

say, ‘People use such and such a word to refer 

to so-and-so,’ at least part of what we mean 
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to say is that people use that word when they 

wish to express or convey something they know 

or believe—or perceive or take—with respect 

to so-and-so. But if we define ‘intension’ and 

‘designates’ in terms of ‘believe’ and ‘assume,’ 

we can no longer hope, of course, to define “be- 

lieve’ and ‘assume’ in terms of ‘intension’ or 

‘designates.’ 

4 

The second way in which we might try to show 

that Brentano was wrong may be described by 

reference to a familiar conception of ‘sign be- 

havior.’ Many philosophers and psychologists 

have suggested, in effect, that a man may be 

said to perceive an object x, or to take some 

object x to have a certain property f, provided 

only that there is something which signifies x 

to him, or which signifies to him that x is f’ But 

what does ‘signify’ mean? 

We cannot be satisfied with the traditional 

descriptions of ‘sign behavior,’ for these, 

almost invariably, define such terms as ‘sign’ 

by means of intentional concepts. We cannot 

say, for instance, that an object is a sign pro- 

vided it causes someone to believe, or expect, 

or think of something; for sentences using “be- 

lieve,’ ‘expect,’ and ‘think of? are clearly inten- 

tional. Nor can we say merely that an object is 

a sign provided it causes someone to be set for, 

or to be ready for, or to behave appropriately to 

something, for sentences using ‘set for,’ ‘ready 

for,’ and ‘behave appropriately to,’ despite their 

behavioristic overtones, are also intentional. 

Similar objections apply to such statements as 

‘One object is a sign of another provided it in- 

troduces the other object into the behaviorial 

environment, as contrasted with the physical 
environment, of some organism.’ 

If we are to show that Brentano’s thesis as 

applied to sign phenomena is mistaken, then 

we must not introduce any new technical terms 

into our analysis of sign behavior unless we can 

show that these terms apply also to nonpsycho- 
logical situations. 

Most attempts at nonintentional definitions 
of ‘sign’ make use of the concept of substi- 
tute stimulus. If we use ‘referent’ as short for 
‘what is signified,’ we may say that, according 
to such definitions, the sign is described as a 
substitute for the referent. It is a substitute in the 
sense that, as stimulus, it has effects upon the 
subject which are similar to those the referent 
would have had. Such definitions usually take 
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this form: V is a sign of R for a subject S if and 

only if V affects S in a manner similar to that 

in which R would have affected S.° The bell is 
a sign of food to the dog, because the bell af- 

fects the dog’s responses, or his dispositions to 

respond, in a way similar to that in which the 

food would have affected them. 

This type of definition involves numer- 

ous difficulties of which we need mention but 

one—that of specifying the respect or degree 

of similarity which must obtain between the ef- 

fects attributed to the sign and those attributed 
to the referent. This difficulty is involved in 

every version of the substitute-stimulus theory. 

Shall we say that, given the conditions in the 

above definition, V is a sign of R to a subject S$ 

provided only that those responses of S which 

are stimulated by V are similar in some respect 

to those which have been (or would be) stimu- 

lated by R? In other words, should we say that 

V is a sign of R provided that V has some of 
the effects which R has had or would have had? 

This would have the unacceptable consequence 

that all stimuli signify each other, since any two 

stimuli have at least some effect in common. 

Every stimulus causes neural activity, for ex- 

ample; hence, to that extent at least, any two 

stimuli will have similar effects. Shall we say 

that V is a sign of R provided that V has all the 

effects which R would have had? If the bell is to 

have all the effects which the food would have 

had, then, as Morris notes, the dog must start 

to eat the bell.? Shall we say that V is a sign of 
R provided that V has the effects which only R 

would have had? If the sign has effects which 

only the referent can have, then the sign is the 

referent and only food can be a sign of food. 

The other methods of specifying the degree or 

respect of similarity required by the substitute- 

stimulus definition, so far as I can see, have 

equally unacceptable consequences. 

Reichenbach, in his Elements of Symbolic 

Logic, has applied this type of analysis to the 

concept of taking; but the consequences are 

similar. To say of a subject S, according to 
Reichenbach, that S takes something to be a dog 

is to say: ‘There is a z which is a bodily state of 

S and which is such that, whenever S is sensibly 

stimulated by a dog, S is in this bodily state z.’'° 
In other words, there are certain bodily condi- 

tions which S must fulfill in order for S to be 

sensibly stimulated by a dog; and whenever S 
satisfies any of these conditions, then S is taking 

something to be a dog. 
But among the many conditions one must ful- 

fill if one is to be sensibly stimulated by a dog is 
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that of being alive. Hence if we know that S is 

alive, we can say that S is taking something to 

be a dog. The difficulty is that the bodily state 

z, Of Reichenbach’s formula, is not specified 
strictly enough. And the problem is to find an 

acceptable modification. 

In reply to this objection, Reichenbach sug- 

gested, in effect, that ‘S takes something to be 

a dog’ means that S’s bodily state has all those 

neural properties which it must have—which 

are ‘physically necessary’ for it to have— 

whenever S is sensibly stimulated by a dog.!! 
But this definition has the unacceptable conse- 

quence that, whenever S is sensibly stimulated 

by a dog, then S takes the thing to be a dog. 

Thus, although we can say that a man may be 

stimulated by a fox and yet take it to be a dog, 

we can never say that he may be stimulated by 

a dog and not take it to be a dog.” 
Similar objections apply to definitions using 

such expressions as “dog responses,’ ‘responses 

specific to dogs,’ ‘responses appropriate to 

dogs,’ and the like. For the problem of specify- 

ing what a man’s ‘dog responses’ might be is 

essentially that of specifying the bodily state to 

which Reichenbach referred. 

5 

Of all intentional phenomena, expectation 

is one of the most simple and, I think, one 

which is most likely to be definable in terms 

which are not intentional. If we could define, 

in nonintentional terms, what it means to 

say of a man, or an animal, that he expects 

something—that he expects some state of af- 

fairs to come about—then, perhaps, we could 

define ‘believing’ and ‘assuming,’ noninten- 

tionally, in terms of this sense of ‘expecting.’ 

If we are to show that Brentano is wrong, our 

hope lies here, I think. 

For every expectancy, there is some pos- 

sible state of affairs which would fulfill or 

satisfy it, and another possible state of affairs 

which would frustrate or disrupt it. If I expect 

the car to stop, then, it would seem, I am in a 

state which would be fulfilled or satisfied if and 

only if the car were to stop—and which would 

be frustrated or disrupted if and only if the car 

were not to stop. Hence we might consider de- 

fining ‘expects’ in this way: 

‘S expects E to occur’ means that S is in a bodily 
state b such that either (i) b would be fulfilled 
if and only if E were to occur or (ii) b would 
be disrupted if and only if E were not to occur. 
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Our problem now becomes that of finding ap- 

propriate meanings for ‘fulfill’ and ‘disrupt.’ 

Perhaps there is a way of defining ‘fulfill’ 

in terms of the psychological concept of re- 

inforcement and of defining ‘disrupt’ in terms 

of disequilibration, surprise, or shock. And 

perhaps we can then provide an account of the 

dog and the bell and the food in terms which 

will show that this elementary situation is not 

intentional. It is possible that the dog, because 

of the sound of the bell, is in a state which is 

such that either (i) his state will be reinforced 

if he receives food or (ii) it will be disequili- 

brated if he does not. And it is possible that 

this state can be specified in physiological 

terms. Whether this is so, of course, is a psy- 

chological question which no one, apparently, 

is yet in a position to answer. But even if it 

is so, there are difficulties in principle which 

appear when we try to apply this type of defi- 

nition to human behavior. 

If we apply ‘expects,’ as defined, to human 

behavior, then we must say that the appropri- 

ate fulfillments or disruptions must be caused 

by the occurrence, or nonoccurrence, of the 

‘intentional object’—of what it is that is ex- 

pected. But it is easy to think of situations 

which, antecedently, we should want to de- 

scribe as instances of expectation, but in which 

the fulfillments or disruptions do not occur in 

the manner required. And to accommodate our 

definition to such cases, we must make quali- 

fications which can be expressed only by re- 

introducing the intentional concepts we are 

trying to eliminate. 

This difficulty may be illustrated as follows: 

Jones, let us suppose, expects to meet his aunt at 

the railroad station within twenty-five minutes. 

Our formulation, as applied to this situation, 

would yield: ‘Jones is in a bodily state which 

would be fulfilled if he were to meet his aunt at 

the station within twenty-five minutes or which 

would be disrupted if he were not to meet her 

there within that time.’ But what if he were to 

meet his aunt and yet take her to be someone 

else? Or if he were to meet someone else and 

yet take her to be his aunt? In such cases, the 

fulfillments and disruptions would not occur in 

the manner required by our definition. 

If we introduce the intentional term ‘per- 

ceives’ or ‘takes’ into our definition of ‘ex- 

pects,’ in order to say, in this instance, that 

Jones perceives his aunt, or takes someone to 

be his aunt, then, of course, we can no longer 
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define ‘assume’—or ‘perceive’ and ‘take’—in 

terms of ‘expects.’ It is worth noting, more- 

over, that even if we allow ourselves the in- 

tentional term ‘perceive’ our definition will be 

inadequate. Suppose that Jones were to visit 

the bus terminal, believing it to be the railroad 

station, or that he were to visit the railroad sta- 

tion believing it to be the bus terminal. If he 

met his aunt at the railroad station, believing 
it to be the bus terminal, then, contrary to our 

formula, he may be frustrated or surprised, 

and, if he fails to meet her there, his state may 

be fulfilled. Hence we must add further quali- 

fications about what he believes or doesn’t 

believe.'? 
If his visit to the station is brief and if he is 

not concerned about his aunt, the requisite rein- 

forcement or frustration may still fail to occur. 

Shall we add ‘. . . provided he looks for his 
aunt’? But now we have an intentional expres- 

sion again. And even if we allow him to look 

for her, the re-enforcement or frustration may 

fail to occur if he finds himself able to satisfy 

desires which are more compelling than that of 

finding his aunt. 

We seem to be led back, then, to the inten- 

tional language with which we began. In at- 

tempting to apply our definition of ‘expects’ 

to a situation in which ‘expects’ is ordinarily 

applicable, we find that we must make certain 

qualifications and that these qualifications can 

be formulated only by using intentional terms. 

We have had to introduce qualifications wherein 

we speak of the subject perceiving or taking 

something to be the object expected; hence we 

cannot now define ‘perceive’ and ‘assume’ in 

terms of ‘expect.’ We have had to add that the 

subject has certain beliefs concerning the nature 

of the conditions under which he perceives, or 

fails to perceive, the object. And we have re- 

ferred to what he is looking for and to his other 
possible desires. 

It may be that some of the simple ‘expec- 

tancies’ we attribute to infants or to animals 

can be described, nonintentionally, in terms 

of reinforcement or frustration. And possibly, 

as Ogden and Richards intimated, someone 
may yet find a way of showing that believing, 
perceiving, and taking are somehow ‘theo- 
retically analysable’ into such expectancies. 
But until such programs are carried out, there 
is, I believe, some justification for saying that 
Brentano’s thesis does apply to the concept of 
perceiving. 
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1. Franz Brentano, Psychologie vom empirischen Carnap’s Meaning Analysis,” which appeared in the 
Standpunkte (Leipzig: Felix Meiner, 1924), 1 
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and Wahrheit und Evidenz (Leipzig: Felix Meiner, 
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University Press, 1953), p. 696: ‘A pattern of stimu- 
lation which is not the object is a sign of the object 

if it evokes in an organism a mediating reaction, this 
(a) being some fractional part of the total behavior 
elicited by the object and (b) producing distinc- 

tive self-stimulation that mediates responses which 

would not occur without the previous association of 

nonobject and object patterns of stimulation. All of 
these limiting conditions seem necessary. The me- 
diation process must include part of the same be- 

havior made to the object if the sign is to have its 

representing property.’ Some of the difficulties of 
the substitute stimulus concept [qualification (a) in 
this definition] are met by qualification (b), which 

implies that the subject must once have perceived 
the thing signified. But (b) introduces new difficul- 

ties. Since I have never seen the President of the 
United States, no announcement, according to this 

definition, could signify to me that the President is 
about to arrive. 
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(1952): pp. 83-95; “A Semantical Solution of the 

Mind-Body Problem,” Methodos (1953); pp. 45-85; 

and “Empiricism and the Philosophy of Mind,” in 
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Michael Scriven, eds., (Minneapolis: University 
of Minnesota Press, 1956). See also Leonard 

Bloomfield, Linguistic Aspects of Science (Chicago: 
University of Chicago Press, 1939), pp. 17-19. 

. Moritz Schlick, “Meaning and Verification,” 

Philosophical Review XLV (1936): p. 348; re- 

printed in Herbert Feigl and W. S. Sellars, eds., 
Readings in Philosophical Analysis. Compare 

this analogy in “Meaning and Free Will,” by John 

Hospers: ‘Sentences in themselves do not possess 
meaning; it is misleading to speak of ‘the mean- 
ing of sentences’ at all; meaning being conferred 

in every case by the speaker, the sentence’s mean- 
ing is only like the light of the moon: without the 
sun to give it light, it would possess none. And 

for an analysis of the light we must go to the sun’ 

(Philosophy and Phenomenological Research, X 

[1950]: p. 308). 
. Carnap’s definition appeared on p. 42 of 
“Meaning and Synonymy in Natural Languages,” 

Philosophical Studies, 1V (1955)” pp. 33-47. In 

“On Some Concepts of Pragmatics,” Philosophical 

Studies, VI : pp. 89-91, he conceded that ‘desig- 

nates’ should be defined in terms of ‘believes.’ The 

second article was written in reply to my “A Note on 

12: 

mulated in special symbols on p. 275 of Elements of 

Symbolic Logic (New York: Macmillan Co., 1947). 

. Reichenbach suggests this modification in “On 
’ 

Observing and Perceiving,” Philosophical Studies 

II (1951): pp. 92-93. This paper was written in reply 
to my “Reichenbach on Observing and Perceiving” 

(Philosophical Studies I (1951): pp. 45-48), which 

contains some of the above criticisms. In these 

papers, as well as in Reichenbach’s original dis- 
cussion, the word ‘perceive’ was used in the way 
in which we have been using ‘take.’ Reichenbach 

used the term ‘immediate existence’ in place of 
Brentano’s ‘intentional inexistence’; see Elements 

of Symbolic Logic, p. 274. 

This sort of modification may suggest itself: 

Consider those bodily states which are such that (i) S 

is in those states whenever he is sensibly stimulated 

by a dog and (ii) S cannot be in those states when- 

ever he is not being stimulated by a dog. Shall we 

say ‘S takes something to be a dog’ means that S is 
in this particular class of states? If we define ‘taking’ 
in this way, then, we must say that, in the present 

state of psychology and physiology, we have no way 
of knowing whether anyone ever does take anything 
to be a dog, much less whether people take things to 

be dogs on just those occasions on which we want to 

be able to say that they take things to be dogs. 
. R.B. Braithwaite in “Belief and Action” (Aristotelian 

Society, suppl. vol. XX [1946]: p. 10) suggests that 

a man may be said to believe a proposition p pro- 
vided this condition obtains: ‘If at a time when an 
occasion arises relevant to p, his springs of action 
are s, he will perform an action which is such that, 
if p is true, it will tend to fulfill s, and which is 
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such that, if p is false, it will not tend to satisfy s.’ 

But the definition needs qualifications in order to 
exclude those people who, believing truly (p) that 
the water is deep at the base of Niagara Falls and 
wishing (s) to survive a trip over the falls, have yet 
acted in a way which has not tended to satisfy s. 
Moreover, if we are to use such a definition to show 
that Brentano was wrong, we must provide a non- 

intentional definition of the present use of ‘wish’ or 
‘spring of action.’ And, with Braithwaite’s defini- 

tion of ‘believe,’ it would be difficult to preserve 
the distinction which, apparently, we ought to make 

between believing a proposition and acting upon 
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it (see chapter one, section 2). I have proposed 

detailed criticisms of a number of such defini- 

tions of ‘believe’ in “Sentences about Believing,” 

Proceedings of the Aristotelian Society LVI 
(1955-1956): pp. 125-48. Some of the difficulties 

involved in defining purpose nonintentionally are 

pointed out by Richard Taylor in “Comments on a 
Mechanistic Conception of Purpose,” Philosophy of 

Science XVII (1950): pp. 310-17, and “Purposeful 

and Nonpurposeful Behavior: A Rejoinder,” ibid., 

pp. 327-32. 
14. C. K. Ogden and I, A. Richards, The Meaning of 

Meaning (London: 1938), Sth ed., p. 71. 

A Recipe for Thought 

Fred Dretske 

1. If You Can't Make One, 

You Don’t Know How It Works 

There are things I believe that I don’t know how 

to say—at least not in such a way as to make 

them come out true. The title of this section is 

a case in point. I really do believe that, in the 

relevant sense of all the relevant words, if you 

can’t make one, you don’t know how it works. 

I just don’t know how to specify the relevant 

sense of all the relevant words. 

I know, for instance, that a person can under- 

stand how something works and, for a variety of 

reasons, still not be able to build it. The raw ma- 

terials are not available. She can’t afford them. 

He is too clumsy or not strong enough. The 

police won’t let him. I also know that a person 

may be able to make one and still not know how 

it works. He doesn’t know how the parts work. 

I can solder a snaggle to a radzak, and this is all 

it takes to make a gizmo, but if I do not know 

what snaggles and radzaks are, or how they 

work, making one isn’t going to tell me much 

about what a gizmo is. My son once assembled 

a television set from a kit by carefully following 

the instruction manual. Understanding next to 

nothing about electricity, though, he still had no 

idea of how television worked. 

I am not, however, suggesting that being 

able to build one is sufficient for knowing how 

it works, Only necessary. And I do not much 

care about whether you can actually put one 

together. It is enough if you know how one is 

put together. But, as I said, I do not know how 

to make all the right qualifications. So I won’t 
try. All [intend by my provocative claim is that 

philosophical naturalism is motivated by a con- 

structivist model of understanding. It embodies 

something like an engineer’s ideal, a designer’s 

vision, of what it takes to really understand 

how something works. You need a blueprint, a 

recipe, an instruction manual, a program. That 

goes for the mind as well as anything else. If 

you want to know what intelligence is, you 

need a recipe for creating it out of parts you al- 
ready understand. 

In speaking of parts one already understands, 

I mean, of course, parts that do not already 

possess the capacity or feature one follows the 

recipe to create. One cannot have a recipe for 

a cake that lists a cake, not even a small cake, 

as an ingredient. One can, I suppose, make a 

big cake out of small cakes, but recipes of this 

sort will not help one understand what a cake is 

(though they might help you understand what 

a big cake is). As a boy, I once tried to make 
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fudge by melting caramels in a frying pan. All I 

succeeded in doing was ruining the pan. Don’t 

ask me what I was trying to do—change the 

shape of the candy, I suppose. There are per- 

fectly respectable recipes for cookies that list 

candy (e.g., gumdrops) as an ingredient, but 

one cannot have a recipe for candy that lists 

candy as an ingredient. At least it won’t be 

a recipe that tells you how to make candy or 

helps you understand what candy is. The same 

is true of minds. That is why recipes for thought 

can’t have interpretive attitudes or explana- 

tory stances among the ingredients—not even 

the attitudes and stances of others. That is like 

making candy out of candy—in this case, one 

person’s fudge out of another person’s cara- 

mels. You can do it, but you still won’t know 

what candy is. 

2. Information and 
Intentionality 

In comparing a mind to candy and television, 

I do not mean to suggest that minds are the 

sort of thing that can be assembled from kits 

in your basement or kitchen. There are things, 

including things one fully understands, things 

one knows how to make, that cannot be assem- 

bled that way. Try making Rembrandts or one 

hundred dollar biils in your basement. What 

you produce may look genuine, it may pass as 

authentic, but it won’t be the real thing. You 

have to be the right person, occupy the right 

office, or possess the appropriate legal author- 

ity in order to make certain objects. There are 

recipes for making money and Rembrandts, 

and knowing them is part of knowing what 

money and Rembrandts are, but these are not 

recipes you and I can use. Some recipes re- 

quire a special cook. 

This is one (but only one) of the reasons it is 

wrong to say, as I did above, that if you cannot 

make one, you do not know how it works. It 

would be better to say, as I did earlier, that if 

you do not know how to make one, or how one 

is made, you do not fully understand it. 

Some objects are constituted, in part, by their 

relationships to other objects. Rembrandts and 
one hundred dollar bills are like that. So are 

cousins and mothers-in-law. That is why you 

can’t build my cousin in your basement while 

my aunt and uncle can. Though there is a recipe 

knowledge of which is necessary for under- 

standing what it takes to be my cousin, it is not 

a recipe you can use to build what it enables 
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you to understand. The mind, I think, is like 

that, and I will return to this important point in 
a moment. 

It is customary to think of naturalistic reci- 

pes for the mind as starting with extensional 

ingredients and, through some magical blend- 

ing process, producing an intentional product: a 

thought, an experience, or a purpose. The idea 

behind this proscription of intentional ingredi- 

ents seems to be that since what we are trying to 

build—a thought—is an intentional entity, our 

recipe cannot use intentional ingredients. 

This, it seems to me, is a mistake, a mistake 

that has led otherwise sensible philosophers to 

despair of ever finding a naturalistic recipe for 

the mind. It is a mistake that has given natural- 

ism an undeserved bad name. The mistake is 

the same as if we proscribed using, say, copper 

wire in our instruction manual for building 

an amplifier because copper wire conducts 

electricity—exactly what the thing we are 

trying to build—an amplifier—does. But there 

is nothing wrong in listing copper wire in one’s 

recipe for building an amplifier. An amplifier 

recipe is supposed to help you make (and, thus, 

understand) how things amplify electricity, 

not how something conducts electricity. That 

is why you get to use conductors of electric- 

ity as components in a recipe for building an 

amplifier. Conductors are eligible ingredients 

in amplifier recipes even if one does not know 

how conductors manage to conduct. An eligi- 

ble ingredient, once again, is an ingredient, a 

part, a component, that does not already have 

the capacity or power one follows the recipe to 

create. That is why one can know what gum- 

drop cookies are, know how to make them, 

without knowing how to make gumdrops or 

what, exactly, gumdrops are. 

The same is true for mental recipes. As long 

as there is no mystery—at least not the same 

mystery—about how the parts work as how 

the whole is supposed to work, it is perfectly 

acceptable to use intentional ingredients in a 

recipe for thought, purpose, and intelligence. 

What we are trying to understand, after all, is 

not intentionality, per se, but the mind. Thought 

may be intentional, but that isn’t the property 

we are seeking a recipe to understand. As long 

as the intentionality we use is not itself mental, 

then we are as free to use intentionality in our 

recipe for making a mind as we are in using 

electrical conductors in building an amplifier or 

gumdrops in making cookies. 

Consider a simple artifact—a compass. If it 

was manufactured properly (don’t buy a cheap 
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one), and if it is used in the correct circum- 

stances (the good ones come with directions), 

it will tell you the direction of the arctic pole.! 

That is what the pointer indicates. But though 

the pointer indicates the direction of the arctic 

pole, it does not indicate the whereabouts of 

polar bears even though polar bears live in the 

arctic. If you happen to know this fact about 

polar bears, that they live in the arctic, you 

could, of course, figure out where the polar 

bears are by using a compass. But this fact about 

what you could figure out if you knew does not 

mean that the compass pointer is sensitive to 
the location of polar bears—thus indicating 

their whereabouts—in the way it indicates the 

location of the arctic pole. The pointer on this 
instrument does not track the bears; it tracks the 

pole. If there is any doubt about this, watch the 
compass needle as you move the polar bears 

around. It won’t even wiggle. 

Talking about what a compass indicates is a 

way of talking about what it tracks, what infor- 

mation it carries, and a compass, just like any 

other measuring instrument, can track one mag- 
nitude without tracking another even though 

these conditions co-occur. Talk about what 

instruments and gauges indicate or measure 

creates the same kind of intensional (with an 

‘s’) context as does talk about what a person 

knows or believes. Knowing or believing that 

that is the north pole is not the same as know- 

ing or believing that that is the habitat of polar 

bears even though the north pole is the habitat 

of polar bears. If we use intensional (with an 

‘s’) discourse, referentially opaque contexts, as 

a guide to intentional (with a ‘t’) phenomena, 

then we have, in a cheap compass, something 

we can buy at the local hardware store, inten- 

tionality. Describing what such an instrument 

indicates is describing it in intensional terms. 

What one is describing with these intensional 

terms is, therefore, in this sense, an intentional 

state of the instrument. 

It is worth emphasizing that this is not derived 

or in any way second-class intentionality. This 

is the genuine article—original intentionality as 

some philosophers (including this one) like to 

say. The intentional states a compass occupies 

do not depend on our explanatory purposes, 

attitudes, or stances. To say that the compass 

indicates the direction of the arctic pole is to 

say that the position of the pointer depends on 
the whereabouts of the pole. This dependency 

exists whether or not we know it exists, whether 

or not anyone ever exploits this fact to build and 

use compasses. The intentionality of the device 
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is not like the intentionality of words and maps, 

borrowed or derived from the intentionality 

(purposes, attitudes, knowledge) of its users. 

The power of this instrument to indicate north 

to or for us may depend on our taking it to be a 

reliable indicator (and, thus, on what we believe 

or know about it), but its being a reliable indica- 

tor does not depend on us. 
Intentionality is a much-abused word and 

it means a variety of different things. But one 

thing it has been used to mean is some state, 

condition, activity or event, whose descrip- 

tion generates an opaque context, a context 

in which coextensional terms cannot be auto- 

matically substituted for one another. This is 

what Chisholm describes as the third mark of 

intentionality.2 Anything exhibiting this mark 
is about something under an aspect. It has an 

aspectual shape.* The compass needle is about 

the arctic under one aspect (as the location of 

the north pole) and not others (as the habitat of 

polar bears). This is the same way our thoughts 

can be about a place under one aspect (as where 

I was born) but not another (as where you were 

born). If this is, indeed, one thing that is meant 

by speaking of a state, condition, or activity as 

intentional, then it seems clear that there is no 

need to naturalize intentionality. It is already a 
completely natural phenomenon, a pervasive 

feature of our physical world. It exists wher- 

ever you find dark clouds, smoke, tree rings, 

shadows, tracks, lightning, flowing water, and 

countless other natural conditions that indicate 

something about how the rest of the world is 
constituted. 

Intentional systems, then, are not the prob- 

lem. They can be picked up for a few dollars at 

your local hardware store. We can, therefore, 

include them on our list of ingredients in our 

recipe for building a mind without fear that we 

are merely changing the shape of the candy. 

What we are trying to build when we speak 

of a recipe for building a mind is not merely a 

system that exhibits intentional properties. We 

already have that in systems that are in no way 

mental. Rather, what we are trying to build is 

a system that exhibits that peculiar array of in- 

tentional properties that characterizes thought. 
We are, in particular, trying to build systems 
that exhibit what Chisholm describes as the 
first mark of intentionality, the power to say 
that so-and-so is the case when so-and-so is not 
the case, the power to misrepresent how things 
stand in the world. Unlike compasses, these 
fancy items are not to be found on the shelves 
of hardware stores. For them we need a recipe. 
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3. Misrepresentation 

Let us be clear about what we are looking for, 

what we seek a recipe to create. If we are trying 

to build a thought, we are looking for some- 

thing that can not only say that x is F without 

saying x is G (despite the co-extensionality 

of ‘F’ and ‘G’*), thus being about x under an 

aspect, we are looking for something that can 

say this, like a thought can say it, even when x 

is not F. Without this, we have no naturalistic 

understanding of what it is we think, no theory 

of meaning or content. For meaning or content, 

the what-it-is one thinks, is, like intelligence 

and rationality, independent of the truth of 

what one thinks. So a recipe for understanding 

misrepresentation is, in effect, a recipe for con- 

structing meanings and, therefore, genuinely 

intelligent systems. 

Jerry Fodor has recently focused attention 

on what he calls the disjunction problem for 

naturalistic theories of mental representation.° 

The problem is one of explaining how, in 

broadly causal terms, a structure in the head, 

call it R, could represent, say, or mean that 

something was F even though a great many 

things other than something’s being F are ca- 

pable of causing R. How can the occurrence of 

R mean that something is F when something’s 

being F is only one of the things capable of 

causing R?° For someone trying to formulate 

an information-based recipe for thought, this 

is, indeed, a vexing problem. But I mention the 

problem here only to point out that this prob- 

lem is merely another way of describing the 

problem of misrepresentation. For if one could 

specify a recipe for building systems capable of 

misrepresentation—capable, that is, of saying 

that something was F when it wasn’t—then 

one would have a recipe for meaning, a recipe 

for constructing structures having a content 

that was independent of causes. For anything 
that can misrepresent something as being F 

is, of necessity, something whose meaning is 

independent of its causes, something that can 

mean cow even when it is caused by a horse on 

a dark night. It is, therefore, something whose 

meaning is less than the disjunction of condi- 

tions capable of causing it, something whose 

meaning (in the words of Antony and Levine’) 

is ‘detached’ from causes. A_ naturalistic 

recipe for misrepresentation, then, is a recipe 

for solving the disjunction problem.* One way 

of solving problems is to show that two prob- 

lems are really, at bottom, the same problem. 

So we are making progress. 
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For this problem artifacts are of no help. 

Although clocks, compasses, thermometers, 

and fire alarms—all readily available at the 

corner hardware store—can misrepresent the 

conditions they are designed to deliver in- 

formation about, they need our help to do it. 

Their representational successes and failures 

are under-written by the purposes and attitudes 

of their designers and users. As representa- 

tional devices, as devices exhibiting a causally 

detached meaning, such instruments are not, 

therefore, eligible ingredients in a recipe for 

making thought. 

The reason the representational powers 

of instruments are not, like their indicative 

(information-carrying) powers, an available in- 

gredient in mental recipes is, I hope, obvious 

enough. I will, however, take a moment to expand 

on it in order to set the stage for what follows. 

Consider the thermometer. Since the volume 

of a metal varies lawfully with the temperature, 

both the mercury in the glass tube and the paper 

clips in my desk drawer carry information about 

the local temperature. Both are intentional sys- 

tems in that minimal, that first, sense already 

discussed. Their behavior depends on a certain 

aspect of their environment (on the temperature, 

not the color or size, of their neighbors) in the 

same way the orientation of a compass needle 

depends on one aspect of its environment, not 

another. The only relevant difference between 

thermometers and paper clips is that we have 

given the one volume of metal—the mercury 

in the glass tube—the job of telling us about 

temperature. The paper clips have been given 

a different job. Since it is the thermometer’s 

job to provide information about temperature, 

it (we say) misrepresents the temperature when 

it fails to do its assigned job just as (we say) a 

book or a map might misrepresent the matters 

about which they purport to inform us. What 

such artifacts say or mean is what they have 

the job of indicating, and since you do not lose 

your job—at least not immediately—merely 
by failing to successfully perform your job, 

these instruments continue to mean that a cer- 

tain condition exists even when something else 

causes them to perform. Meanings are causally 

detached from causes for the same reason that 

functions are causally detached from actual 

functioning. This is why thermometers can, 

while paper clips cannot, ‘say’ something false 

about temperature. 

But, as I said, thermometers can’t do this by 

themselves. They need our help. We are the 
source of the job, the function, without which 
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the thermometer could not say anything false. 

Take us away and all you have is a tube full of 

mercury being caused to expand and contract 

by changes in the temperature—a column of 

metal doing exactly what paper clips, thumb 

tacks, and flag poles do. Once we change our 

attitude, once we stop investing informational 

trust in it, the instrument loses its power to mis- 

represent. Its meaning ceases to be detached. It 

becomes merely a purveyor of information. 

4. Natural Functions 

Though representational artifacts are thus not 

available as eligible ingredients in our recipe 

for the mind, their derived (from us) power to 

misrepresent is suggestive. If an information- 

carrying element in a system could somehow 

acquire the function of carrying information, 

and acquire this function in a way that did not 
depend on our intentions, purposes, and atti- 

tudes, then it would thereby acquire (just as a 

thermometer or a compass acquires) the power 

to misrepresent the conditions it had the func- 

tion of informing about. Such functions would 

bring about a detachment of meaning from 

cause. Furthermore, since the functions would 

not be derived from us, the meanings (unlike 

the meaning of thermometers and compasses) 

would be original, underived, meaning. Instead 

of just being able to build an instrument that 

could fool us, the thing we build could, quite 

literally, itself be fooled. 

If, then, we could find naturalistically ac- 

ceptable functions, we could combine these 
with natural indicators (the sort used in the 

manufacture of compasses, thermometers, 

pressure gauges, and electric eyes) in a natural- 

istic recipe for thought. If the word ‘thought’ 

sounds a bit fancy for the contraption we are 

assembling, we can describe the results in more 

modest terms. What we would have is a natu- 

ralistic recipe for representation, a product that 

would have, quite apart from its creator’s (or 

anyone else’s) purposes, attitudes, or thoughts, 

a propositional content that could be false. If 

that isn’t quite a recipe for Béarnaise sauce, it is 
at least a recipe for a passable gravy. I’ll come 
back to the Béarnaise sauce in a moment. 

What we need in the way of another ingredi- 

ent, then, is some process whereby elements can 

acquire, on their own, an information-carrying 

function. Where might we find these natural 

processes? There are, as I see it, two possible 

sources: one phylogenic, the other ontogenic. 
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If the heart and kidneys have a natural func- 

tion, something they are supposed to be doing 

independently of our knowledge or understand- 

ing of what it is, then it presumably comes from 

their evolutionary, their selectional, history.” If 
the heart has the function of pumping blood, if 

that is why it is there,'° then, by parity of reason- 

ing, the senses (depending on actual selectional 

history) might have an information-providing 

function, the job of ‘telling’ the animal in 

whom they occur what it needs to know in order 

to find food and mates and avoid danger. If this 

were so, then, the natural function of sensory 

systems would be to provide information about 

an organism’s optical, acoustic, and chemical 

surroundings. There would thus exist, inside 

the animal, representations of its environment, 

elements capable of saying something false. 

Though I have put it quite crudely, this, I take 
it, is the idea that inspires biologically oriented 

approaches to mental representation.!! 
There is, however, a second, an ontoge- 

netic, source of usable (in naturalistic recipes) 

functions. Think of a system with needs, cer- 
tain things it must have in order to survive.'? 

In order to satisfy those needs it has to do A 

in conditions C. Nature has not equipped this 

system with a mechanism that will automati- 

cally trigger A in conditions C. There is, in 

other words, no instinct to A in circumstances 

C. Maybe C is a condition that has only recently 

appeared in this animal’s natural habitat. Think 

of C as an attractive (to this kind of animal) 

mushroom that is quite poisonous. The animal 
has the sensory resources for picking up infor- 

mation about (i.e., registering) the presence of 

C (it looks distinctive), but it does not have an 

instinctive, a genetically hard-wired, reaction to 

C. It can perceive C, but it has not yet learned 

to avoid C. We could wait for natural selection 

to solve this problem for the species, for the de- 

scendants of this animal, but if the problem— 

basically a coordination problem—is to be 
solved at the individual level (if this animal is 

to survive)—learning must occur. Some inter- 

nal sign or indicator of C—the animal’s sensory 

registration of C—must be made into a cause 
of A. Control circuits must be reconfigured 
by inserting this internal sign into the behav- 
ioral chain of command. Short of a miracle— 
the fortuitous occurrence of A whenever C is 
encountered—this is the only way the coordina- 
tion problem can be solved. The internal indica- 
tors must be harnessed to effector mechanisms 
So as to coordinate output to the conditions they 
carry information about. Learning of this kind 
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has the same results for the individual as do the 

longer-term evolutionary solutions for the spe- 

cies: internal elements that supply needed infor- 

mation acquire the function of supplying it by 

being drafted into the control loop because they 

supply it.'* They are there, doing what they are 
doing, because they supply this information. 

Obviously this ingredient, this source of nat- 

ural functions, cannot be ordered from a spare 

parts catalog. There is nothing one can squirt 

on a temperature indicator that will give it the 

function of indicating temperature, nothing we 

can rub on photo-sensitive pigment that will 

give it the job of detecting light. If something is 

going to get the function, the job, the purpose, 

of carrying information in this way, it has to 

get it on its own. We can’t give it.'* If the only 

natural functions are those provided by evo- 

lutionary history and learning, then, no one is 

going to build a thinker of thoughts, much less 

a mind, in the laboratory. This would be like 

building a heart, a real one, in your basement. If 

hearts are essentially organs of the body having 

the biological function of pumping blood, you 

can’t build them. You can wait for them to de- 

velop, maybe even hurry things along a bit by 

timely assists, but you can’t assemble them out 

of ready-made parts. These functions are results 

of the right kind of history, and you cannot, 

not now, give a thing the right kind of history. 

There is a recipe for building internal represen- 

tations, but it is not a recipe you or I, or anyone 

else, can use to build one. 

5. The Disjunction Problem 

There are reasonable doubts about whether a 

recipe consisting of information and natural 

teleology (derived from natural functions— 

either phylogenic or ontogenic) is capable of 

yielding a mental product—something with 

an original power to misrepresent. The doubts 

exist even with those who share the naturalis- 

tic vision. Jerry Fodor, for instance, does not 

think Darwin (or Skinner, for that matter) can 

rescue Brentano’s chestnuts from the fire.’ 

Teleological stories about intentionality, he 

says, do not solve the disjunction problem. 

Given the equivalence of the disjunction prob- 

lem and the problem of misrepresentation, this 

is a denial, not just a doubt, that evolutionary or 

learning-theoretic accounts of functions are up 

to the task of detaching meaning from cause, of 

making something say COW when it is caused 

by something other than a cow.'® 
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I agree with Fodor about the irrelevance of 

Darwin for understanding mental representa- 

tion. I agree, however, not out of a general skep- 

ticism about teleological accounts of meaning, 

but because I think Darwin is the wrong place 

to look for the functions underlying the kind of 

mental representations (beliefs, thoughts, judg- 

ments, preferences, and their ilk) that explain 

action—the sort of voluntary or deliberate be- 

havior for which we typically have reasons. 

I expect Darwin to help us understand why 

people blink, reflexively, when someone pokes 

a finger at their eye, but not why they (deliber- 

ately) wink at their friend. There are probably 

internal representations (of objects approaching 

the eye) involved in the blink reflex, represen- 

tations that have an evolutionary origin, but 

these are not the sort of representations (beliefs, 

purposes, and intentions) at work in explaining 

why we wink at a friend or pack for a trip. If 

we are looking for a naturalized semantics for 

thought, the sort of representation that helps ex- 

plain action, we will have to get our teleology 

from somewhere else. Darwin won’t help us be- 

cause Darwin is concerned with precisely those 

behaviors the explanatory mechanisms for 

which are genetically determined—precisely 

those behaviors that are not voluntary. 

Nonetheless, wherever we get the teleol- 

ogy, Fodor thinks it won’t solve the disjunction 

problem and is, therefore, hopeless as an ac- 

count of thought content. I disagree. I have tried 

to supply the details in Explaining Behavior so 

I won’t repeat myself here. Let me here men- 

tion only a crucial point. An historical theory 

of content is not, as Fodor thinks, restricted 

to assigning content in terms of the objects or 

conditions that actually figured in the develop- 

ment of the representation. If R, a COW indi- 

cator, gets its function of indicating cows by 

‘exposure’ to only Jersey cows, this does not 

mean that R means (has as its representational 

content) JERSEY COW. Whether it means 

COW, JERSEY COW, or, perhaps, simply 

ANIMAL, will depend (as Fodor likes to say) 

on the counterfactuals. In indicating that yonder 

object is a Jersey cow, R also indicates that it 

is a cow and, therefore, an animal. It indicates 

all these things. But though R carries all these 

pieces of information, a developmental theory 

of content identifies what R has the function 
of indicating—hence, what R_ represents— 

with that particular piece of information that 

was causally relevant in the selectional pro- 

cess by means of which R was recruited for 

causal duties. Was it JERSEY COW, COW, 
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or, perhaps, simply, ANIMAL, the indication 

of which led to R’s recruitment as a determi- 

nant of system output? The answer to this ques- 

tion is an answer to the question, “What does R 

represent?’ and it requires an evaluation of the 

counterfactuals that Fodor thinks relevant to a 

determination of content. 

6. The Recipe 

What we have, then, is the following recipe 

for making a thought. It does not give us a 

very fancy thought—certainly nothing like 

the thoughts we have every day: that tomor- 

row is my birthday or that I left my umbrella 

in the car. But one thing at a time. The recipe 

will do its job if it yields something—call it a 

‘protothought’—that has belief-like features. 

We can worry about the fancy trimmings later. 

RECIPE FOR THOUGHT: Take a system 

that has a need (see footnote 12) for the infor- 

mation that F, a system whose survival or well- 

being depends on its doing A in conditions F. 

Make sure that this system has a means of de- 

tecting (i.e., an internal element that indicates) 

the presence of condition F. Add a natural pro- 

cess, one capable of conferring on the element 

that carries information F the function of car- 

rying this piece of information. Of course, you 

don’t just ‘add’ this process the way you add 

spices in a recipe for lasagna. Adding the func- 

tion is more like waiting for dough to rise. There 

is nothing you can do but sit back and hope 

things develop in the right way. And just as you 

cannot put yeast in just anything and expect it 

to rise (it doesn’t work in sand), you cannot put 

indicators of F in just anything having a need 

for this information and expect it to spontane- 

ously generate representations of F. You need 

a system with the capacity to reorganize con- 

trol circuits so as to exploit this information in 

achieving coordination of its behavior with the 

conditions (F) it is getting information about. 

These are pretty special sorts of systems, to be 

sure. They are systems capable of learning. I 

have no doubt that living systems of a certain 

level of complexity are the only ones able to 

perform the trick. However special they might 

be, though, they needn’t be systems that already 

possess powers of representation. In requiring 

systems of this sort, therefore, we are not using 

tainted ingredients in our recipe for thought. 

If all goes well, when the process is com- 

plete, the result will be a system with internal 

resources for representing (with the associated 
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power of misrepresenting) its surroundings. 

Furthermore, that this system represents, as 

well as what it represents, will be independent 

of what we know or believe about it. For we, 

the cooks, are not essential parts of this process. 

The entire process can happen spontaneously 

and, when it does, the system will have its own 

cache of original intentionality. 

7. Rationality: The Functional 
Role of Thought 

Whether this is really enough to have supplied 

a recipe for thought depends, of course, on just 

what one demands of thought. What does it take 

to be a thought? If all it takes is possession of 

content, then, perhaps, we have supplied a recipe 

of sorts. But the product is pretty disappointing, 

a mere shadow of what we know (in ourselves 

and others) to be the fullest and richest expres- 

sion of the mind. What I have described might, 

after all, be realized in a snail. What we want (I 

expect to hear) is something more, something 

exhibiting the complex dynamics, both infer- 

ential and explanatory, that our thoughts have. 

To have a thought about cows it isn’t enough 

to have an internal, completely isolated, cow 

representation. To be a cow thought this repre- 

sentation must actually do what cow thoughts 

do. It must be involved in reasoning and infer- 

ence about cows; it must (together with cow- 

directed desires) explain cow-related behavior. 

It must, together with cow-desires, rationalize 

cow-directed attitudes. 

There is validity to this complaint. If we are 
going to make a thought we want the product 

to both look and behave like a thought. What 

we have so far devised may have some of the 

features of thought. At least it has a represen- 

tational content or the sort we associate with 
thought. There is, however, nothing to suggest 

that our product will behave like a thought. 

Why, then, advertise the recipe as a recipe for 

thought? I have, after all, already conceded 

that there may be representations of this sort, 

mechanisms in the body having an indicator 
function, that are not mental representations 
at all. When the underlying functions are phy- 
logenetic (e.g., in the processes controlling 
various reflexes), the representations are not 
thoughts. They have a content, yes, but they 
do not behave like thoughts. They do not, for 
instance, interact with desires and other beliefs 
to produce intelligent and purposeful actions. 
Why, then, suppose that when the functions are 
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ontogenetic, when they develop in learning, the 

results are any better qualified to be classified as 

mental? As genuine thought? An edge detector 

in the visual system might have the function of 

detecting edges and, for this reason, represent 

edges, but it is not—surely not for this reason 

alone—a thought about edges. 

Since I have addressed this issue elsewhere,!” 

I will merely sketch the answer. A system that 

acquires, in accordance with our recipe, and 

in its own lifetime, the power to represent the 

objects in its immediate environment will also, 

automatically, be an intelligent system, one 

capable of behaving in a rational way. To see 

why this is so, consider the process by means 

of which an indicator of F acquires the func- 

tion of providing the information that F and, 

thereby, becomes a representation of F. In order 

to become the thought that F, this element must 

acquire the job of providing information about 

the F-ness of things. The only way it can ac- 

quire this function is by doing (i.e., causing) 

something—e.g., helping to bring about be- 

havior A in condition F—that is beneficial to 

the organism when it wants or needs to do A. 

If the things this element causes are not useful 

or beneficial in some way, if they do not con- 

tribute to the satisfaction of the system’s needs 

and desires, why should the element be selected 

to cause them? To acquire the function of indi- 

cating F, to become (thereby) a representation 

of F, therefore, a structure must play a part in 

the production of behavior that is rational from 

the point of view of the organism’s well-being. 

An internal representation of F becomes a rep- 

resentation of F in a process in which what it 

causes is, in this sense, a reasonable response to 

F. According to this recipe for thought, nothing 

can become the thought that F without contrib- 

uting to a rational response to F, a response that 

is appropriate given the system’s needs and/or 

desires. 
Something not only becomes the thought that 

F by assisting in the production of an intelli- 

gent response to F, it assists in the intelligent 
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response to F precisely because it is signifies 

that condition F exists. That is, not only do 

thoughts that F conspire to produce intelligent 

reactions to F, they produce these reactions to F 

because they have an F-content. It is their con- 

tent, the fact that they are F (not G, H, or K) 

indicators that explains why they are causing 

what they do. Had they been indicators of some 

other condition, a condition unrelated to a useful 

outcome, they would not have been selected for 

producing a response to F. This, it seems to me, 

vindicates, in one fell swoop, both the explana- 

tory and rationalizing role of content. We do 

not need independent ‘rationality constraints’ 

in our theory of content. Rationality emerges as 

a by-product in the very process in which repre- 

sentations are created. 
Our recipe, then, yields a product with the 

following features: 

1. The product has a propositional content 

that represents the world in an aspectual 

way (as being F rather than G even when 

Fs are always G). 

2. This content can be either true or false. 

3. The product is a ‘player’ in the determina- 

tion of system output (thus helping to ex- 

plain system behavior). 

4. The propositional content of this product 

is the property that explains the product’s 

role in determining system output. The 

system not only does what it does because 

it has this product inside it, but it is the 

propositional content of this internal prod- 

uct that explains why the system behaves 

the way it does. 

5. Though the system can behave stupidly, 

the normal role of this product (the role it 

will play when it is doing the job for which 

it was created in the conditions in which 

it was created) will be in the production 
of intelligent (need and desire satisfaction) 

behavior. 

Our recipe gives us something that is beginning 

to both look and behave like thought. 

NOTES 

This article originally appeared with the title, “If You 
Can’t Make One, You Don’t Know How It Works” in 
Midwest Studies in Philosophy 19 (1994): pp. 468-82. 

I have made minor changes. 
An early version was presented at the annual meet- 

ing of the Society for Philosophy and Psychology, 
Montreal, 1992. I used an enlarged form of it at the 

National Endowment for the Humanities Summer 

Institute on the Nature of Meaning, codirected by Jerry 
Fodor and Ernie LePore at Rutgers University in the 
summer of 1993. There were many people who gave 

me useful feedback and helpful suggestions. I am grate- 

ful to them. 
1. I leave aside distracting complications having to 

do with the difference between magnetic and geo- 

graphic poles. 
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2. Roderick M. Chisholm, Perceiving: A Philosophical 

Study (Ithaca, NY: Cornell University Press, 1957). 

3. This is Searle’s way of putting it in The Rediscovery 
of the Mind (Cambridge, MA: MIT Press, 1992), 

p. 131, 156. As should be evident, I think Searle is 

wrong when he says (p. 161) that there are no as- 
pectual shapes at the level of neurons. The sensory 
indicators in the brain are as much about the world 

(that we perceive) under an aspect as is the compass 

about the arctic under an aspect. 
4. Despite even the nomic co-extensionality of ‘F’ 

and ‘G‘ That is, a thought that x is F is different 
than a thought that x is G even if F-ness and G-ness 
are nomically related in such a way that nothing 

can be F without being G. This, too, is an aspect 
of intentionality. In Dretske 1981, p. 173, I called 
this the 2nd order of intentionality. Although com- 

passes (indeed, all measuring instruments) exhibit 
the Ist order of intentionality (they indicate that x 
is F without necessarily indicating that x is G de- 

spite the co-extensionality of ‘F’ and *G’), they do 

not exhibit the 2nd order of intentionality. If (in 

virtue of natural law) x must be G when it is F, then 

anything indicating that x is F will thereby indicate 

that it is G. If polar bears cannot live anywhere 
but the north pole, then compasses, in indicating 
the whereabouts of the north pole, will indicate 

the habitat of polar bears. Compasses cannot, 
while thoughts can, ‘pry apart’ nomically related 

properties. 
My discussion has so far passed over this impor- 

tant dimension of intentionality. It deserves discus- 
sion, but the complications are too great to cover in 

a brief article. 
5. A Theory of Content and Other Essays (Cambridge, 

MA: MIT Press, 1990). 

6. In some cases, of course, an F will not even be 

among the causes of R since there are no Fs (uni- 

corns, miracles, angels, etc.). This is a problem that, 

for lack of space, I skip over. 
7. Louise Antony and Joseph Levine, “The Nomic and 

the Robust,” in Meaning in Mind: Fodor and His 
Critics (Oxford: Blackwell, 1991), pp. 1-16. 

8. Fodor 1990, p. 91, puts it a bit differently, but the 
point, I think, is the same: ‘Solving the disjunction 
problem and making clear how a symbol’s meaning 
could be so insensitive to variability in the causes of 
its tokenings are really two ways of describing the 
same undertaking.’ 

9. For the purpose of this essay I ignore skeptics 
about functions—those who think, for example, 

that the heart only has the function of pumping 
blood because this is an effect in which we have 

10. 

it. 

13. 

14. 

IIS). 

16. 
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a special interest. See Searlé’s The Rediscovery 

of Mind, p. 238, and Dan Dennett’s “Evolution, 

Error and Intentionality” in The Intentional Stance 

(Cambridge, MA: MIT Press, 1987). 
This way of putting the point appeals to the view 
of natural functions advanced by Larry Wright 
in “Functions,” Philosophical Review 82 (1973): 

pp. 139-168, and Teleological Explanation 
(Berkeley: University of California Press, 1976). 

E.g., Ruth Millikan, Language, Thought, and 
Other Biological Categories: New Foundations 

for Realism (Cambridge, MA: MIT Press, 1984) 

and ‘“Biosemantics,’ Journal of Philosophy 

86, no. 6 (1989); David Papineau, Reality and 

Representation (New York: B._ Blackwell, 

1987), and “Representation and Explanation,” 
Philosophy of Science 51, no. 4 (1984): pp. 550— 
72; Mohan Matthen, “Biological Functions and 
Perceptual Content,” Journal of Philosophy 85, 
no. 1 (1988): pp. 5-27; and Peter Godfrey-Smith, 

“Misinformation,” Canadian Journal of Philosophy 

19, no. 4 (December 1989): pp. 533-50, and “Signal, 

Decision, Action,” Journal of Philosophy 88, no. 12 

(December 1991): pp. 709-22. 
. This may sound as though we are smuggling in the 

back door what we are not allowing in the front: a 
tainted ingredient, the idea of a needful system, a 
system that, given its needs, has a use for informa- 

tion. I think not. All that is here meant by a need 
(for system of type S) is some condition or result 

without which the system could (or would) not exist 

as a system of type S. Needs, in this minimal sense, 

are merely necessary conditions for existence. Even 

plants have needs in this sense. Plants cannot exist 
(as plants) without water and sunlight (they can, of 

course, exist as collections of elementary particles 
without water and sunlight). 
This is the short and fast version of the story I tell in 
Explaining Behavior (Cambridge, MA: MIT Press, 
1988). 
Though we can encourage its development by artifi- 
cial selection. 

Fodor, A Theory of Content and Other Essays 

(Cambridge, MA: MIT Press, 1990), p. 70. 

I agree with Fodor (ibid., footnote 35, p. 135) that 
the only normative quality a naturalistic theory of 

meaning has to explain is the quality of being able 

to mean something that isn’t so. If we can solve the 

problem of misrepresentation—or, equivalently, the 

disjunction problem—we will have all the norma- 
tivity we want. 

. Explaining Behavior (Cambridge, MA: MIT Press, 
1988). 



Of Sensory Systems and the 
‘Aboutness’ of Mental States 
Kathleen Akins 

Our thoughts, we believe, are ‘about’ things. 

When I look at a picture of the Eiffel Tower, I 

am thinking about an object, a particular struc- 

ture that exists in Paris; when I remember the 

fragrance of gardenias, I recall a property that 

certain flowers have; and when I wonder how 

George Smith is getting along, I have in mind 

a particular person, a philosopher I met at Tufts 

University. Somehow or other, my thoughts are 

linked to properties and objects. The question, 

of course, is ‘How’? How are mental events tied 

to the objects they represent? What is ‘about- 

ness’ and how does it come into being? 

I want to discuss recent naturalistic theo- 

ries of ‘aboutness,’ naturalistic theories of, 

roughly, how certain psychological or neural 

states come to represent, stand for, or be about 

properties and objects. The theories at issue are, 

among others, the theories of Patricia and Paul 

Churchland, Daniel C. Dennett, Fred Dretske, 

Jerry Fodor, David Papineau, Denis Stampe, 

and Kim Sterelny.' What I wish to show is 
that the naturalists’ project, as commonly con- 

ceived, rests upon an intuitive and seemingly 

banal view of what the senses do—that the 

senses function to inform the brain of what is 

going on ‘out there,’ in the external world and 

in one’s own body—and that this ‘banal’ view 

about sensory function is false or, more moder- 

ately, unlikely to be true in the strong guise that 

the naturalists’ project requires. Hence I suspect 

that the naturalists’ project, at least in its pres- 

ent form, is unlikely to work. 

As one would imagine, much of this paper 

will be concerned with how I think the senses 

do function, in order to show exactly how the 

naturalists’ project goes astray. The purpose of 

this paper, however, is not merely to cast em- 

pirical aspersions upon a philosophical project, 

to lob stones into the naturalists’ camp, so to 
speak. Like most naturalists, I, too, believe 

that our thoughts/neural states are about the 

world—about the scent of gardenias, about the 

Eiffel Tower, about the tickles and itches in 

one’s feet—and that this fact of ‘aboutness’ is 

fundamentally a biological fact about persons. 
Broadly construed, I share the naturalists’ goal. 

It is the trodden path that has me worried. So 

the purpose of this paper is, first, to dissuade 

the average naturalist from the current route 

and, more importantly, to suggest a different 

path that a naturalistic theory of aboutness 

might take. 

|. The Naturalist Camp and 
the Traditional View of the 

Senses 

What, then, is the naturalists’ project? Part of 

the problem with characterizing current natu- 

ralistic theories of representation is simply 

that, as a ‘camp,’ they comprise quite a diverse 

lot. That is, there is little agreement among the 

naturalists about what the project is—what 

exactly requires explanation—much less how 

the naturalistic theory should go. Take, for 

example, three of the more well-known natu- 

ralist programs, three among the many. First, 

there are those theorists, such as Fodor, who 

are committed realists, philosophers who take 

themselves to be explaining the content and di- 

rectedness of our ordinary folk-psychological 

ascriptions—hence to be solving the traditional 

problem of the intentionality of mental states. 

On the opposite side of the clearing, one finds 

the eliminativists, with the Churchlands as their 

leading force. They deny that there are folk- 

psychological states, or more mutedly, they 

worry that the taxonomy of folk psychology 

will fail to survive the advances of the neurosci- 

ences. Eliminativists, then, are not concerned 

with the intentionality of folk-psychological 

states per se (for there likely are none) but with 

the problem of how neural states or computa- 

tional states come to represent. Finally, a third 

distinct group, following Dennett, adopts ‘the 

intentional stance.’ On this view, the ascrip- 

tion of intentional states is a matter of holistic 

interpretation. When we ascribe psychological 

states to an individual, we are not describing her 

inner representational events. We are simply at- 

tempting to ascribe that set of intentional states 
that will have the greatest predictive power 

for the behavior of the individual concerned. 

From The Journal of Philosophy, 93:7, 1996, pp. 337-72. 
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Qua elements of a predictive strategy, inten- 

tional states are ‘real’ but they are not the sorts 

of ‘things’ that stand in need of a naturalistic 

explanation. Still, Dennett holds, there are rep- 

resentations of some sort in the brain and it is 

the ‘aboutness’ of these states, whatever they 

might be, which will need a biological explana- 

tion. Hence the middle ground occupied by the 

intentional stance: a commitment to the taxon- 

omy of folk psychology but a denial that folk- 

psychological states are the correct subject of a 

naturalistic theory. Clearly, then, the naturalists 

are divided by some deep philosophical differ- 

ences: there is no consensus among them about 
what property, exactly, requires explanation— 

whether this is the property of intentionality, of 

psychological content more broadly construed, 

or of representational content, writ large. Nor is 

there agreement about what sorts of states have 

‘that’ property—psychological states as delin- 

eated by ordinary ascriptions, psychological 

states as taxonomized by scientific psychology, 

neural representations, or computational states. 

Follow the sounds discord, emanating from the 

forest, and there you will find the naturalists’ 

camp. 
Their disagreements about the nature of mind 

and mental representation notwithstanding, all 

of the above naturalists share a common proj- 

ect. Each is trying to provide a naturalistic ex- 

planation of psychological representation and 

each is concerned (wholly or in part) with how, 

in the natural order of things, representational 

content comes into being—how a psychologi- 

cal state comes to be about a property or object. 

In an ecumenical spirit, then, I shall call ‘the’ 

property at issue aboutness and take the natu- 

ralists’ project as one of explaining aboutness. 

More specifically, most naturalists start with 

the view that aboutness is a relational prop- 

erty: for a representation to be about a prop- 

erty or object is for it to bear a specific kind of 

relation—call it the aboutness relation—to an 

object or property in the world. It is the nature 

of the aboutness relation, between a mental/ 

computational/neural state and its object of rep- 

resentation, that the theory should explain. 

Second, all of these theories are naturalistic 

in that they are motivated by the general con- 

viction that our explanation of human psychol- 

ogy ought to be reconciled with our scientific 

understanding of the physical world. The goal 
is to explain this property of directedness as 

part and parcel of the physical world, as a natu- 

ral phenomenon. In more concrete terms, this 

belief takes the form of a restriction on what 
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will count as acceptable theoretic terms: the 

theory is limited to the terms of a natural sci- 

ence, a theoretic language devoid of semantic 

predicates. 
Third, the naturalist usually begins by select- 

ing a natural relation, one that will be used to 

explain the aboutness relation. Assume, for ex- 

ample, that a person is standing gazing at the 

Eiffel Tower. Those theorists who are attempt- 

ing to explain the content of ordinary proposi- 

tional attitudes might say of this case that the 

subject’s perception is caused by the Eiffel 

Tower or carries information about it—they 

might posit an informational or causal relation 

between the subject’s mental state and the Eiffel 

Tower. An eliminativist, on the other hand, who 

denies the categories of folk psychology writ 

large, might explain the event by positing a nat- 

ural relation between a neural state and certain 

world events—perhaps it is the function of that 

type of neural state to indicate the Eiffel Tower 

or, more likely, to indicate towers in general. 

Naturalists agree, in other words, that, if a given 

mental/neural state is about x, there must be 

some natural relation (or relations) between that 

state of the individual and certain events in the 

world which ultimately explains this aboutness 

relation. What is contentious for the naturalist 

are two further issues: which natural relation 

ought to be chosen for this explanatory role and 

how, exactly, the posited natural relation (s) 

will be called upon to play that part. Will the 

natural relation be that of causation, of informa- 

tion, of indication, or will the natural relation be 

cashed out in terms of biological function? Is 

the intertheoretic relation, between the psycho- 

logical realm and neurological/computational/ 

biological realm, one of identity, of reduction, 

of supervenience, or perhaps something else? 

Here the views vary widely. What is generally 

agreed, however, is that the aboutness rela- 

tion will be ultimately explained by a natural 
relation. 

Fourth, virtually all naturalistic theorists 

agree on an important methodological point, 

namely, that a naturalistic theory should start 

with the static perceptual case. If we want to 
understand how our mental states come to be 
about the world, we should begin with those oc- 
casions on which our connection to the world is 
most clear cut—when, say, the subject sits, with 
his eyes open, staring at the world before him 
and has visual experiences of the forest beyond 
him. There is general agreement, in other words, 
that, if there are any simple cases of aboutness 
to be found, it is static perceptual events which 
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will furnish them. To put this another way, we 

all recognize that the relations of our ordinary 

mental states to their objects can be very com- 

plex. We have thoughts about things that are 

presently inaccessible to us by perception; we 

can ponder the nature of objects that are ficti- 

tious or abstract; we can think about things 

with which we are only vaguely acquainted, or 

which we are unable to identify, or about which 

we may have false beliefs. I can think about the 

Eiffel Tower even if I have never seen it; I can 

wonder how a certain George Smith is doing 

even though there are a number of philosophers 

named ‘George Smith’; I can ponder the nature 

of causality or irrational numbers. These, we 

agree, are the difficult cases, the ones we ought 

best leave aside, at least until there is a story to 

tell about the simple case—when the object of 

perception is physically present to the subject 

and when he has some thoughts or representa- 

tions that must surely be about that object.’ It 

is the simple perceptual case that will, in the 

end, ground the aboutness of complex represen- 

tational states. 

The four broad assumptions, then, that natu- 

ralistic theories of aboutness usually espouse 

are these: that to give a theory of aboutness is 

to explain a relation between a representational 

state and some property or object; that this rela- 

tion is to be explained in the terms of the natural 

sciences without recourse to semantic predi- 

cates; that this psychological relation will be 

ultimately explained by some relation from the 

natural sciences; and that the simple perceptual 

case is in some sense ‘basic,’ that it constitutes 

the most likely starting point for such a theory. 

This agreement, I think, is a surprising fact, 

given the diverse explanatory goals of natural- 

istic theories. If the goals of the authors are so 

heterogeneous, why do their theories have es- 

sentially the same broad theoretic form? 

Enter the ‘traditional view’ of the senses, our 

intuitive understanding of sensory function. 

To present the traditional view in its strongest 

guise, think for a moment about the solipsistic 

plight of the brain. There floats the brain, the 

‘J,’ encased and protected by the skull. It is the 

control center of the body, the mover of limbs, 

the planner of actions, the origin of all the 

body’s thoughts and feelings. This central func- 

tion notwithstanding, the brain resides in a kind 

of intracranial isolation. It has only mediated 

access, through its sensory and motor attach- 

ments, to its central concerns, to the body and 

the external world. But for a series of outgoing 

and incoming ‘wires,’ the brain is alone with its 

thoughts. It is because of the brain’s solipsis- 

tic existence, then, that the senses have a clear 

role to play. They are the brain’s window on 

the world. The senses show the brain, otherwise 

blind, how things stand, ‘out there,’ both in the 

external world and in its own distal body. 

To flesh out this picture, consider one exam- 

ple of external perception, peripheral thermore- 

ception, the system that reacts to surface skin 

temperature. Think about the sensations that we 

have of temperature—the bitter icy cold of a 

January wind, the pleasant coolness of a chilled 

drink in hand, the warmth of the spring sun, the 

singeing pain of a hot iron. From this internal 

evidence, one might guess that our thermal sen- 

sations are the products of skin receptors that 

are finely tuned to surface temperature. Like 

miniature biological thermometers, the recep- 

tors record the temperature of their immediate 

surround, its ups and downs. If, say, the skin 

temperature is eighty-nine degrees Fahrenheit, 

then the receptors must send a signal, some 

firing pattern, that ‘means’ eighty-nine degrees 

Fahrenheit; if the skin is cooler, say eight-three 

degrees, the receptors must give an appropriate 
response (perhaps they fire less rapidly). The 

receptors, we think, must react with a unique 

signal, one that correlates with a particular tem- 

perature state. Thus, the brain gains information 

about what it is like ‘outside.’ 

Although we realize that human thermore- 

ception probably does not function exactly as 

described above (for we all know about the var- 

ious temperature illusions), the example cap- 

tures a certain feature of the traditional view: 

sensory systems must be veridical in some 

sense of the word. If the senses are the brain’s 

window on the world, then any system worth 

its salt (and functioning correctly) ought to pro- 

vide an accurate account of just how things are: 

the brain must be able to tell, from the signals it 

receives, how things stand in the world. 

First, it would not do to have a sensory system 

that is fickle or unreliable in its reports. No one 

would want a thermoreceptive system that sud- 

denly started to send a signal, usually reserved 

for a skin temperature of eighty-nine degrees 

Fahrenheit, at arbitrary intervals; nor should the 

system be such that, when the skin is eighty- 

nine degrees Fahrenheit, the thermoreceptors 

fail to register that fact, forget to send the signal 

at all. What good, qua informant of the brain, 

would such a system be? In nonmetaphorical 

terms, this aspect of sensory veridicality is usu- 

ally expressed as that of constant correlation: if 

a signal is to be informative (‘tell the truth’), it 
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must be produced when and only when a par- 

ticular stimulus (or stimulus set) is present. 

Second, if the brain is to have an accurate un- 

derstanding of how the world lies, then constant 

correlation is not enough. The relevant structure 

of the external events or properties must also 

be preserved by the sensory signals: the repre- 

sentational relations among the sensory signals 

must mirror the relevant relations in the sensed 

domain. In the case of thermoreception, the 

brain must be able to discern a one-dimensional 

relation between temperatures—whether this 

temperature is greater or less than some other 

one. So a thermoreceptive system must be, 

well, thermometer-like: the relations among the 

temperature states in the world ought to be at 
least roughly discernible from (if not strictly 

isomorphic to) the relations among the individ- 

ual thermoreceptive signals. Constant correla- 

tion alone is not very helpful, especially if the 

question before the brain is whether or not to 

pull a hand away from the warming fire (that is, 

is the hand getting too warm now?).? 

Third, a veridical sensory system is also a 

servile system (or if you prefer, a system that 

acts as the brain’s loyal retainer). By ‘servile,’ I 

do not mean a system that reacts in only strictly 

prescribed (law-like) ways to the world’s sen- 

sory impingements. Much of sensory process- 

ing, we now believe, involves active or ‘top 

down’ processing: the brain uses stored in- 

formation, default assumptions, or hypothesis 

generation and testing in order to solve the 

computational problem at hand (‘What is that 
object’ ?) or to increase its efficiency. Quite ob- 

viously, this kind of activity does not challenge 

our intuition of veridicality: such sensory sys- 

tems are still trying to represent the world, in 

the face of limited information, as accurately as 

possible. What would not jibe with our notions 

of a proper (veridical) sensory system is one 

which actively embroidered upon the nature of 

the impinging sensory stimuli or which simply 

made things up: What we expect from sensory 

systems, in other words, is that they are the 

brain’s ‘ontological drones.’ In the service of 

the brain, they toil tirelessly to report the ‘what, 

when, and where’ of the world’s events. They 
do not interject their own opinions into their re- 

ports; they do not slyly skew the information to 

reflect their own interests or prejudices. Their 

job is to state the facts. To say that a veridical 

sensory system must be ‘servile,’ then, is to say 

that it represents the world as accurately as pos- 

sible, without embroidery or fiction, given the 

information available. (I take servility to be a 
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slightly different notion than that of reliability 

as given above, though perhaps it is merely a 

subtype. By analogy, the problem with the town 

gossip is not that, for any event in town, she 

might fail to have something to say about it. 

What we doubt is the accuracy of what she says. 

One worries that it will incorporate her own 

likes and dislikes, prejudices, and interests.) 

On the traditional picture, then, the senses, 

using a system of signals that captures the 

structure of a domain of external properties, 

tell the brain, without exaggeration or omis- 

sion, ‘what is where.’ It is this view of the 

senses which dovetails with the philosophi- 

cal problem at hand. The naturalists’ project, 

stated in its most general form, is to explain 

the psychological relation of aboutness in 

some way that fits neatly with our scientific 

picture of the world. On the traditional view of 

the senses, there is also a relation of aboutness, 

a relation between any state of a veridical sen- 

sory system and its object. Indeed, fulfilling 

this relation is the raison d’étre of the senses— 

that without which the brain would not know 

how things stood, either in its own body or in 

the external world beyond it. So what the tra- 

ditional view of the senses provides, from the 

natural sciences, is exactly the sort of relation 

a theory of aboutness requires—hence an ob- 

vious starting place for any naturalistic theory 

of aboutness. Not all intentional states, the 

naturalist freely admits, are sensory states; nor 

need the subject have ever had sensory contact 

with a given object of thought; nor indeed are 

the intentional objects of such states necessar- 

ily physical objects or properties, the sort of 

entities with which the subject could have sen- 

sory contact. Still, the path to choose is clear, 

the naturalist will contend. Indeed, at first 
glance, it is the only path visible at all—the 

only path out from the solipsistic existence of 
the brain. 

Il. Narcissistic Sensory 
Systems 

The problem with the traditional theory of 
sensory processing, I think, is that it is not 
universally or even generally true. In some 
cases, sensory mechanisms do behave as one 
intuitively expects, in accordance with the tra- 
ditional view. More often than not, however, 
sensory systems fail to be ‘veridical’ in the 
sense given above. Indeed, if one had to pick a 
single predicate to describe all sensory systems, 
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it is that each and every sensory system is, well, 
‘narcissistic.’ 

As a first pass at explaining this metaphor, 

think of the usual case, the human narcissist, 

a person whose worldview is informed by ex- 

actly one question: ‘But how does this all relate 

to ME?’ In a classic story, a narcissist goes to 

his therapist for his regular appointment. At the 

door he is met by another therapist in the same 

practice: there will not be a session that day, 

she informs him. The narcissist’s therapist has 

been in a boating accident—she is alive, but in 

critical condition in the hospital. It is gently ex- 

plained that there is a good chance that the ther- 

apist will survive and recover, lead a reasonably 

normal life, perhaps even return to her practice. 

At this, the narcissist looks stricken, and wails: 

‘But why do these things always have to happen 

to ME?’ 
Needless to say, a narcissist’s world pic- 

ture, being informed by but one question, is 

strangely askew. In this regard, it is important 

to realize that the problem with the narcissistic 

worldview is not just that his range of interests 

is idiosyncratic, that self-interest directs his at- 

tention toward a limited portion of the world, 

a small part of what other people see. Rather, 

by asking the narcissistic question, the form 

of the answer is compromised: it always has 

a self-entered glow. In this case, it is obvious 

that the causal factors leading up to the acci- 

dent are entirely independent of the narcissist’s 

existence. But it does not seem this way to him. 

The narcissist cannot see himself and his rela- 

tion to the world in an objective light, as one 

life among others. Hence his understanding of 

the emotions and actions of other people, and 

of events in the world in general, will neces- 

sarily incorporate his own particular interests. 

For the most part, it is not possible for the nar- 

cissist to stand back and remove himself from 

the picture—and that, of course, is exactly the 

property which gives the narcissist away. I do 
not mean to imply by this that the narcissist 

never gets things right, never sees the world 

for how it is. Sometimes the question ‘How 

does all this relate to me?’ is just the right 

question. ‘What does that person want from 

me now?’ is the appropriate thing to wonder 

in a dark alley. Hence it yields a legitimate— 

’veridical’—answer. It is nonetheless true that 

the narcissist’s question shapes his worldview 

at all times, and this is so regardless of whether 

the question is ‘appropriate’ or not. 
Turn again to a simple sensory system, that 

of thermoreception. As I said above, our first 

guess about thermoreceptors is that they act like 

small thermometers, signaling the brain about 

the location and the temperature state of the 

skin. In fact, however, the nature of thermore- 

ception is quite different (the following draws 

largely upon from the work of H. Hensel’). 

First, the apparently continuous temperature 

gradient that we feel is not the result of the 

continuous response of a single thermomecha- 

nism. Instead, our sensations are the result of 

the action of four different types of receptors: 

two thermoreceptors, “warm spots’ and ‘cold 

spots,’ and two pain receptors (nociceptors) 

that fire only in the extreme conditions of very 

high or very low temperature. At very high and 

very low temperatures, we feel only pain, sen- 

sations that are qualitatively indistinguishable 

from one another. In the middle zone, we rely 

upon one or the other kind of thermoreceptors 

for our sensations of warmth and cold. (The 

temperature at which warm spots begin to re- 

spond is roughly the same temperature at which 

cold spots leave off.) Second, there are far more 

cold receptors than warmth receptors, the exact 

ratio differing from location to location. So, for 

example, on the face, the nose has a ratio of 8:1 

cold to warm spots, the cheeks and the chin are 

somewhat more sensitive to warmth with a ratio 

of 4:1, and the lips (entirely counterintuitively) 

are sensitive tu only cold, with almost no warm 

spots whatsoever. One result of this variabil- 

ity is that different parts of the body are more 

sensitive to heat or cold than others. Because 

conscious sensation is the result of cumulative 

neural response, the more receptors there are, 

the more cumulative neural activity. This is a 

fact that will strike you as immediately plau- 

sible if you imagine wading into a cold lake. 

As a matter of fact, some steps are harder to 

take than others. Another result of this variabil- 

ity is that the ‘temperature of neutrality’ —the 

‘comfort zone’ as thermostat makers call it— 

differs from one area of the body to another. 

Whether a temperature feels comfortable is as 

much a function of location on the body as it is 

of temperature. 

What do the individual receptors do? Each 

kind of receptor, warm spots and cold spots, 

have both a static and a dynamic function 

(figure 1). The receptor’s response to a constant 

temperature is its static function, represented by 

a curve that plots the rate at which the neuron 

fires against the stimulus temperature. For both 

the warm spots and cold spots this response 

is nonlinear; the static functions for the two 

receptors also differ, one from the other. The 
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(a) Warm “Spots” 
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(b) Cold “Spots” 

Static 

Response Freq. 

Temperature 

Temp. 

Response Freq. 

Temp. 

CONTENT 

Dynamic 

Time 

Dynamic 

Time 

Figures 1(a) and 1(b). The static and dynamic functions of the warm and cold receptors. To illustrate 

dynamic function, both receptors were subjected to a sudden temperature increase and then a sudden 

temperature decrease. The warm receptor shows a dynamic response to temperature increase alone; 
the cold receptor shows a dynamic response to temperature decrease alone. (Adapted from Hensel, 

Thermal Sensations and Thermoreceptors in Man.) 

warm receptor responds over a narrow range 
of temperatures with a steep rise in firing rate 

at the high end; then the firing abruptly halts 

at a maximum temperature. The cold receptor 

has a less intuitive response pattern. It has a 

wider window of response, a gentle curve with 

a maximum response at the midpoint, tapering 

off thereafter. The static functions of neither the 

warm spots nor the cold spots are thermometer- 

like, with a certain set increase in firing rate per 

degree of temperature change. 

Both kinds of thermoreceptors also have a 

dynamic function, a response to temperature 

change. When the temperature of a warm spot 

is increased, a burst of activity occurs; then the 

firing rate gradually slows and settles into a 

new higher base rate, a rate determined by the 

static function. For example, after shoveling 

a snowy walk, putting your hands under only 

tepid water initially feels very warm. The dense 

liquid causes sudden energy transfer, a sudden 

increase in temperature, and the dynamic func- 

tion’s burst of neural activity. When the tem- 

perature of your hands stabilizes, the neural 

activity also decreases and the water feels as 

it normally would, cool. What is important 

here is that the size of the initial activity burst 
is variable: it depends upon the starting tem- 

perature. So, for example, if you transfer your 

hand from tepid to warm water—say, a forty 

degree-Fahrenheit change in temperature— 

there will be a sudden burst of activity in the 

warm receptors. But if you then transfer your 

hand from warm to hot water, again a differ- 

ence of forty degrees Fahrenheit, the dynamic 
burst will be much greater. The higher the start- 

ing temperature, the larger the initial burst of 

the warm receptor. Thus, the transition from 

warm to hot water is felt more keenly than the 
change from tepid to warm water. Note also 



OF SENSORY SYSTEMS AND THE ‘ABOUTNESS’ OF MENTAL STATES 365 

that when a warm spot is cooled there is no 

neural burst at all, only a gradual decrease in 

firing rate until the new lower base rate (deter- 

mined by the static function) is reached. These 

same principles apply to cold spots as well, 

except in reverse. A cold stimulus evokes a 

dramatic over-compensatory response; a warm 
stimulus causes a gradual decrease in activity; 

and the /ower the initial skin temperature, the 

greater the initial burst of activity in response to 

a cold stimulus. (These opposing characteristics 

are, in fact, the defining functional qualities of 
warm and cold receptors.) 

As one can see, the response properties of the 

thermoreceptors are complex. There is no single 

thermometer-like receptor or even two ‘abut- 

ting’ thermometer-like receptors; the warm 

spots and cold spots exhibit two different non- 

linear (static) functions; the transducers exhibit 

adaptation and behave in a context-dependent 

fashion (the dynamic response depends upon 

the current base-line skin temperature). What is 

more, our temperature sensations do not result 

directly from the functional properties of indi- 

vidual receptors but are determined by the char- 

acteristics of the neural population as a whole. 
Where there are more cold receptors, the area 

seems colder; if a location has few warm spots, 

heat is hardly noticed at all. 

All of this seems somewhat strange on the 
traditional view of sensory processing, of ther- 

moreception as a system that disinterestedly 

records temperature facts. Just how inept could 

this system be? Viewed as narcissistic, how- 

ever, the system makes perfect sense. What the 

organism is worried about, in the best of narcis- 

sistic traditions, is its own comfort. The system 

is not asking, ‘What is it like out there’?— 

a question about the objective temperature 

states of the body’s skin. Rather, it is doing 

something—informing the brain about the pres- 

ence of any relevant thermal events. Relevant, 

of course, to itself. 

In this light, reconsider the old illusion cre- 

ated by placing one hand in cold water, the 

other in hot, and then, and after a few minutes, 

placing both hands simultaneously in some 

tepid water. Stupid sensors. They tell you that 

the tepid water is two different temperatures. 
But the sensors seem less dull-witted if you 

think of them as telling you how a stimulus is 

affecting your skin—that one hand is suddenly 
cooling while the other is rapidly warming. 

Skin damage can occur from extremes of tem- 

perature (being burnt or frozen) but also from 

rapid temperature changes alone, even if the 

changes occur within the temperature range for 

healthy skin. So the information provided by 

the dynamic function—whether there has been 

a change in temperature, in which direction and 

how rapidly that change is occurring—is cru- 

cial to the organism for avoiding skin damage. 

It allows you to pull away your hand before it is 

burnt, to remove your hand when the change in 

temperature will be fatal to the skin. 

From this perspective, one can also see why 

it makes good sense to have a dynamic function 

that is context dependent—why the burst rate 

depends upon both the amount of change and 

the starting temperature. If the skin temperature 

is already high, any increase is likely to cross 

the upper limits of skin tolerance. So the ex- 

treme bursts of the dynamic function, produced 

by stimuli at the upper end of warm-spot func- 

tion, warn that tissue damage is about to occur. 

(If the temperature sensitive nociceptors fire, 

then damage has already been done.) In other 

words, the system produces strong signals 

whenever potentially dangerous temperature 

changes occur. From this perspective, the util- 

ity of the dynamic function is clear. 

As another example, think again about a cold 

mountain lake—this time, about putting your 

head into a cold mountain lake. Most of us have 

had the experience of going for a hike and then, 

after a strenuous day, coming upon an inviting- 

looking lake. First you put your hands in the 

water to test the temperature; then, after the ini- 

tial shock of is over (after the dynamic burst of 

the cold spots has subsided), you decide to risk 

a swim. Note, however, that making your brain 

very cold is not a good idea. Heat loss through 

the scalp is one of the many ways that human 

life comes to an end. So, from an evolutionary 

perspective, it is not surprising that the scalp 

has an abundance of cold receptors—that when 

you dive in, the water feels colder to your head 

than it did to your hands earlier. Given how 

dangerous heat loss can be, it makes sense to 

receive a sharp warning signal whenever the 

scalp is cooled, before you lose the sense to 

react rationally. More generally, if one looks at 

the complexity of the human body and at the 

large range of behaviors we are capable of per- 

forming, it is clear that the importance of ther- 
mal stimuli can vary, depending upon where the 

stimuli occur. You need to keep the top of your 

head warm; you need to make sure that your 

nose is not frozen in weather where your cheeks 

will still be fine; you need to be able to sense 

both cold and warm objects with your hands. 

Hence the evolutionary ‘solution’ of a variable 
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ratio of cold to warm spots. Through a differ- 

ence in the number of cold and warm spots, the 

cumulative signals are tailor-made to reflect the 

relevance of temperature stimuli for a particular 

place on the body. 
Looking back at thermoreceptive function, 

then, one realizes that this system is not merely 

inept, a defective indicator of surface tempera- 
ture. Rather, the system as a whole constitutes one 

solution to man’s various thermal needs—that he 

be warned when thermal damage is occurring 

or before it is likely to occur, when temperature 

changes are likely to have specific consequences, 

and so on. These are the thermal problems which 

have been ‘posed’ over time to the evolving or- 

ganism and which have resulted in the idiosyn- 

cratic functions described above. In other words, 
this system, qua system, reflects a constellation of 

interacting facts about one species—the environ- 

mental conditions encountered by Homo Sapiens 

(for example, the thermal properties of the envi- 

ronment), the developed physiology of the spe- 
cies (for example, the mortality conditions of the 

skin, the details of internal and external thermo- 

regulation), and the range of behaviors of which 

the species is capable.° 
Let me now make explicit how the above 

characterization of thermoreception fails to fit 

the traditional view. Recall from the ways in 

which, according to the traditional view, sen- 

sory systems are veridical: each signal must 

correlate with some property (or range of prop- 

erties) in the world; the structure of the relevant 

relations among the external properties must be 

preserved in a systematic encoding of those re- 

lations; and a sensory system must be servile 

in that it must be seen to be reconstructing, 

without fiction or embellishment, the proper- 

ties, objects, and events of the world external 

to the brain. In this case, the property of inter- 

est is, obviously enough, skin temperature at a 

specific part of the body. So the question that 

one would expect the thermoreceptive system 

to answer is: ‘What is my skin temperature at 

x’? But this is not what it does. 

First, particular thermal sensations do not 

necessarily correlate with any particular tem- 

perature or any particular temperature change. 

Because thermal sensations are a function of 

the firing rates of a neural population and be- 

cause the absolute number and ratio of the two 
different receptors differ from one part of the 

body to another, exactly the same skin tempera- 

ture can give rise to a variety of sensations. This 

is one reason. For another, the elliptical static 

response properties of cold receptors ensure 
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ambiguity in its signals. As the skin becomes 

colder, a cold receptor fires more and more rap- 

idly until the receptor’s maximal response level 

is reached; then, as the temperature continues 

to drop, the firing rate starts to decrease. So a 

single cold receptor will fire in exactly the same 

way for two different stimuli, a temperature at 

the low end of its response range and a tem- 

perature at the high end. Necessarily, its signals 

(alone) are ambiguous. Nor do thermal sensa- 

tions reflect temperature change. Here, it is the 

context dependency of the dynamic function of 

both warm spots and cold spots which presents 

the problem. The felt change in temperature 

for a specific temperature change will depend 

upon the starting temperature of the skin. If the 

temperature of a warm spot is increased at the 

bottom of its response range, the dynamic burst 

will be small; if it is warmed at the top of its 

response range, the burst will be very large. So 

neither absolute temperature nor temperature 

change is recorded by thermal sensations. 

Second, for almost the same reasons, thermal 

sensations as a whole do not reflect the struc- 

ture of thermal stimuli, whether stimulus T1 is 
greater than, less than, or equal to stimulus T2. 

The water, as we wade into it, initially lessens 

the skin temperature of each body part about 

equally; but it certainly does not feel that way. 

Some parts feel much colder. Similarly, cold 

receptors, with their elliptical static response 

function, represent disparate pairs of tempera- 

ture stimuli as being equal—very low ones 

and relatively high (tepid) ones. Even warm 

receptors, with their nonlinear static responses 

(which abruptly stop at a certain maximal rate), 

do not quite get the picture right. Lower tem- 

peratures do elicit lower firing rates but the dif- 

ferences in temperature between the warmer 

and hotter stimuli are not uniformly recorded. 

Linear temperature increases are encoded as 
nonlinear changes. 

Third, the thermoreceptive system embroi- 

ders its account of the temperature states of the 

world. Unlike many other sensory systems, it is 

probably unfair to say that this particular system 

actually manufactures fictions in the course of 

its ordinary function, but it does appear prone 

to chronic exaggeration. At the lower and upper 

limits of response for the cold spots and warms 

spots, respectively, a small temperature change 
elicits a hysterical response. Moreover, given 
the differing ratios of cold spots to warm spots, 
no body part simply reports its surface tem- 
perature. Each body part exaggerates its own 
state in accordance with of its own interests and 
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sensitivities. So the thermoreceptive system is 

hardly the ontological drone that the traditional 

view had imagined, the tireless reporter of the 
‘what, where, and when’ of surface temperature. 

It is time to step away from the details of 

human thermoreception in order to make some 

more general points about sensory function. In 

imagining the function of any sensory system, 

we slide very easily from the question ‘To what 

are the receptors responding’?—a question 

about the nature of the proximal stimulus that 

will evoke a receptor response (for example, 

mechanical deformation or light in a certain 

range of wavelengths)—to the question ‘What 

do the signals of the system detect’? In the grip 

of the traditional view, we treat these as one and 

the same question. But despite the entirely rule- 

governed nature of sensory systems, the ques- 

tion ‘What is the system detecting?’ may not 

be apt. Rather, the appropriate question, for any 

sensory system, is ‘What is the system doing?’ 

and by this we mean doing for the organism. 

This point requires some explanation. 

Each and every sensory system, no matter 

how sophisticated or simple, is tied to a set 

(sometimes a very large set) of behavioral 

tasks. No matter what else the senses do, in the 

end, they must inform movement or action. In 

the case of behaviorally simple creatures, there 

may be a very short route from the response 

of the sensory receptors to the output of the 

motor system. In the slug, no doubt, a dynamic 

burst in a population of receptors sensitive to 

sodium chloride will trigger an immediate 
aversive reaction, movement away from the 

stimulus. Here, the utility of matching the in- 

formation recorded by the senses to the needs 

of the motor system is clear. There is no need 

to represent the world ‘the way it is,’ for simple 

lives (behavioral repertoires) require limited in- 

formation. Indeed, evolution will favor sensory 

solutions that package the information in effi- 

cient and quickly accessible formats, in ways 

that match the particular physical form of the 

motor system, its motor tasks, and hence in- 

formational requirements. For every evolved 

system, there will be a symbiotic relationship 

between the information gathering of the sen- 

sory system and the informational needs of the 

motor system—and the elegant solutions that 

evolution eventually selects need not involve 

any straightforward (to our eyes) ‘veridical’ en- 

coding of sensory information. 
In our own case, of course, we think before 

we act. We are not simple stimulus-response 

organisms, with our behaviors triggered by 

simple sensory signals. Moreover, our percep- 

tual thoughts are genuinely intentional, tied as 

they are to the objects and properties of the ex- 

ternal world. I sit and stare at my empty coffee 

cup; I wonder whether I would like another 

cup, or at least, want one enough to get up and 

make one; I ask my husband whether he would 

like a cup of coffee. (And so on—philosophical 

drama at its finest.) These two facts, that our re- 

sponses to the world are not stimulus driven and 

that our intervening thoughts are about stable 

objects and their properties, may lure us into 

thinking that somehow human sensory systems 

(and those of other behaviorally complex crea- 

tures) are of a different, ‘veridical’ sort. Our 

senses could not be narcissistic, or at least, not 

for the most part. (Let us dismiss thermorecep- 

tion as some crude and embarrassing vestige of 

our primitive past.) 

Neither of these two facts, however, obviates 

the need to direct motor behavior in a timely 
and efficient fashion by means of sensory in- 

formation. Ruminate about coffee all you like, 

but should a full cup appear, you will have to 

reach out your hand and grasp the cup. From 

your perspective, of course, the point of view of 

the conscious subject, it may seem to you as if 

you look out at the world, contemplate the cup 

of coffee on the table, and then decide to pick it 

up—as if your unitary perception of the coffee 

cup qua cup itself unmediatedly directs your 

hand. After all, if the result of all those visual 

processes is a perception of a cup, surely that 

(unified) perception then informs your actions. 

No matter. What directs your movements, from 

the moment you begin to lean forward in antici- 

pation of reaching with your arm to the moment 

the coffee cup makes contact with your lips, is 

a host of information from numerous different 

sources. There will be visual information about 

the egocentric position of the cup relative to 

your body, about its position relative to your 

reaching hand, about the shape of the handle 

relative to your grasp, about the cup’s rotation 

(shape) relative to a horizontal plane as you 

pick it up (do not spill it now), and about the 

cup’s speed of movement; there will be pro- 

prioceptive information about the position of 

your upper body as you lean forward, about the 

angles of your arm joints as you stretch toward 

the cup, about the weight of the cup relative to 

the firmness of your grip, about the fantastically 

minute adjustments of your fingers, hand, and 

arm muscles as you balance the cup of liquid 

in an upright position, about the position of the 

cup and your hand relative to your lips (after 
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all, you do not have to stare cross-eyed to get 

the cup there); there will be tactile informa- 

tion about the pressure of the cup in your hand, 

the pressure of the cup on your lips, the shape 

of the cup in your hand. No doubt this is but a 

small part of what is actually involved in the 

‘simple’ activity of picking up a cup of coffee. 

Even our simplest actions, then, involve nu- 

merous sources and types of information (here, 

visual, proprioceptive, and haptic information) 

and, within a single system such as vision, 

specialized information (about shape, position 

using a variety of reference frames, rotation, 

movement, and so on) which requires diverse 

representational schemes. Thus, if one looks at 

the neuroanatomy of mammalian vision, most 

of the physically distinct sites, each associated 

with a specific informational problem, have 

connections with one or more motor site(s) 

and all visual areas have connections with 

subcortical sites which themselves have lines 

to motor areas. Diverse and complex informa- 

tion subserves simple motor movements. We, 

as perceivers of cups and saucers, then, tend to 

mistake our conscious perspective, about coffee 

and cups, for insight into how things work, how 

we actually manage to raise the cup. But this is 
not how it is. Although, from the first-person 

perspective, what you see is a cup sitting on 

the table, what actually guides your movement 

is a plethora of sensory signals. The upshot is 

that for us, as much as for other creatures, the 

symbiosis between sensory information and 

motor needs is equally strong. If the sensory in- 

formation is to guide the requisite motor move- 

ments, it must be usable on-line, by numerous 

feedback systems, control loops, and cognitive 

‘interrupts.’ All the sensory information must 

be encoded in a motor-friendly way. Even as in- 

tentional, conscious perceivers, we are equally 

in need of narcissistic sensory strategies, 

indeed, perhaps more so given the complexity 

of our behavior and bodies.° 
When we examine a sensory system, then, 

we are looking at an evolved solution to a 

specific informational problem. Perhaps it is a 

system that is able to increase or decrease the 

sensitivity of its receptors in response to pres- 

ent needs (without recording the change in sen- 

sitivity), that applies filters for the creation of 

specific features, that adjusts an outgoing signal 
in order to ensure certain characteristics in the 

signal return—or that encodes the facts about 

skin temperature in some way designed to aid 
creature comfort. The relevant question to ask 

of such a system is ‘What is it doing’? This is 
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a question to which the answer might be ‘it is 

measuring, with variable discrimination, the 

animal’s tilt away from the vertical in order to 

maintain its upright posture,’ ‘it is providing a 

visual signal that can be easily processed for 

movement information,’ ‘it is monitoring the 

stretch of the flexor muscle in order to adjust 

the length of the tensor by an equal amount,’ or 

‘it is indicating an edible insect’—answers that 

may or may not make reference to processes of 

veridical perception. 

Ill. Defending the Traditional 
View: Three Objections and 
Replies 

In the face of the above kind of neurophysi- 

ological example (for human thermoreception 

is merely one among many, chosen for its fa- 

miliarity), there are a number of responses one 

might give in order to vindicate the traditional 

view. I shall give three of the most common re- 

plies. The first response is, in effect (but not in 

intention), an a priori defense of the traditional 

view; the second response is a straightforward 

denial of the thesis that sensory systems are, 

at bottom, narcissistic; the third response, the 

most promising of the three, grants that sensory 

systems are narcissistic—but it denies any con- 

flict with the traditional view. 

A. The a priori defense. Given the above 

example of thermoreception, one might take 

away quite a different lesson, not a lesson 

about sensory processing per se, but a meta- 

physical view about the nature of properties. 

Dennett, for example, in talking about our 

conscious perception of secondary properties, 

takes the clearly self-interested nature of sen- 

sory systems to show that their normal func- 

tion can define properties in the world. It does 

not matter that our sensations of, say, redness 

fail to correlate with any easily delineable set 

of surface reflectance properties, a single prop- 

erty that is sanctioned by the scientific image. 

There is redness in the world because we have 
a disposition to respond in a ‘discriminating’ 

fashion to ‘red’ stimuli.’ That is, if a sensory 

system responds in one and the same way to a 
rather diverse set of properties and conditions, 
then that disorderly set simply is a property of 
the world. I am not sure that Dennett himself 
would wish to frame the view in this general 
form, but let us assume this strong view for the 
sake of argument. 
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Setting aside the merits of this view qua 

metaphysical thesis about properties, note that 

as an answer to the question ‘Are sensory sys- 

tems veridical?’ it is empty. If properties are 

defined by the ordinary causes of sensory sig- 

nals, then, by definition, all sensory systems are 

veridical: the system ‘captures’ the structure of 

the domain of external properties just because 

it defines that domain and, of course, any signal 

reliably records, without exaggeration or omis- 

sion, whatever stimuli ordinarily cause it. It is 

only against a firm prior ontology of properties, 

one that is specified and justified independently 

of actual sensory response, that questions about 

veridicality have any bite at all. Thus, on this 

reply, what seemed like a proto typically em- 

pirical question—‘Are the senses veridical?’— 

is recast as a question of definition, the answer 

to which has the status of an analytic truth. This 

alone, of course, is not a reason to dismiss the 

response—perhaps the traditional view ought 

to be granted the status of analytic truth—but 

this seems to me unlikely. (Below, in answering 

the third objection, a more decisive objection to 

this response will emerge.) 

B. The appeal to signal information. Whether 

or not a sensory state appears to correlate with 

a particular external property, this response 

begins, sensory states nonetheless carry in- 

formation about their causes. Take the case of 

thermal sensations. Although any given thermal 

sensation might be caused by a large variety of 

temperature states, a given thermal sensation 

still carries information about its cause. It just 

does not wear this information on its sleeve. 

After all, thermoreceptors act in orderly ways— 

the response functions of both warm spots and 

cold spots are shown in figure | and there is 

some function that sums the responses of in- 

dividual receptors. So starting at the beginning 

of the process, with the initial state of the ther- 

moreceptive system (the current static response 

rate of the receptors), plus the neural population 

characteristics (the ratio of warm spots to cold 

spots and their numbers) and stimulus tempera- 

ture of the skin, one could predict the sensa- 

tions of the subject. Conversely, starting with 

the resultant thermal sensation (or population 

response), plus the initial state of the system 

and the neural population characteristics, one 

could compute the value of the stimulus tem- 

perature. In other words, it is possible, using the 

appropriate calculations, to deduce skin tem- 

perature from the thermal sensation under stan- 

dard conditions—and this is just what it means 

to say that a signal (thermal sensation) carries 

information about a source (skin temperature). 

Hence, in this sense, an informational sense, 

thermal sensations do reliably indicate tempera- 

ture states. 

There is certainly some truth to this response. 

Given the causal regularities that govern sen- 

sory systems (for there is nothing supernatural 

about them), the sensations or signals they give 

rise to will often carry information about their 

causes. That is, whenever there is a computable 

function that describes the input-output rela- 

tion, the response of a sensory system will carry 

information about its causes. In the case of ther- 

mal sensations, sometimes our sensations carry 
information about skin temperature and temper- 

ature change, sometimes not. This is because 

the static response of the cold receptors does 

not define a computable function, hence there 

is no algorithm that could determine, given the 

population response of the cold-spots (a sensa- 

tion of cold), the stimulus temperature.* Indeed, 

a bell-shaped response curve for sensory recep- 

tors is more the norm than the exception, but let 

us put aside this fact for the moment. The ques- 

tion that concerns us here is whether, given that 

information about the stimulus is often carried 

in the sensory signal, this will be of any practi- 

cal use in constructing a theory of aboutness. 

The problem here is that it makes little sense 

to identify the contents of sensory states with 

whatever information they carry. Return to the 

example of wading into the lake. There you 

stand in water up to your thighs, debating the 

relative advantages and disadvantages of total 

submersion. (Would not a bit of splashing and 

swishing be just as effective, you wonder?) 

Eventually, you wade in, gasping and sput- 

tering at various intervals. Now, on the infor- 

mational view, all this silliness is for naught. 

The dynamic bursts of the various cold-spot 

populations, no matter where they may lie, all 

signal exactly the same thing—a single tem- 

perature for the water or, if you like, a single 

temperature change. This is the information 

carried objectively by each population of cold 

spots—information that you already had when 

you waded in up to your thighs. Of course, you 

may behave a little oddly, as you immerse your- 

self, but there is nothing odd about the behavior 

of your thermoreceptive system. It reliably in- 

dicates a single change in skin temperature, no 

matter what parts are presently getting wet. 

This, of course, is a parody of the informa- 

tion response, but it makes a serious point. 

Information that is carried by, but not encoded 

in, a signal is information that is available 
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only in theory. To say that the information is 

present is to say only that there exists a com- 

putable function that, if used, would yield the 

correct result—in this case, the actual tempera- 

ture change. It is present, as it were, from the 
point of view of the universe. But no creature 
has ever acted upon information that is avail- 

able only in principle, Thus, to posit a theory of 

aboutness based upon signal information alone 

is to a posit a theory that, by hypothesis, makes 

no connection with an organism’s action, be- 

havior, or thought. I take it that this is not what 

the objector had in mind. 
Rather, when an objector points out that even 

a narcissistic response contains information 

about its causes, the hope is that somewhere 

down the line, this information is extracted. 

Despite our conscious narcissistic sensations or 

the narcissistic responses of sensory systems, 

somewhere higher up in each sensory system 

the appropriate calculations are made and the 

true state of the world is inferred. (Thus, for ex- 

ample, in case of human color vision, the ambi- 

guity inherent in the bell-shaped response curve 

of each cone—ambiguity between intensity and 

frequency information—is partially resolved by 

the overlapping range of responses of the three 

cone types. Through comparison, ambiguity is 

resolved.) How else could a sensory system be 

of use? This suggestion, however, amounts to 

little more than an expression of one’s faith in 

the traditional view. Empirically, there is little 

reason to think that all sensory systems carry 

within them the means to ‘decode’ their own 

responses. 
Once again, in the case of thermoreception, 

there is no anatomical or physiological evidence 

to suggest that the thermoreceptive system has 

the additional information needed to compute 

stimulus temperature—that it has knowledge of 

the number of receptors at each location, or the 

nature of the static and dynamic functions of the 
receptors, or that it keeps track of the system’s 

initial state. Nor is there any further psycho- 

logical or behavioral evidence that our ther- 

moreceptive systems have this information or 

make these calculations. Given a thermal sen- 

sation alone, we have no capacity consciously 

to ‘see through’ the narcissistic thermal sen- 

sation to the objective skin temperature (or 
temperature change) nor, behaviorally, do we 

act as if (unbeknownst to us) our brains make 

these kinds of calculations. This information 

is simply not available to us through sensory 

means. (Of course, there are many other ways 

that one might use thermal sensations to infer 
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temperature. After reading Dr. Spock, you will 

know what temperature of milk correlates with 

a certain warm feeling on your wrist. Knowing 

this, the sensation can be used as an indicator 

of a particular milk temperature. But to make 

this inference requires exactly those cognitive 

capacities which the naturalistic theory hopes to 

explain—intentional thoughts about Dr. Spock, 

baby books, wrists, sensations qua sensations, 

and so on. The thermoreceptive system alone 

does not provide this information.) The point, 

here, is a general one: when a sensory system 

uses a narcissistic strategy to encode infor- 

mation, there need not be any counteracting 

system that has the task of decoding the output 

state. If the very point of a narcissistic encoding 

is to match the incoming information to an or- 

ganism’s behavioral needs, then for most part, 

there is no reason to re-encode the sensory in- 

formation into a veridical format. 

C. The appeal to detector cells and biologi- 

cally salient properties. Of the three objections, 

the third is the most promising as well as the 

most obvious: Granted that sensory systems uti- 

lize narcissistic encodings, why not say that the 

function of a sensory system is to detect nar- 

cissistic properties, properties that are defined 

relative to an organism’s interests? The shock- 

ing cold of the lake that you feel on your scalp, 

for example, is a property, one that that sensa- 

tion (population response) detects, namely, the 

property of being-too-cold-for-my-head. The 

same will hold for the properties detected by 

similarly narcissistic mechanisms. To put this 
another way, when the question ‘What tem- 

perature states do thermal sensations indicate’? 

was asked, the answer was restricted to the tem- 

perature readings of some scientific scale, de- 
grees Fahrenheit or Celsius or Kelvin. On this 

division of the world, the answer was ‘no’: one 

thermal sensation does not indicate any single 

skin temperature (or temperature change). But 

if we look to the neuroethological or neuro- 

physiological literature on sensory function, we 

find descriptions that make use of a variety of 

biologically salient properties, properties that 

are not described by the predicates of physics 

and chemistry. We find, that is, descriptions 

of ‘detectors’ in simple organisms, some of 
which respond selectively to ‘legitimate’ prop- 
erties, such as magnetic north, being a com- 
plex sugar or a certain amino acid, or having 
a certain wavelength, others of which respond 
to ‘messy’ properties, such as vertical symme- 
try, small flying insects, movement in the left of 
the visual field, or being a poisonous substance. 
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Moreover, referring to these messy properties is 

essential to characterizing the function of these 

detectors; they are an ineliminable part of the 

neurobiological description. Thus, if we recog- 

nize ‘narcissistic’ properties, along with ‘legiti- 

mate’ and ‘messy’ properties, as biologically 

salient, we can recast sensory systems in a way 

that conforms to the traditional view—as detec- 

tors or reliable indictors of external properties. 

What makes this a particularly good objec- 

tion, of course, is that much of it is right. I take 

it as incontrovertible that there are neurons that 

act as detectors, and that these detectors are 

tuned to properties such as predator and prey. 

Biologically salient properties are exactly those 

properties which neuroethology and neurophys- 

iology appeal to in describing sensory function 

and those without which sensory function qua 

function could not be characterized. Moreover, 

prima facie, there is no reason to disbar narcis- 

sistic properties from the club, if neurobiologi- 

cal description demands them. Admitting all of 

this, however, does not give the critic what he 

needs. 

Notice, first, just how strong the suggestion 

is qua neurobiological thesis. The claim is that 

each and every sensory system functions to 

detect properties, be they narcissistic properties 

(defined relative to organism’s needs), biologi- 

cally salient ‘messy’ properties (for example, 

the property of vertical symmetry), or ‘legiti- 

mate’ properties (those recognized by the other 

physical sciences, say, the property of contain- 

ing NaCl). Call this the detection thesis. This 

is an extremely strong universal claim about 

sensory function and hence about the form of 

all our future biological explanations of the 

senses. Moreover, it is a universal claim made 

in advance of the lion’s share of empirical re- 

search on, and biological theorizing about, a 

vast topic—a claim, the only present empirical 

basis for which could be a few notorious ex- 

amples from the comparative neurobiological 

literature (for example, the famous fly detectors 

of the frog). It is a testimony to the strong intui- 

tive pull of the traditional view, I think, that the 

prematurity and all-encompassing nature of the 

detection thesis seems to have escaped most of 

its backers. 
Note that, even if one were to take all of 

the present literature on sensory processing 

and think up narcissistic or messy properties 
for those systems to detect, this would not 

provide any evidence for the universal claim. 
There are, after all, many devices, natural and 

human-made, for which one could claim a 

rough function from input to output states, for 

example, for vacuum cleaners and stereo am- 

plifiers, as well as lungs, livers, and intestines. 

With a bit of imagination and a good sense of 

humor, one could think up some ‘messy’ or 

‘narcissistic’ properties for these devices to 

detect. What the objector is claiming, however, 
is not merely that we could conjure up proper- 

ties for each system to detect. He is making the 

stronger claim that neurobiologists will usefully 

describe the systems as such—that characteriz- 

ing sensory systems as detecting properties will 

always provide us with some further insight 

into how or why the mechanisms function as 

they do. In other words, the detection thesis is 

committed to the view that our best biological 

explanations will characterize sensory systems 

as detecting. As I said above, this is a very 

broad empirical claim, especially when one 

realizes the infant state of neurobiological re- 

search on the senses. On what grounds might 

someone believe it to be true? 

Above, in giving the example of the human 

thermoreceptive system, I argued that the neu- 

robiological research does not support the tra- 

ditional view nor, for that reason, the detection 

thesis—that we must ask the broader ques- 

tion ‘What is the system doing’? not merely 

“What is the system detecting’? In the literature 

of that nascent science, one finds, along with 

references to the now-famous detector cells, a 

variety of other descriptions. There, the neu- 

robiologist begins his research by trying to 

pinpoint the informational problem(s) that the 

system must solve (a good alternative to poking 

blindly about) and then looks for mechanisms 

that solve them. Here, because the problems 

and answers are often framed in standard en- 

gineering terms, function is explained using 

standard engineering concepts. Thus, one reads 

about mechanisms that ‘turn up the gain,’ ‘act 

as a resistor,’ ‘apply a cut-off filter,’ ‘use a 

step-function,’ ‘shift a spectral sensitivity,’ 

and so on. Surely, the objector says (or must 

be saying), we could profitably recast this ‘en- 

gineering talk’ in terms of detection and indeed 

surely we shall, once the full explanations are 

in hand. I think not. Let me give one short ex- 

ample of a sensory process for which this sort 

of ‘recasting,’ far from illuminating function, 

would positively obscure it. 

Consider our proprioceptive system, the 

sense through which we know where our limbs 

are in space (without looking, that is). In this 

system, the receptors are not external trans- 

ducers, ones affected by events beyond or on 
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the skin.!° Rather, our sense of proprioception 
relies upon muscle spindles, internal receptors 

that are stimulated by the mechanical stretch- 

ing of the muscles at our joints. In this system, 

the ‘engineering’ dilemma that arises is that the 

range of activity to be encoded exceeds the abil- 

ity of the neurons to respond. The elbow joint, 

for example, has a wide range of angular exten- 

sion; as you extend your arm from its fully bent 

to the straight position, the flexor and tensor 

muscles are shortened and lengthened consider- 

ably. Sensory neurons, however, have a fairly 

restricted range of response—there is a limit 

on just how quickly a neuron can fire (that is, 

four times a second). One has, then, what looks 

like a dilemma: if the muscle spindles are set to 

respond over the full range of joint movement, 

they will give only coarse-grained information 

about muscle stretch; but if spindles are ad- 

justed to provide fine-grained information about 

muscle extension, they will respond over only a 

limited range of joint movement. What to do? 

The neural solution to this dilemma is a certain 

kind of feedback process: central control alters 

the sensitivity of the receptors, the response of 

the muscle spindles to change in muscle length. 

As the limb extends, and as the muscle becomes 

longer and longer, central control ‘lowers the 

gain’ on the spindle response. This allows the 

spindle to maintain a continuing, fine-grained 

response throughout the entire range of muscle 

movement—although it does so at the ‘expense’ 

of determining muscle length or extension. 

This kind of problem, encountered by the 

proprioceptive system, is a very common one 

in sensory processing. Quite often the range 

of stimulation over which the system must 

respond far exceeds the ability of a sensory 

neuron to signal those events. (For example, 

the visual system of the cat, it is thought, re- 

sponds over an illumination range of about six- 

teen log units!) Sometimes the solution to the 

problem is to build a variety of receptors, in 

order to cover the full range of stimuli; just as 

often, the solution is to use a mechanism that 

adjusts sensitivity. What is important to realize, 

here, is that there need not be any further device 

that records the ‘position’ of the gain mecha- 

nism. If the purpose of a stretch receptor is to 

keep the flexor and tensor muscles balanced (as 

one stretches, the other contracts), the absolute 

muscle length is not what is important (at least 

not for this task). One could say, of course, that 

the stretch receptors detect muscle length if one 

wanted to give a rough characterization of what 

they do (after all, they do react to mechanical 
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stimulation—the muscle stretching). But this 

way of talking quickly becomes misleading— 

say, in the face of motor disfunction—if one 

wants to explain why a person has tensor rigid- 

ity (or spasticity). For a careful characteriza- 

tion, one that will explain both function and 

misfunction, talk of detection only confuses the 

matter. Thus, while the proximal stimulus is 

the stretching of the muscle, the function of the 

muscle spindles is characterized more broadly, 

in terms of what the system is doing. 

As I said above, the third objection depends 

upon a very strong and broad empirical conjec- 

ture about sensory function. Quite obviously, 

given that neurobiology is just getting off the 

ground and that, as a result, there are almost no 

complete accounts of any single sensory system, 

this question, about the correct principle of sen- 

sory processing, remains open. Still, the objec- 

tor’s claim is very strong, and (my guess is) not 

well grounded in any neurobiological evidence. 

Is there any other science, then, apart from neu- 

robiology, that might prove the detection thesis? 

A different defense of the detection thesis 

is based upon general evolutionary consider- 

ations. After all, the defense goes, organisms 

simply could not have survived if their senses 

did not function as reliable detectors of salient 

properties. If animals are going to find prey, 

avoid predators, and attract mates, then their 

sensory systems must detect these properties of 

the world. As Patricia Churchland!! once said, 
in the course of defending an early theory of 

representational content called correlational 

content ‘| take it as obvious that if there were no 

systematic relations between the external world 

and states of the brain, the animals could not 
survive or if they did it would be a miracle in 

the strict sense of the word. An owl would not 

know where the mouse is and he would not in- 

tercept it as it runs’ (op. cit., p. 260). Stating this 

view in an even stronger form, Dretske says: 

Without such internal indicators, an organism 
has no way to negotiate its way through its envi- 
ronment, no way to avoid predators, find food, 
locate mates and do the things it has to do to sur- 
vive and propagate. This, indeed, is what per- 
ception is all about (italics mine). An animal’s 
senses . . . are merely the diverse ways nature 
has devised for making what happens inside 
an animal depend, in some indicator-relevant 
way, on what happens outside. If the firing of a 
particular neuron in a female cricket’s brain did 
not indicate the distinctive chirp of a conspe- 
cific male, there would be nothing to guide the 
female in its efforts to find a mate.!? 
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Moreover, because evolutionary theory ex- 

plains just those factors which affect a species’ 

survival or demise, evolutionary biology will 

make reference to exactly those environmental 

properties to which the creature reacts (or fails 

to react). To illustrate, a typical explanation in 

evolutionary biology might go something like 

this: ‘at the beginning of the egg-laying season, 

the parasites choose with care their egg-laying 

sites, rejecting less than optimal places; when 

the days grew shorter, signaling the end of the 

season, the parasites became far less discrimi- 

nating, choosing exactly those kinds of sites 

which were rejected earlier.’ In the standard 

literature of behavioral ecology and evolution- 

ary biology, even parasites are seen to recog- 

nize ‘optimal and suboptimal egg-laying sites,’ 

to detect the ‘shortening of the days’ and ‘the 

end of the breeding season.’ What allows us to 

advance the detection thesis, then, is the simple 

fact that, in order to survive, all animals must 

react to salient properties of the environment— 

and evolutionary biologists cannot explain the 

factors affecting survival without characteriz- 

ing the organism’s reactions as such. 

Again, there is much truth to the view. Of 

course, it is true that, as a whole, an animal’s 

behavior must be directed toward certain sa- 

lient objects or properties of its environment. 

Objects (and their properties) are important to 

the survival of all creatures. But from this fact 

alone, one cannot infer that the system of sen- 

sory encoding, used to produce that behavior, 

uses a veridical encoding. That is, it does not 

follow from the fact that the owl’s behavior 

is directed toward the mouse or that the brain 

states bear systematic relations to stimuli, that 

there are any states of the owl’s sensory system 

that are about or serve to detect that property 

of being a mouse. What is required for survival 

of the owl, for example, is that it finds its way 

to the mouse in a timely fashion and that, once 

it gets there, the owl can grab the mouse. To 

do so, the owl’s visual system need not encode 

external space veridically, with anything like, 

say, a cartographer’s topographic map, with the 

spatial relations of the world exactly mirrored 

by the spatial relations of the sensory map. Nor 

need the owl intercept the mouse by literally 

computing its trajectory based upon its pres- 

ent motion, nor need it use the deliverances of 

a mouse detector as part of the calculation. It 

is an open question what kinds of systems are 

actually used. In the case of the cricket, detec- 

tor cells, for the chirp of the male conspecific, 

are used. But this is only one neural solution 

to one behavioral problem. Nothing about the 

directedness of an organism’s behavior yields 

a firm conclusion about the directedness of the 

internal states of its sensory system. 

Setting aside the question of whether there is 

any empirical evidence for the detection thesis, 

let me turn to a second response to it. Even if 

we granted the objection—even if we admit- 

ted that narcissistic properties will invariably 

figure in our neurobiological descriptions—this 

would not give the naturalist what he wants, 

namely, the beginnings of a theory of about- 

ness. The suggestion made is that states of sen- 

sory systems are about narcissistic properties, 

properties defined by relation to the subject’s 

interests—relational properties. But what the 

naturalist wishes to explain, in the end, are rep- 

resentations that are about objective properties 

and events of the world. Whatever the neuro- 

physiological facts about the thermoreceptive 

system, that is, we do not merely feel tem- 

perature sensations qua sensations in our skin. 

We have thoughts about the independent tem- 

peratures of objects. I put my hand out, grasp 

the coffee cup, and feel its warmth. I see it as 

a coffee cup and feel the cup as having a par- 

ticular property, warmth. Similarly, when I put 

my hands into the dishwater, I feel the water 

as being warm, as having an objective property 

that is independent of my perceptions. Consider 

again the illusion produced by cooling one hand 

and warming the other, then placing both hands 

in a single bucket of tepid water. Here, the illu- 

sion, as you place both hands in the tepid water, 

is that the water is both hot and cold. That is 

what makes the exercise so surprising. There 

would be no illusion of a contradiction, how- 

ever, if one assigned content as the objector sug- 

gests. Let one sensation indicate the property 

‘precipitous drop in right-hand temperature’ 

and the other sensation indicate ‘precipitous 

increase in left-hand temperature’ and there is 

no explicit contradiction to be found. So the 

problem for the naturalist lies in the rather large 

gap between what our ordinary perceptions are 

about and the representational contents that 

the detection of narcissistic properties would 

assign, namely, mental states that are about 

‘what is good for me,’ subject-dependent prop- 

erties, as it were. To put this another way, the 

naturalist’s hope was to find a relation between 

sensory states and external properties, a relation 

that would ground (in some undefined way) a 

theory of aboutness. But in order to save the 

traditional view, the objector introduces narcis- 

sistic properties and thereby gives up the link 
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to the objective properties of the world. Prima 

facie, this is not a promising starting point for 

the naturalist theory. I shall have more to say 

about this later. 
This same argument against the third objec- 

tion, the detection thesis, also works against 

the first objection, the a priori defense. On 

the a priori view, recall, sensory mechanisms 

define properties of the world—large disjunc- 

tive sets of objective properties. Thus, on the 

a priori view, an individual temperature sen- 

sation defines a property, the disjunctive set 

of exactly those thermal stimuli which would 

evoke a particular sensation. The ‘hot’ feeling 

will define one ‘property,’ a disjunctive set of 

thermal properties; the ‘cold’ feeling will define 

another different disjunctive set. Does not this 

way of describing the properties ‘detected,’ 

as disjunctive sets of nonrelational properties, 

circumvent the problem? No. Even given this 

redescription of the properties, the a priori view 

fails to capture the content of ordinary thermal 
perceptions. When I put both hands into tepid 

water, the properties detected by the left hand 

and the right hand comprise two different dis- 

junctive sets. Ex hypothesis one temperature of 

water can bring about these two different prop- 

erties in the course of normal function. Hence 

there is no contradiction between what my right 

hand says and what my left hand says (as there 

would be if there were no overlap between the 

disjuncts of both sets). In retrospect, this is ex- 

actly the problem one would expect given the 

form of the a priori defense: it simply takes a 

set of relational, narcissistic properties and re- 

defines them in nonrelational terms. Defining 

the very same ‘properties’ by means of a dif- 

ferent device, however, does not alter the very 

nature of those properties. Thus, even though 

the a priori views picks out sets of objective 

properties with which to match our temperature 

perceptions, it, too, picks out the wrong sets. 

IV. Philosophical Implications 

So far, nothing that has been said casts any 

doubt upon our common-sense view about our 

perceptions qua intentional representations of 

the world. We have thoughts about the tem- 

perature of objects. We have thoughts about 

the Eiffel tower (real or fictive), about George 

Smith (the very one I met at Tufts), and the fra- 

grance of gardenias (however vague or unreli- 

able). However our sensory systems work, we 

are creatures who represent a world of objects, 
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properties, and events. Granting all that has 

been said above, there is no reason, here, to 

question the existence of mental representations 

writ large. The philosophical problem of about- 

ness still stands. 
On the other hand, if the above arguments 

are to believed, sensory systems do not seem to 

help us understand this fact. Let us take stock of 

the situation. First, sensory systems exemplify 

(usually quite elegant) solutions to specific 

processing problems. Sometimes reliable cor- 

relations are used (as in the case of the frog’s 

proverbial fly detector) and sometimes they are 

not (as in the case of the thermoreceptors). The 

wiring fits the problem. Second, these kinds of 

nonrepresentational systems are characteristic 

of not only simple creatures—for example, the 

ones that swim around. These are the kinds of 

systems which connect us to the world. At our 

sensory and motor peripheries, our systems 

have narcissistic properties. Third, much of a 

simple organism’s behavioral repertoire can be 

accounted for without the use of anything other 

than such narcissistic systems, without any- 

thing that looks like an internal representation 

of objects and properties. If one wants to build a 

simple organism that swims around and eats an- 

chovies, it is not clear that any representational 

states must be used at all. For many classes of 

behavior, some of which are quite complex, 

‘making it work’ is all that counts. This is how 

sensory function looks from the point of view 

of the neurophysiologist.'* 
What lessons about representation can be 

wrought from these two viewpoints? First, in- 

sofar as the neurophysiologist’s view conflicts 

with our firm intuitions about how a sensory 

system should work, we ought to be suspicious 

of our intuitions. These are, after all, intuitions 

about a quintessentially empirical question— 

‘How do sensory systems work’?—a question 

to which a scientific answer is only now form- 

ing. Perhaps we have simply painted sensory 

systems in our own first-person image. Because 

our Own conscious perceptions are genuinely 

representational (we have thoughts about the 

world, its objects, properties, and events), we 

have expected that both the sensory systems 

of simple creatures and the parts of our own 

complex systems will have this property as 
well, or at least some rough facsimile of it. We 
have assumed, without warrant, that all sensory 
systems (or parts thereof) are, in some sense or 
other, about the world as well. 

More importantly, however, the distance be- 
tween the neurophysiologist’s view of sensory 
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systems and our first-person perspective on con- 

scious perception should raise a genuine puzzle 

(or rather, yet another genuine puzzle) about rep- 

resentation. We ought to wonder why and how 

we came to represent the world as we do, given 

the way in which our neural systems anchor us 

to the world, given how our sensory and motor 

systems function. The initial assumption of 

naturalistic theories has been that even simple 

perceptual systems must have states that have, at 

least in a limited sense, aboutness. If an organ- 

ism did not know, at least roughly, what was out 

there, when, and where, how could it possibly 

survive? This is why even simple systems must 

represent the objects and properties of the world. 

But if the function of sensory systems is not to 

inform the brain (the ganglia?) about properties 

of the world per se, then genuinely representa- 

tional systems are not merely the next bells and 

whistles added on to an established evolutionary 

trend. (First there was representation, and then 

there was more.) They are not mere refinements 

of or embellishments on an ongoing represen- 

tational strategy. Our ability to represent the 

external world as containing objects, properties, 

and events constitutes a distinct—different— 

capacity of an organism. What exactly is this ca- 

pacity, and for what reasons did it come about? 

If an organism can get about, feed itself, and 

reproduce all without representational mecha- 

nisms, what neural/environmental ‘problem’ 

was answered by the evolution of intentional 

states? How does this representational capacity 

work and, more specifically, how do our con- 

scious intentional perceptions seem to form an 

apparently seamless union with our narcissistic 

sensory systems? 

Let me try to set out this puzzle in more 

detail. On this view of things, aboutness con- 

stitutes something like an ontological ‘capac- 

ity,’ an ability to impose stability, order, and 

uniformity upon a conception of the world 

(and sometimes the world itself) on the basis 

of stimuli that do not themselves exhibit these 

properties. Walk around your kitchen and imag- 

ine the images that thereby are reflected on the 

back of your retinae (pretend, that is, that you 

are Bishop Berkeley making a cup of tea). The 

image of your refrigerator looms larger and 
then smaller as you walk toward it, then back 

away; despite uniform paint, its three sides have 

different spectral reflectances (given the loca- 

tion of the light source and each side’s proxim- 

ity to other colored surfaces); as you turn your 

head, the image shape changes dramatically; 

when you turn around and walk out the kitchen 

door, the image disappears completely. Add 

to this the fact that the images on both retinae 

are somewhat different, for each eye views the 

world from a slightly different vantage point. 

And on and on. That none of these changes in 

the stimuli matters to your perception of the 

world is a remarkable fact. You see the fridge as 

having a constant shape, with a uniform surface 

color, standing in a single place in the world. 

Despite the differences between this fridge 

and the hundreds of others you have seen, you 

regard it as one instance of a type, as a refrig- 

erator; despite the dents and scratches it has 
gathered over the past years, you know it is the 

very same refrigerator that you purchased six 

years ago, the same one that sat in a warehouse 

several miles away. That you come to glean this 

stable ontology, of particulars that instantiate 

types, of particulars that occupy stable places in 

the world, is an astounding capacity. It requires 

that you (your brain) find stability despite stim- 

ulus change and uniformity, despite real differ- 

ence, despite the dissimilarities between objects 

of the same type and the changes in objects over 

time. It does not matter whether, in the world, 

these stabilities and uniformities actually exist 

(or whether, in some cases, we merely impose 

stability via ontological categories). To con- 

ceive of types and tokens, places and objects as 

existing at all, given our sensory access to the 

world, is a fantastically difficult task. Call this 

the ontological project. 

On the other hand, there is that small task, 

assigned to sensory systems, of getting the job 

done, of directing motor behavior. For the most 

part, this is not an ontological project, a task 

for which it is an advantage to see the world 

according to stable categories or as containing 

re-identifiable places and particulars. For one, 

because sensory systems encode information 

symbiotically with motor needs, the similari- 

ties and differences, uniformities and disconti- 
nuities that the senses ‘record’ need not exist in 

the world. What matters is whether the system 

of encoding is effective, whether the encoded 

similarities and differences are useful. 

The vestibular system affords an excellent ex- 

ample here. When the vestibular system, which 

provides our sense of balance, records the tilt of 

your head away from the vertical, it ‘partitions’ 

this information in accordance with the require- 

ments of keeping a human body upright. The 

physics of falling bodies being what they are, it is 

much easier to right oneself as the body begins to 

tilt or lean away from the vertical. So around the 

vertical point itself, the system makes extremely 
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fine discriminations, thereby allowing the motor 

system to make the appropriate fine-grained 

postural adjustments. As the body tilts farther 

and farther away from the vertical, coarser dis- 

criminations (of angle of tilt) are made. So if one 

were to draw a polar map of human vestibular 

function, with the vertical at the center, the map 

would show concentric rings, with denser rings 

around the center, with wider and wider spaces 

between the circles, until the forty-degree mark. 

(Why forty degrees? After forty degrees, the 

physics win. The vestibular system ceases to re- 

spond because the motor system cannot right the 

human body after that point.'*) From your point 

of view, that of the conscious subject, very large 

changes in tilt, once you are already off balance, 

all count as the same, while the fine differences 

around the vertical which you do acknowledge 

do not mark any uniform fact about your posi- 

tion. The vestibular system’s representations of 

tilt, its ‘concentric rings,’ mark imaginary di- 

vides that are useful for keeping you upright. In 

general, sensory systems both make and ignore 

distinctions in nature when it suits the organ- 

ism’s motor needs. 

There is another reason, more difficult to 

explain, why sensory systems might be consid- 

ered ‘pre-ontological,’ or unconcerned with a 

delineated world. Take the philosopher’s favor- 

ite reptile, the frog. When the fly-detector cells 

react, they indicate (in normal circumstances) 

the presence of a fly, but not the presence of 

any particular fly (call him “Herbert’). Just a fly, 

whichever one happens to present itself. For a 

frog, at least, it does not matter whether this fly 

is Herbert or Harold; it does not need to keep 

track of or identify Herbert as a particular, 

whatever that could mean (‘You’ve flown your 

last flight, Herbert!’). Nor, for the purposes of 

eating the fly, does it matter that Herbert is in 

any particular place. The co-ordinates of the 

moving spot on the retina encode the fly’s posi- 

tion relative to the frog and this is exactly the 

information which the tongue-swiper needs— 

the direction of swipe for the tongue relative to 

the frog. Nor, for the purposes of consuming the 

fly, does the frog need to know where, in the 

world, Herbert is located (‘The last time I saw 

Herbert, he was sitting in the Savoy’). All of 

these are familiar points from the philosophi- 

cal literature. The same lesson, however, can 

be applied to our own case. When push comes 

to shove, so to speak, much of the information 

needed to make a movement is of the very same 

sort. Although you see the fly as a particular 

(and may even call him ‘Herbert’), reaching 
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out to grab the fly will require information, not 

about Herbert qua particular fly (here in the 

lounge of the Savoy), but about his velocity 

relative to your arm motion, his position rela- 

tive to your hand, and so on.'° That information, 

without which you cannot catch the fly, is no 

different in kind than the information required 

by the frog. It is extremely precise information 

about a particular but not qua a particular. Call 

the narcissistic encoding of this type of infor- 

mation the sensory-motor project. 

It is the gap between the needs of the 

sensory-motor project and the demands of the 

ontological project, I want to claim, that calls 

out for explanation. What were the behavioral/ 

environmental conditions in virtue of which the 

development of an ontology—and hence things 

and properties to have thoughts about—came 

to have survival value to our predecessors?'® 
Exactly what kinds of abilities or capacities are 

required in order to represent a stable ontol- 

ogy, of types and tokens, objects and places? 

And how exactly does the information provided 

by our sensory systems co-exist with, form a 

whole with, the ontology imposed by a repre- 

sentational system? (Given that we feel thermal 

sensations as a function of a receptor population 

response, how does that fit with our conception 

of temperature as an objective property of ob- 

jects?) These are the questions about represen- 

tational directedness which immediately arise. 

To grant that there is this sort of puzzle— 

even to ask the above questions about direct- 

edness without answering them—is to admit, 

pace Wilfrid Sellars, that in an important sense 

we do not really know what ‘aboutness’ is. 

Certainly, at the outset, a vague realism about 

the directedness of mental/neural events is 

adopted: representations are ‘tied’ to objects 

and properties and hence (there being no good 

reason to suppose otherwise) bear some kind 

of relation to them. But if we do not know ex- 

actly what it means to regard a particular as a 

particular, to see this thing as being of a cer- 

tain type, this place as the same place, and so 

on—hence what kinds of capacities or abilities 

are involved in having representations that are 
about those things—then we do not know, in 
any substantive sense, in what that relationship 
consists. We only trust that it is. 

To admit the above, I think, is to take on a 
different view about what kind of intertheoretic 
explanations are appropriate to intentional phe- 
nomena. On the naturalistic scheme, recall, the 
idea is to explain the relation of aboutness, in the 
first instance, by appeal to some other relation 
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postulated by the natural sciences. Exactly how 

this natural relation figures in the larger theoreti- 

cal picture varies from theory to theory, given 

the diversity of the authors’ explanatory goals. 

Sometimes the natural relation is thought to 

confer a sort of ‘proto-intentionality’ upon spe- 

cific sensory states, states that are hypothesized 

to form a ‘ground’ for the genuinely intentional 

states of folk theory (see, for example, Dretske’s 

Knowledge and the Flow of Information); in 

other theories, the natural relation is simply iden- 

tified with the ‘aboutness’ relation of, say, a com- 

putational state (for example, the Churchland’s 

notion of ‘calibrational content,’ developed in 

Paul Churchland’s Scientific Realism and the 

Plasticity of Mind). Once one realizes that the 

demands of the sensory-motor project are, for 

the most part, distinct from the demands of the 

ontological project, however, one realizes that 

sensory systems need not be veridical report- 

ers as portrayed by the traditional view. Hence 

sensory states need not bear the expected natural 

relation to external properties—the natural rela- 

tion that was to mirror or ground the aboutness of 

mental or computational states. To ask the above 

questions is to admit, then, that the directedness 

of mental events constitutes a distinct set of rep- 

resentational abilities and capacities, which at 

this point, we can only roughly define. If this is 

so, then there is no longer any reason to think 

that a relational property at one level of theoretic 

explanation (the psychological/computational 

level) will have a clear mapping onto, or ground- 

ing in, any relational property at another (the 

neurophysiological or biological). The relation 

of aboutness need not be explained primarily in 

terms of some other natural relation at all. 

Most importantly, questions of the above kind 

serve to shift the focus of theoretic attention 

away from static perceptual states. Recall the 

naturalist’s hope that by closely scrutinizing 

simple sensory events and their relations to ex- 

ternal causes, we would gain a toehold on the 

phenomenon of directedness—by understand- 

ing the most straightforward cases of mental 

directedness, we would have a route into more 

complex intentional phenomena. Because all of 

the senses, on the traditional view, are veridical, 

it will be the static perceptual case qua correla- 

tional state that will provide the essential key 

to aboutness. Once the assumptions of the tra- 

ditional view are set aside, however, there is no 

assumption that sensory states will, in general, 

be about external properties of the world. More 

importantly, one can no longer assume that for 

those fully intentional perceptual states which 

indeed are about the world, it is the static per- 

ceptual case—where we sit with our eyes open 

staring at the object of perception—that will 

provide us with insight into that relation. Trace 

out the causal path between the object of percep- 

tion, the stimulation of the receptors, and what- 

ever neural events that thereafter eventuate and 

this alone will not explain, in the required sense, 

how genuine representation arises. The explana- 

tion of any particular perception can take place 
only against a background theory of the repre- 

sentational capacities at work. So, it is a theoretic 

understanding of those capacities qua capacities 

which will give the explanation of aboutness 

bite—and these are not capacities which we will 

understand simply by scrutinizing with care the 

static perceptual case. (This is not to say that the 

study of sensory systems is of no utility to the in- 

tentionality theorist—on the contrary—but that 

looking for correlations between sensory states 

and external properties is not what the study of 

perception will be all about.) 
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2. Of course, simplicity is not the only reason why the 
static perceptual case has seemed such an obvious 
starting point. Nor need this assumption hinge en- 
tirely on any view of the senses. For philosophers 

with an empiricist bent, who believe that the content 
of all of our mental/computational states is some- 

how wrought from the content of perceptual states, 
perception is not merely the most simple case of 
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mental directedness. Perceptual states are also the 

most basic. If it is our perceptions that somehow 
provide the raw materials for our more complex 
intentional states (about unperceived, fictive, or 
abstract properties), then perceptual states ground 

all other intentional relations. For an empiricist, this 

methodological point of entry is dictated by his phil- 
osophical program. Even a rationalist, however, will 

find the study of the simple perceptual case a per- 
fectly obvious starting point. All one need believe is 
that, in the absence of all sensory input, there would 
not be (could not be) any thought at all, that sensory 

input is a necessary condition for intentional states. 
On this view, perceptual states are also ‘basic,’ al- 
though not in the strong sense endorsed by the em- 

piricist, given above. 
3. For a well-worked out example of the notion of iso- 

morphic representations, see C.R. Gallistel’s The 

Organization of Learning (Cambridge, MA: MIT 

Press, 1990). 

4, Thermal Sensations and Thermoreceptors in Man 

(Springfield, IL: Thomas, 1982). 
5. To make this point more tangible, try to imagine the 

thermoreceptive system of some other creature— 

say, the penguin. 
6. For a very similar view of sensory processing, see 

Patricia Churchland, V. S. Ramahandran, and Terry 
Sejnowski, “A Critique of Pure Vision,” in Large- 

Scale Neuronal Theories of the Brain, C. Koch and 

J. L. Davies, eds., (Cambridge, MA: MIT Press, 

1994), pp. 23-60. 
7. In Consciousness Explained (New York: Little, 

Brown, 1991), p. 382, Dennett says: “What property 

does Otto judge something to have when he judges 
it to be pink? The property he calls “pink.” And what 

property is that? It’s hard to say but that should not 
embarrass us, because we can say why it is hard to 
say. The best we can do, practically, when asked 

what surface properties we detect with color vision, 
is to say, uninformatively, that we detect the proper- 
ties we detect. If someone wants a more informa- 
tive story about these properties there is a large and 

incompressible literature in biology, neuroscience, 
and psychophysics to consult.’ 

8. My thanks here to José Antonio Diez Calzada for 
clarifying this point. 

Biosemantics 

Ruth Garrett Millikan 

Causal or informational theories of the seman- 

tic content of mental states which have had an 

eye on the problem of false representations 

have characteristically begun with something 

10. 

15. 

16. 
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For an extremely interesting account of what it is 
like to live without proprioception, that is, with only 
visual knowledge of body position, see Jonathan 

Cole’s Pride and a Daily Marathon (Cambridge, 

MA: MIT Press, 1995). 

The following information on stretch receptors 
comes from T. Carew and C. Ghez, “Muscles and 
Muscle Receptors,” in Principles of Neural Science, 

Eric Kandel and James Schwartz, eds., (New York: 

Elsevier, 1985), 2nd ed., pp. 443-56, here p. 454 ff. 
. “Replies to Comments” from “Symposium on 

Patricia Smith Churchland’s Neurophilosophy,” 
Inquiry XXIX (June 1986): pp. 139-273. 

. Explaining Behavior: Reasons in a World of Causes, 

p. 62. 
. And to many computer scientists. For one defense of 

this view, see Rodney Brook’s “Intelligence with- 
out Representations,” Artificial Intelligence XLVII 

(January 1991): pp. 139-60. 
And why, one might ask, are cats so good landing 
on their feet? Because, through a neck reflex, they 

manage to keep their heads, and vestibular sys- 

tems, turned upright thereby receiving vestibular 
information through almost the entire range of body 

angles. That, of course, and faster righting reflexes 

in general. 
For some interesting research on cortical visual 

maps that are ‘arm-centered,) see Micheal 
Granziano, Gregory Yap, and Charles Gross’s 

“Coding of Visual Space by Premotor Neurons,” 
Science, CCLXVI (November 1994): pp. 1054-57. 
To put this another way, there are certain circum- 

stances when particulars (one’s off-spring or mate) 

impinge upon the lives of simple creatures and 
for which having detector cells can be just what 
is needed. Detectors are reliable (indeed, they are 

often much more reliable than, say, the mechanisms 

of human facial recognition) and they are usually 

economical as well, requiring few neural resources 

(an ant, one must realize, does not have many neu- 

rons to spare). But while detectors may signal the 
presence of a particular, they do not represent them 

as particulars. So one can rephrase the above ques- 
tion as follows: What kinds of informational prob- 

lems about particulars require, or are better served 
by, something other than detectors? 

like this intuition. There are some circum- 
stances under which an inner representation has 
its represented as a necessary and/or sufficient 
cause or condition of production. That is how 

From Journal of Philosophy 86 (1989): pp. 281-97. Reprinted with permission of author and 
publisher. 
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the content of the representation is fixed. False 

representations are to be explained as tokens 

that are produced under other circumstances. 

The challenge, then, is to tell what defines cer- 

tain circumstances as the content-fixing ones. 

Note that the answer cannot be just that these 

circumstances are statistically normal condi- 

tions. To gather such statistics, one would 

need to delimit a reference class of occasions, 

know how to count its members, and specify 

description categories. It would not do, for ex- 

ample, just to average over conditions-in-the- 

universe-any-place-any-time. Nor is it given 

how to carve out relevant description catego- 

ries for conditions on occasions. Is it ‘average’ 

in the summer for it to be (precisely) between 

80° and 80.5° Fahrenheit with humidity 87%? 

And are average conditions those which obtain 

on at least 50% of the occasions, or is it 90%? 

Depending on how one sets these parameters, 

radically different conditions are ‘statistically 

normal.’ But the notion of semantic content 

clearly is not relative, in this manner, to arbi- 

trary parameters. The content-fixing circum- 

stances must be nonarbitrarily determined. 

A number of recent writers have made an 

appeal to teleology here, specifically to condi- 

tions of normal function or well-functioning of 

the systems that produce inner representations. 

Where the represented is R and its representation 

is ‘R,’ under conditions of well-functioning, we 

might suppose, only Rs can or are likely to pro- 

duce ‘Rs.’ Or perhaps ‘R’ is a representation of R 

just in case the system was designed to react to Rs 

by producing ‘Rs.’ But this sort of move yields 

too many representations. Every state of every 

functional system has normal causes, things that 
it is a response to in accordance with design. 

These causes may be proximate or remote, and 

many are disjunctive. Thus, a proximate normal 

cause of dilation of the skin capillaries is certain 

substances in the blood, more remote causes in- 

clude muscular effort, sunburn, and being in an 

overheated environment. To each of these causes 

the vascular system responds by design, yet the 

response (a red face), though it may be a natural 

sign of burn or exertion or overheating, certainly 

is not a representation of that. If not every state 

of a system represents its normal causes, which 

are the states that do? 

Jerry Fodor' has said that, whereas the con- 
tent of an inner representation is determined by 
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some sort of causal story, its status as a repre- 

sentation is determined by the functional orga- 

nization of the part of the system which uses it. 

There is such a thing, it seems, as behaving like 

a representation without behaving like a rep- 

resentation of anything in particular. What the 

thing is a representation of is then determined 

by its cause under content-fixing conditions. 

It would be interesting to have the character 

of universal I-am-a-representation behavior 

spelled out for us. Yet, as Fodor well knows, 

there would still be the problem of demonstrat- 

ing that there was only one normal cause per 

representation type. 

A number of writers, including Dennis 

Stampe,” Fred Dretske,* and Mohan Matthen,* 
have suggested that what is different about ef- 

fects that are representations is that their func- 

tion is, precisely, to represent, ‘indicate,’ or 

‘detect.’ For example, Matthen says of (full- 

fledged) perceptual states that they are ‘state[s] 

that [have]the function of detecting the pres- 

ence of things of a certain type .. .” (ibid., 

p. 20). It does not help to be told that inner 

representations are things that have represent- 

ing (indicating, detecting) as their function, 

however, unless we are also told what kind of 

activity representing (indicating, detecting) is. 

Matthen does not tell us how to naturalize the 

notion ‘detecting.’ If ‘detecting’ is a function 

of a representational state, it must be something 

that the state effects or produces. For example, 

it cannot be the function of a state to have been 

produced in response to something. Or does 

Matthen mean that it is not the representational 

states themselves, but the part of the system 

which produces them, which has the function of 

detecting? It has the function, say, of producing 

states that correspond to or covary with some- 

thing in the outside world? But, unfortunately, 

not every device whose job description includes 

producing items that vary with the world is a 

representation producer. The devices in me 

that produce calluses are supposed to vary their 

placement according to where the friction is, 

but calluses are not representations. The pig- 

ment arrangers in the skin of a chameleon, the 

function of which is to vary the chameleon’s 

color with what it sits on, are not representation 

producers. 

Stampe and Dretske do address the question 

what representing or (Dretske) ‘detecting’ is. 

Each brings in his own description of what a 

natural sign or natural representation is, then as- 

similates having the function of representing R 

to being a natural sign or representer of R when 
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the system functions normally. Now, the pro- 

duction of natural signs is undoubtedly an acci- 

dental side effect of normal operation of many 

systems. From my red face you can tell that 

either I have been exerting myself, or I have 

been in the heat, or I am burned. But the pro- 

duction of an accidental side effect, no matter 

how regular, is not one of a system’s func- 

tions; that goes by definition. More damaging, 

however, it simply is not true that representa- 

tions must carry natural information. Consider 

the signals with which various animals signal 

danger. Nature knows that it is better to err on 

the side of caution, and it is likely that many of 

these signs occur more often in the absence than 

in the presence of any real danger. Certainly 

there is nothing incoherent in the idea that this 

might be so, hence that many of these signals 

do not carry natural information concerning the 

dangers they signal. 

I fully agree, however, that an appeal to teleol- 

ogy, to function, is what is needed to fly a natu- 

ralist theory of content. Moreover, what makes 

a thing into an inner representation is, near 

enough, that its function is to represent. But, I 

shall argue, the way to unpack this insight is 

to focus on representation consumption, rather 

than representation production. It is the devices 

that use representations which determine these 

to be representations and, at the same time 

(contra Fodor), determine their content. If it 

really is the function of an inner representation 

to indicate its represented, clearly it is not just 

a natural sign, a sign that you or I looking on 

might interpret. It must be one that functions 

as a sign or representation for the system itself. 

What is it then for a system to use a representa- 

tion as a representation? 

The conception of function on which I shall 

rely was defined in my Language, Thought, and 

Other Biological Categories and defended in 

“In Defense of Proper Functions’ under the 

label ‘proper function.’ Proper functions are 

determined by the histories of the items pos- 

sessing them; functions that were ‘selected for’ 

are paradigm cases.’ The notions ‘function’ and 

‘design’ should not be read, however, as refer- 

ring only to origin. Natural selection does not 

slack after the emergence of a structure but 

actively preserves it by acting against the later 

emergence of less fit structures. And structures 

can be preserved due to performance of new 
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functions unrelated to the forces that originally 

shaped them. Such functions are “proper func- 

tions,’ too, and are ‘performed in accordance 

with design.’ 
The notion ‘design’ should not be read—and 

this is very important—as a reference to innate- 

ness. A system may have been designed to be 

altered by its experience, perhaps to learn from 

its experience in a prescribed manner. Doing 

what it has learned to do in this manner is then 

‘behaving in accordance with design’ or ‘func- 

tioning properly.’® 
My term ‘normal’ should be read norma- 

tively, historically, and relative to specific func- 

tion. In the first instance, ‘normal’ applies to 

explanations. A ‘normal explanation’ explains 

the performance of a particular function, telling 

how it was (typically) historically performed 

on those (perhaps rare) occasions when it was 

properly performed. Normal explanations do 

not tell, say, why it has been common for a func- 

tion to be performed; they are not statistical ex- 

planations. They cover only past times of actual 

performance, showing how these performances 
were entailed by natural law, given certain con- 

ditions, coupled with the dispositions and struc- 

tures of the relevant functional devices.’ In the 

second instance, ‘normal’ applies to conditions. 

A ‘normal condition for performance of a func- 

tion’ is a condition, the presence of which must 

be mentioned in giving a full normal explana- 

tion for performance of that function. Other 

functions of the same organism or system may 

have other normal conditions. For example, 

normal conditions for discriminating colors are 

not the same as normal conditions for discrimi- 
nating tastes, and normal conditions for seeing 

very large objects are not the same as for seeing 

very small ones. It follows that ‘normal condi- 

tions’ must not be read as having anything to 

do with what is typical or average or even, in 

many cases, at all common. First, many func- 

tions are performed only rarely. For example, 

very few wild seeds land in conditions normal 

for their growth and development, and the pro- 

tective colorings of caterpillars seldom actually 

succeed in preventing them from being eaten. 

Indeed, normal conditions might almost better 

be called ‘historically optimal’ conditions. 

(If normal conditions for proper functioning, 

hence survival and proliferation, were a sta- 
tistical norm, imagine how many rabbits there 
would be in the world.) Second, many proper 
functions only need to be performed under rare 
conditions. Consider, for example, the vomit- 
ing reflex, the function of which is to prevent 
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(further) toxification of the body. A normal 

condition for performance of this function is 

presence, specifically of poison in the stomach, 

for (I am guessing) it is only under that condi- 

tion that this reflex has historically had benefi- 

cial effects. But poison in the stomach certainly 

is not an average condition. (Nor, of course, is 

it a normal condition for other functions of the 

digestive system.!°) 

If it is actually one of a system’s functions 

to produce representations, as we have said, 

these representations must function as repre- 

sentations for the system itself. Let us view the 

system, then, as divided into two parts or two 

aspects, one of which produces representations 

for the other to consume. What we need to look 

at is the consumer part, at what it is to use a 

thing as a representation. Indeed, a good look 

at the consumer part of the system ought to be 

all that is needed to determine not only repre- 

sentational status but representational content. 

We argue this as follows. First, the part of the 

system which consumes representations must 

understand the representations proffered to it. 

Suppose, for example, that there were abundant 

‘natural information’ (in Dretske’s'' sense) 

contained in numerous natural signs all present 

in a certain state of a system. This information 

could still not serve the system as information, 

unless the signs were understood by the system, 

and, furthermore, understood as bearers of 

whatever specific information they, in fact, do 

bear. (Contrast Fodor’s notion that something 

could function like a representation without 

functioning like a representation of anything in 

particular.) So there must be something about 

the consumer that constitutes its taking the 

signs to indicate, say, p, g, and r rather than s, 

t, and u. But, if we know what constitutes the 

consumer’s taking a sign to indicate p, what q, 

what r, etc., then, granted that the consumer’s 

takings are in some way systematically derived 

from the structures of the signs so taken, we 

can construct a semantics for the consumer’s 
language. Anything the signs may indicate 

qua natural signs or natural information car- 

riers then drops out as entirely irrelevant; the 

representation-producing side of the system had 

better pay undivided attention to the language 

of its consumer. The sign producer’s function 

will be to produce signs that are true as the con- 

sumer reads the language. 

The problem for the naturalist bent on de- 

scribing intentionality, then, does not concern 

representation production at all. Although 

a representation always is something that is 
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produced by a system whose proper function 

is to make that representation correspond by 

rule to the world, what the rule of correspon- 

dence is, what gives definition to this function, 

is determined entirely by the representation’s 
consumers. 

For a system to use an inner item as a rep- 

resentation, I propose, is for the following two 

conditions to be met. First, unless the repre- 

sentation accords, so (by a certain rule), with a 

represented, the consumer’s normal use of, or 

response to, the representation will not be able 

to fulfill all of the consumer’s proper functions 
in so responding—not, at least, in accordance 

with a normal explanation. (Of course, it might 

still fulfill these functions by freak accident, but 

not in the historically normal way.) Putting this 

more formally, that the representation and the 

represented accord with one another, so, is a 

normal condition for proper functioning of the 

consumer device as it reacts to the represen- 

tation.'? Note that the proposal is not that the 
content of the representation rests on the func- 

tion of the representation or of the consumer, on 

what these do. The idea is not that there is such 

a thing as behaving like a representation of X or 

as being treated like a representation of X. The 

content hangs only on there being a certain con- 

dition that would be normal for performance 

of the consumer’s functions—namely, that a 

certain correspondence relation hold between 

sign and world—whatever those functions may 

happen to be. For example, suppose the seman- 

tic rules for my belief representations are deter- 
mined by the fact that belief tokens in me will 

aid the devices that use them to perform certain 

of their tasks in accordance with a normal ex- 

planation for success only under the condition 

that the forms or ‘shapes’ of these belief tokens 

correspond, in accordance with said rules, to 

conditions in the world. Just what these user 

tasks are need not be mentioned.'? 
Second, represented conditions are condi- 

tions that vary, depending on the form of the 

representation, in accordance with specifiable 

correspondence rules that give the semantics 

for the relevant system of representation. More 

precisely, representations always admit of sig- 

nificant transformations (in the mathematical 

sense), which accord with transformations of 

their corresponding representeds, thus dis- 

playing significant articulation into variant 

and invariant aspects. If an item considered as 

compounded of certain variant and invariant 

aspects can be said to be ‘composed’ of these, 

then we can also say that every representation 
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is, as such, a member of a representational 

system having a ‘compositional semantics.’ 

For it is not that the represented condition is 

itself a normal condition for proper operation 

of the representation consumer. A certain cor- 

respondence between the representation and the 

world is what is normal. Coordinately, there is 

no such thing as a representation consumer that 

can understand only one representation. There 

are always other representations, composed 

other ways, saying other things, which it could 

have understood as well, in accordance with the 

same principles of operation. A couple of very 

elementary examples should make this clear.'* 
First, consider beavers, who splash the water 

smartly with their tails to signal danger. This 

instinctive behavior has the function of causing 

other beavers to take cover. The splash means 

danger, because only when it corresponds to 

danger does the instinctive response to the 

splash on the part of the interpreter beavers, 

the consumers, serve a purpose. If there is no 

danger present, the interpreter beavers interrupt 

their activities uselessly. Hence, that the splash 

corresponds to danger is a normal condition for 

proper functioning of the interpreter beavers’ 

instinctive reaction to the splash. (It does not 

follow, of course, that it is a usual condition. 

Beavers being skittish, most beaver splashes 

possibly occur in response to things not in fact 

endangering the beaver.) In the beaver splash 

semantic system, the time and place of the 

splash varies with, ‘corresponds to,’ the time 

and place of danger. The representation is artic- 

ulate: properly speaking, it is not a splash but a 

splash-at-a-time-and-a-place. Other representa- 

tions in the same system, splashes at other times 

and places, indicate other danger locations. 

Second, consider honey bees, which perform 

‘dances’ to indicate the location of sources of 

nectar they have discovered. Variations in the 

tempo of the dance and in the angle of its long 

axis vary with the distance and direction of 

the nectar. The interpreter mechanisms in the 

watching bees—these are the representation 

consumers—will not perform their full proper 

functions of aiding the process of nectar col- 

lection in accordance with a normal explana- 

tion, unless the location of nectar corresponds 

correctly to the dance. So, the dances are rep- 

resentations of the location of nectar. The full 

representation here is a dance-at-a-time-in-a- 

place-at-a-tempo-with-an-orientation. 

Notice that, on this account, it is not neces- 

sary to assume that most representations are 

true. Many biological devices perform their 
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proper functions not on the average, but just 

often enough. The protective coloring of the ju- 

veniles of many animal species, for example, is 

an adaptation passed on because occasionally 

it prevents a juvenile from being eaten, though 

most of the juveniles of these species get eaten 

anyway. Similarly, it is conceivable that the 

devices that fix human beliefs fix true ones not 

on the average, but just often enough. If the 

true beliefs are functional and the false beliefs 

are, for the most part, no worse than having 

an empty mind, then even very fallible belief- 

fixing devices might be better than no belief- 

fixing devices at all. These devices might even 

be, in a sense, ‘designed to deliver some false- 

hoods.’ Perhaps, given the difficulty of design- 

ing highly accurate belief-fixing mechanisms, it 

is actually advantageous to fix too many beliefs, 

letting some of these be false, rather than fix too 

few beliefs. Coordinately, perhaps our belief- 

consuming mechanisms are carefully designed 

to tolerate a large proportion of false beliefs. 

It would not follow, of course, that the belief 

consumers are designed to use false beliefs, cer- 

tainly not that false beliefs can serve all of the 

functions that true ones can. Indeed, surely if 

none of the mechanisms that used beliefs ever 

cared at all how or whether these beliefs corre- 

sponded to anything in the world, beliefs would 

not be functioning as representations, but in 

some other capacity. 

Shifting our focus from producing devices 

to consuming devices in our search for natural- 

ized semantic content is important. But the shift 

from the function of consumers to normal con- 

ditions for proper operation is equally impor- 

tant. Matthen, for example, characterizes what 

he calls a ‘quasi-perceptual state’ as, roughly, 

one whose job is to cause the system to do what 

it must do to perform its function, given that it is 
in certain circumstances, which are what it rep- 

resents. Matthen is thus looking pretty squarely 

at the representation consumers, but at what it 

is the representation’s job to get these consum- 

ers to do, rather than at normal conditions for 

their proper operation. As a result, Matthen 

now retreats. The description he has given of 
quasi-perceptual states, he says, cannot cover 

‘real perception such as that which we humans 

experience. Quite simply, there is no such thing 
as the proper response, or even a range of func- 
tionally appropriate responses, to what percep- 
tion tells us’ (op. cit., p. 20).'° On the contrary, 
representational content rests not on univoc- 
ity of consumer function but on sameness of 
normal conditions for those functions. The 
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same percept of the world may be used to guide 

any of very many and diverse activities, practi- 

cal or theoretical. What stays the same is that 

the percept must correspond to environmental 

configurations in accordance with the same cor- 

respondence rules for each of these activities. 

For example, if the position of the chair in the 

room does not correspond, so, to my visual rep- 

resentation of its position, that will hinder me 

equally in my attempts to avoid the chair when 
passing through the room, to move the chair, 

to sit in it, to remove the cat from it, to make 

judgments about it, etc. Similarly, my belief 

that New York is large may be turned to any of 

diverse purposes, but those which require it to 

be a representation require also that New York 

indeed be large if these purposes are to succeed 

in accordance with a normal explanation for 

functioning of my cognitive systems. 

We have just cleanly bypassed the whole genre 

of causal/informational accounts of mental con- 

tent. To illustrate this, we consider an example 

of Dretske’s. Dretske tells of a certain species 

of northern hemisphere bacteria which orient 

themselves away from toxic oxygen-rich surface 

water by attending to their magnetosomes, tiny 

inner magnets, which pull toward the magnetic 

north pole, hence pull down (ibid.). (Southern 

hemisphere bacteria have their magnetosomes 

reversed.) The function of the magnetosome 

thus appears to be to effect that the bacterium 

moves into oxygen-free water. Correlatively, 

intuition tells us that what the pull of the magne- 

tosome represents is the whereabouts of oxygen- 

free water. The direction of oxygen-free water is 

not, however, a factor in causing the direction 

of pull of the magnetosome. And the most reli- 

able natural information that the magnetosome 

carries is surely not about oxygen-free water 

but about distal and proximal causes of the pull, 

about the direction of geomagnetic or better, just 

plain magnetic, north. One can, after all, easily 

deflect the magnetosome away from the direc- 

tion of lesser oxygen merely by holding a bar 

magnet overhead. Moreover, it is surely a func- 

tion of the magnetosome to respond to that mag- 

netic field, that is part of its normal mechanism 

of operation, whereas responding to oxygen 

density is not. None of this makes any sense on 

a causal or informational approach. 

But on the biosemantic theory it does make 

sense. What the magnetosome represents is only 
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what its consumers require that it correspond to 

in order to perform their tasks. Ignore, then, 

how the representation (a pull-in-a-direction- 

at-a-time) is normally produced. Concentrate, 

instead, on how the systems that react to the rep- 

resentation work, on what these systems need in 

order to do their job. What they need is only 

that the pull be in the direction of oxygen-free 

water at the time. For example, they care not 

at all how it came about that the pull is in that 

direction; the magnetosome that points toward 

oxygen-free water quite by accident and not in 

accordance with any normal explanation will do 

just as well as one that points that way for the 

normal reasons. (As Socrates concedes in the 

Meno, true opinion is just as good as knowledge 

so long as it stays put.) What the magnetosome 

represents then is univocal; it represents only 

the direction of oxygen-free water. For that is 

the only thing that corresponds (by a compo- 

sitional rule) to it, the absence of which would 

matter—the absence of which would disrupt the 

function of those mechanisms which rely on the 

magnetosome for guidance. 

It is worth noting that what is represented by 

the magnetosome is not proximal but distal; no 

proximal stimulus is represented at all. Nor, of 

course, does the bacterium perform an infer- 

ence from the existence of the proximal stimu- 

lus (the magnetic field) to the existence of the 

represented, These are good results for a theory 

of content to have, for otherwise one needs to 

introduce a derivative theory of content for 

mental representations that do not refer, say, 

to sensory stirnulations, and also a foundation- 

alist account of belief fixation. Note also that, 

on the present view, representations manufac- 

tured in identical ways by different species of 

animal might have different contents. Thus, a 

certain kind of small swift image on the toad’s 

retina, manufactured by his eye lens, represents 

a bug, for that is what it must correspond to if 

the reflex it (invariably) triggers is to perform 

its proper functions normally, while exactly the 

same kind of small swift image on the retina of 

a male hoverfly, manufactured, let us suppose, 

by a nearly identical lens, represents a passing 

female hoverfly, for that is what it must corre- 

spond to if the female-chasing reflex it (invari- 

ably) triggers is to perform its proper functions 

normally. Turning the coin over, representa- 

tions with the same content may be normally 

manufactured in a diversity of ways, even in the 

same species. How many different ways do you 

have, for example, of telling a lemon or your 

spouse? Nor is it necessary that any of the ways 

oe 
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one has of manufacturing a given representa- 

tion be especially reliable ways in order for 

the representation to have determinate content. 

These various results cut the biosemantic ap- 

proach off from all varieties of verificationism 
and foundationalism with a clean, sharp knife. 

IV 

But perhaps it will be thought that belief fixa- 

tion and consumption are not biologically 

proper activities, hence that there are no normal 

explanations, in our defined sense, for proper 

performances of human beliefs. Unlike bee 

dances, which are all variations on the same 

simple theme, beliefs in dinosaurs, in quarks, 

and in the instability of the dollar are recent, 

novel, and innumerably diverse, as are their 

possible uses. How could there be anything bio- 

logically normal or abnormal about the details 

of the consumption of such beliefs? 

But what an organism does in accordance 

with evolutionary design can be very novel and 

surprising, for the more complex of nature’s 

creatures are designed to learn. Unlike evolu- 

tionary adaptation, learning is not accomplished 

by random generate-and-test procedures. Even 

when learning involves trial and error (prob- 

ably the exception rather than the rule), there 

are principles in accordance with which re- 

sponses are selected by the system to try, and 

there are specific principles of generalization 

and discrimination, etc., which have been built 

into the system by natural selection. How these 

principles normally work, that is, how they 

work given normal (i.e., historically optimal) 

environments, to produce changes in the learn- 

er’s nervous system which will effect the fur- 

thering of ends of the system has, of course, an 

explanation—the normal explanation for proper 

performance of the learning mechanism and of 

the states of the nervous system it produces. 

Using a worn-out comparison, there is an 

infinity of functions which a modern computer 

mainframe is capable of performing, depending 

upon its input and on the program it is running. 

Each of these things it can do, so long as it is not 

damaged or broken, “in accordance with design,’ 

and to each of these capacities there corresponds 

an explanation of how it would be activated or 

fulfilled normally. The human’s mainframe 

takes, roughly, stimulations of the afferent 

nerves as input, both to program and to run it.!° 

It responds, in part, by developing concepts, by 

acquiring beliefs and desires in accordance with 
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these concepts, by engaging in practical infer- 

ence leading ultimately to action. Each of these 

activities may, of course, involve circumscribed 

sorts of trial and error learning. When conditions 

are optimal, all this aids survival and prolifera- 

tion in accordance with an historically normal 

explanation—one of high generality, of course. 

When conditions are not optimal, it may yield, 

among other things, empty or confused con- 

cepts, biologically useless desires, and false be- 

liefs. But, even when the desires are biologically 

useless (though probably not when the concepts 

expressed in them are empty or confused), there 

are still biologically normal ways for them to get 

fulfilled, the most obvious of which require reli- 

ance on true beliefs.!’ 
Yet how do we know that our contempo- 

rary ways of forming concepts, desires, and 

beliefs do occur in accordance with evolution- 

ary design? Fodor, for example, is ready with 

the labels ‘pop Darwinism’ and ‘naive adap- 

tationism’ to abuse anyone who supposes that 

our cognitive systems were actually selected 

for their belief and desire using capacities.'® 

Clearly, to believe that every structure must 

have a function would be naive. Nor is it wise 

uncritically to adopt hypotheses about the func- 

tions of structures when these functions are ob- 

scure. It does not follow that we should balk 

at the sort of adaptationist who, having found 

a highly complex structure that quite evidently 

is currently and effectively performing a highly 

complex and obviously indispensable function, 

then concludes, ceteris paribus, that this func- 

tion has been the most recent historical task 

stabilizing the structure. To suspect that the 

brain has not been preserved for thinking with 

or that the eye has not been preserved for seeing 

with—to suspect this, moreover, in the absence 

of any alternative hypotheses about causes of 

the stability of these structures—would be 

totally irresponsible. Consider: nearly every 

human behavior is bound up with intentional 

action. Are we really to suppose that the degree 

to which our behaviors help to fulfill intentions, 

and the degree to which intentions result from 

logically related desires plus beliefs, is a sheer 
coincidence—that these patterns are irrelevant 
to survival and proliferation or, though relevant, 
have had no stabilizing effect on the gene pool? 
But the only alternative to biological design, 
in our sense of ‘design,’ is sheer coincidence, 

freak accident—unless there is a ghost running 
the machine! 

Indeed, it is reasonable to suppose that the 
brain structures we have recently been using in 
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developing space technology and elementary 

particle physics have been operating in accor- 

dance with the very same general principles 

as when prehistoric man used them for more 

primitive ventures. They are no more perform- 

ing new and different functions or operating in 

accordance with new and different principles 

nowadays than are the eyes when what they 

see is television screens and space shuttles. 

Compare: the wheel was invented for the pur- 

pose of rolling ox carts, and did not come into 

its own (pulleys, gears, etc.) for several thou- 

sand years thereafter, during the industrial 

revolution. Similarly, it is reasonable that the 

cognitive structures with which man is endowed 

were originally nature’s solution to some very 

simple demands made by man’s evolution- 

ary niche. But the solution nature stumbled on 

was elegant, supremely general, and powerful, 

indeed; I believe it was a solution that cut to 

the very bone of the ontological structure of the 

world. That solution involved the introduction 

of representations, inner and/or outer, having 

a subject/predicate structure, and subject to a 

negation transformation. (Why I believe that 

that particular development was so radical 

and so powerful has been explained in depth 

in Language, Thought and Other Biological 

Categories (LTOBC), chapters 14-19. But see 

also section v. 6.) 

V 

One last worry about our sort of position is 

voiced by Daniel Dennett'? and discussed at 

length by Fodor.” Is it really plausible that bac- 
teria and paramecia, or even birds and bees, have 

inner representations in the same sense that we 

do? Am I really prepared to say that these crea- 

tures, too, have mental states, that they think? I 

am not prepared to say that. On the contrary, the 

representations that they have must differ from 

human beliefs in at least six very fundamental 

ways.”! 

(1) Self-Representing Elements 

The representations that the magnetosome pro- 

duces have three significant variables, each of 

which refers to itself. The time of the pull refers 

to the time of the oxygen-free water, the locale 

of the pull refers to the locale of the oxygen- 

free water, and the direction of pull refers to the 

direction of oxygen-free water. The beaver’s 

splash has two self-referring variables: a splash 
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at a certain time and place indicates that there 

is danger at that same time and place. (There 

is nothing necessary about this. It might have 

meant that there would be danger at the near- 

est beaver dam in five minutes.) Compare the 

standard color coding on the outsides of colored 

markers: each color stands for itself. True, it 

may be that sophisticated indexical representa- 

tions such as percepts and indexical beliefs also 

have their time or place or both as significant 

self-representing elements, but they also have 

other significant variables that are not self- 

representing. The magnetosome does not. 

(2) Storing Representations 

Any representation the time or place of which 

is a significant variable obviously cannot be 

stored away, carried about with the organism 

for use on future occasions. Most beliefs are 

representations that can be stored away. Clearly 

this is an important difference. 

(3) Indicative and Imperative 

Representations 

The theory I have sketched here of the content 

of inner representations applies only to indica- 

tive representations, representations which are 

supposed to be determined by the facts, which 

tell what is the case. It does not apply to im- 

perative representations, representations which 

are supposed to determine the facts, which tell 

the interpreter what to do. Neither do causal- 

informational theories of content apply to the 

contents of imperative representations. True, 

some philosophers seem to have assumed that 

having defined the content of various mental 

symbols by reference to what causes them to 

enter the ‘belief box,’ then when one finds these 

same symbols in, say, the ‘desire box’ or the 

‘intention box,’ one already knows what they 

mean. But how do we know that the desire box 

or the intention box use the same representa- 

tional system as the belief box? To answer that 

question we would have to know what consti- 

tutes a desire box’s or an intention box’s using 

one representational system rather than another 

which, turned around, is the very question at 

issue. In LTOBC and “Thoughts without Laws; 

Cognitive Science with Content,’ I devel- 
oped a parallel theory of the content of impera- 

tive representations. Very roughly, one of the 

proper functions of the consumer system for an 

imperative representation is to help produce a 

correspondence between the representation and 
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the world. (Of course, this proper function often 

is not performed.) I also argued that desires and 

intentions are imperative representations. 

Consider, then, the beaver’s splash. It tells 

that there is danger here now. Or why not say, 

instead, that it tells other nearby beavers what 

to do now, namely, to seek cover? Consider the 

magnetosome. It tells which is the direction of 

oxygen-free water. Or why not say, instead, that 

it tells the bacterium which way to go? Simple 

animal signals are invariably both indicative 

and imperative. Even the dance of the honey 

bee, which is certainly no simple signal, is both 

indicative and imperative. It tells the worker 

bees where the nectar is; equally, it tells them 

where to go. The step from these primitive rep- 

resentations to human beliefs is an enormous 

one, for it involves the separation of indicative 

from imperative functions of the representa- 

tional system. Representations that are undif- 

ferentiated between indicative and imperative 

connect states of affairs directly to actions, to 

specific things to be done in the face of those 

states of affairs. Human beliefs are not tied 

directly to actions. Unless combined with ap- 

propriate desires, human beliefs are impotent. 

And human desires are equally impotent unless 

combined with suitable beliefs.” 

(4) Inference 

As indicative and imperative functions are sep- 

arated in the central inner representational sys- 

tems of humans, they need to be reintegrated. 

Thus, humans engage in practical inference, 

combining beliefs and desires in novel ways to 

yield first intentions and then action. Humans 

also combine beliefs with beliefs to yield new 

beliefs. Surely nothing remotely like this takes 

place inside the bacterium. 

(5) Acts of Identifying 

Mediate inferences always turn on something 

like a middle term, which must have the same 

representational value in both premises for the 

inference to go through. Indeed, the representa- 

tion consumers in us perform many functions 

that require them to use two or more overlap- 

ping representations together, and in such 

a manner that, unless the representeds cor- 

responding to these indeed have a common 

element, these functions will not be properly 

performed. Put informally, the consumer device 

takes these represented elements to be the same, 
thus identifying their representational values. 
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Suppose, for example, that you intend to speak 

to Henry about something. In order to carry out 

this intention you must, when the time comes, 

be able to recognize Henry in perception as the 

person to whom you intend to speak. You must 

identify Henry as represented in perception 

with Henry as represented in your intention. 

Activities that involve the coordinated use of 

representations from different sensory modali- 

ties, as in the case of eye-hand coordination, 

visual-tactile coordination, also require that 

certain objects, contours, places, or directions, 

etc., be identified as the same through the two 

modalities. Now, the foundation upon which 

modern representational theories of thought 

are built depends upon a denial that what is 

thought of is ever placed before a naked mind. 

Clearly, we can never know what an inner rep- 

resentation represents by a direct comparison 

of representation to represented. Rather, acts 

of identifying are our ways of ‘knowing what 

our representations represent.’ The bacterium is 

quite incapable of knowing, in this sense, what 

its representations are about. This might be a 

reason to say that it does not understand its own 

representations, not really. 

(6) Negation and Propositional Content 

The representational system to which the mag- 

netosome pull belongs does not contain nega- 

tion. Indeed, it does not even contain contrary 

representations, for the magnetosome cannot 

pull in two directions at once. Similarly, if two 

beavers splash at different times or places, or 

if two bees dance different dances at the same 

time, it may well be that there is indeed beaver 

danger two times or two places and that there 

is indeed nectar in two different locations.” 
Without contrariety, no conflict, of course and 
more specifically, no contradiction. If the law 

of noncontradiction plays as significant a role in 

the development of human concepts and knowl- 

edge as has traditionally been supposed, this is 

a large difference between us and the bacte- 

rium indeed.” In LTOBC, I argued that nega- 
tion, hence explicit contradiction, is dependent 

upon subject-predicate, that is, propositional, 

structure and vice versa. Thus, representations 
that are simpler also do not have propositional 
content. 

In sum, these six differences between our 
representations and those of the bacterium, or 
Fodor’s paramecia, ought to be enough amply 
to secure our superiority, to make us feel com- 
fortably more endowed with mind. 
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the rules or principles that govern practical infer- 
ence dictate that a beliefs ‘shape’ determines 
what other inner representations it may properly 
be combined with to form what products, we could 

say that each belief has a different range of proper 
functions. Take your pick. Cf. Fodor, “Information 

and Representation,” in Information, Language, and 

Cognition, Philip Hanson, ed., (Vancouver: British 
Columbia University Press, 1989); and NETC. 

14. 

1S). 

16. 

17. 

18. 
IS), 

20. 

Die 
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24. 
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These examples are of representations that are not 

‘inner’ but out in the open. As in the case of inner 

representations, however, they are produced and con- 

sumed by mechanisms designed to cooperate with 

one another; each such representation stands interme- 

diate between two parts of a single biological system. 
Dretske (in “Misrepresentation,” p. 28) and David 
Papineau (in Reality and Representation [New York: 

Blackwell, 1987], p. 67 ff) have similar concerns. 
This is a broad metaphor. I am not advocating 
computationalism. 
A word of caution. The normal conditions for a de- 
sire’s fulfillment are not necessarily fulfillable con- 
ditions. In general, normal conditions for fulfillment 

of a function are not quite the same as conditions 
which, when you add them and stir, always effect 

proper function, because they may well be impossi- 

ble conditions. For example, Fodor, in “Information 
and Representation” and NETC, has questioned me 

about the normal conditions under which his desire 
that it should rain tomorrow will perform its proper 

function of gefting it to rain. Now, the biologically 

normal way for such a desire to be fulfilled is ex- 

actly the same as for any other desire: one has or ac- 
quires true beliefs about how to effect the fulfillment 
of the desire and acts on them. Biologically normal 

conditions for fulfillment of the desire for rain thus 
include the condition that one has true beliefs about 
how to make it rain. Clearly this is an example in 
which the biological norm fails to accord with the 

Statistical norm: most desires about the weather are 
fulfilled, if at all, by biological accident. It may even 

be that the laws of nature, coupled with my situa- 

tion, prohibit my having any true beliefs about how 

to make it rain; the needed general condition cannot 

be realized in the particular case. Similarly, normal 

conditions for proper function of beliefs in impos- 

sible things are, of course, impossible conditions: 
these beliefs are such that they cannot correspond, 
in accordance with the rules of mentalese, to condi- 

tions in the world. 
Psychosemantics and NETC. 

Brainstorms (Montgomery, VT: Bradford Books, 

1978). 
“Why Paramecia Don’t Have Mental 

Representations,” in Midwest Studies in Philosophy 

P. French, T. Uehling Jr., and H. Wettstein, eds., 

vol. x (Minneapolis: Minnesota University Press, 

1986), pp. 3-23. 
Accordingly, in LTOBC I did not call these primitive 

forms ‘representations’ but ‘intentional signals’ and, 
for items like bee dances, ‘intentional icons,’ reserv- 
ing the term ‘representation’ for those icons, the repre- 
sentational values of which must be identified if their 
consumers are to function properly—see section V.5. 

The Philosophical Review, XLV, no. 1 (1986): 

pp. 47-80. 
Possibly human intentions are in both indicative and 
imperative mood, however, functioning simultane- 
ously to represent settled facts about one’s future 

and to direct one’s action. 
On the other hand, the bees cannot go two places at 

once. 
In LTOBC, I defend the position that the law of non- 

contradiction plays a crucial role in allowing us to 
develop new methods of mapping the world with 

representations. 
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ll. What Is Inferentialism? 

Logical empiricism revived classical empiri- 

cism by appealing to the new quantificational 

predicate logic Russell had developed out of 

Frege. Its motivating thought was that this way 

of understanding the inferential articulation of 

the immediate deliverances of sense provided 

powerful new expressive tools to put in the 

place of traditional appeals to processes such as 

association and abstraction, which had proven 

themselves woefully inadequate to rendering 

the contents of interesting empirical concepts— 

never mind mathematical ones. It is a striking 

fact about the contemporary scene that two 

broad classes of theories of concepts (I'll dis- 

cuss a third in a moment) correspond to these 

two dimensions—sensuous and logical—into 

which the logical empiricists sought to factor 

conceptual content. 

One popular strategy looks to the observa- 

tional use of concepts as the key to conceptual 

content. Here one thinks of the use of ‘red’ or 

‘square’ as non-inferentially elicited as a re- 

sponse, typically, to red or square things. The 

focus is accordingly on the reliable differential 

responsive dispositions linking, say, tokenings 

of ‘horse’ to horses. Fodor’s and Dretske’s se- 

mantic theories are principal examples of this 

class of approach. These deserve to be seen 

as contemporary descendants of classical em- 

piricist theories of content. Another strategy is 

to look to the contents of logical concepts as 

providing the key to understanding conceptual 

content generally. Here the idea is to generalize 

Gentzen-style specifications of the meanings 

of logical connectives by pairs of introduction 

and elimination rules to notions of the circum- 

stances and consequences of application of an 

expression. Dummett is the principal figure 

in this tradition, in which he is followed by 

others such as Peacocke, and myself in Making 

It Explicit. These deserve to be seen as offer- 

ing specifically logical versions of traditional 

rationalist theories of content. Each is a self- 

consciously one-sided approach, by contrast to 

the even-handed appeal to both observation and 

logical inference in virtue of which Carnap’s 

neo-Kantian roots become evident. 

The genus of which semantic inferentialism 

is a species then has these features. It is: 

a) categorially sententialist or top-down, 

b) expressive, or sense-based, and 
c) rationalist in its choice of conceptual 

paradigm, 

in contrast to theories that are either categorially 

bottom-up, representational or reference-based, 

and empiricist in their choice of conceptual 

paradigm. Any theory of this genus faces three 

structural demands. Along the categorial di- 

mension, it must show how to assign contents 

to subsentential elements. Along the semantic 

dimension, it must show how to underwrite a 

notion of reference or representation. And it 

must show how to model conceptual content 

generally, including especially the content of 

observational concepts, on that of the logical 

concepts it treats as paradigmatic. 

What distinguishes inferentialist semantics 

within this genus is the concept it proposes to 

explore as a candidate for the notion of senten- 

tial sense treated as central by accounts of that 

genus and motivated by the case of logical con- 

cepts: inferential role. The idea is to understand 

propositional contents as what can both serve as 

and stand in need of reasons, where the notion 

of a reason is understood in terms of inference. 

So propositional contentfulness is taken to be 

a matter of being able to play the role both of 

premise and of conclusion in inferences. Once 

the notion of introduction and elimination rules 

as exhaustively constitutive of the content of 

logical concepts has been generalized to take in 

the circumstances and consequences of applica- 

tion of non-logical concepts, the step to infer- 

entialism is taken when one understands their 

content as exhaustively constituted by the mate- 

rial, non-logical inferential connection between 

those circumstances and consequences. The 

content of a concept such as temperature is, on 

this view, captured by the constellation of infer- 
ential commitments one undertakes in applying 
it: commitment, namely, to the propriety of all 

From Philosophy and Phenomenological Research, 2007, LXXIV: 3, pp. 651-76. © 2007 
International Phenomenological Society. 
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the inferences from any of its circumstances of 

appropriate application to any of its appropriate 

consequences of application. 

Inferentialism is not the only way to try to 

develop an account that takes the contents of 

logical concepts as paradigmatic. (Peacocke, 

for instance, takes a somewhat different tack.') 

But one might well ask what motivation there 

is for adopting this paradigm at all. Granted 

(though there is, to be sure, no unanimity even 

on this point) that Gentzen-style definitions 

offer us impressively clear and demonstrably 

useful specifications of the meanings of logi- 

cal connectives, why should we think that that 

model can helpfully be generalized from logical 

to non-logical, paradigmatically empirical con- 

cepts? The drunk’s reason for looking for his 

lost keys under the streetlamp—that the light 

is better there—notoriously does not provide 

a reason for thinking the keys are likely to be 

found there. Why doesn’t a corresponding criti- 

cism apply to contemporary logical-rationalist 

approaches in semantics? 

One reason is provided by looking at the 

motivations for a third contemporary candidate 

for a privileged subclass of conceptual con- 

tents on which to model the rest: modal con- 

cepts. For logical empiricism, like its classical 

Early Modern ancestors, also signally failed 

to render the contents of ordinary concepts. 

One retrospectively obvious reason is its lack 

of expressive resources sufficient to render the 

distinction between accidental generalizations 

and lawlike regularities—the very incapacity 

Kant had diagnosed already as fatal to the clas- 

sical version of empiricism. The advent of a 

technically adequate semantics for modal con- 

cepts put philosophers in a position to create a 

third wave of empiricism. It had many of the 
same basic motivations and aspirations as the 

logical empiricism of the middle third of the 

twentieth century, but could use more powerful 

modal logical apparatus in place of the exten- 

sional logic previously appealed to as provid- 

ing the logical cement binding together and 

articulating the sensuous content provided by 

perception. David Lewis may be taken as an 

index figure of this movement.’ 
What I want to focus on for the moment is 

the appreciation of the significance of what 

might be called ‘non-Tractarian’ concepts— 

paradigmatically modal, probabilistic, and 

normative ones—for our understanding of con- 

ceptual content generally. In an autobiographical 

sketch, Sellars says the central idea motivating 

his work was one that occurred to him already 
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in the 1930s: that the centrality of modal con- 

cepts in formulating empirical ones—the insight 

he put into the lucid title of one of his most im- 

penetrable essays “Concepts as Involving Laws, 

and Inconceivable Without Them’’—meant that 

What was needed was a functional theory of 

concepts which would make their role in rea- 

soning, rather than their supposed origin in ex- 
perience, their primary feature.* 

The expressive role distinctive of modal vo- 

cabulary is to make explicit the distinction be- 

tween counterfactually robust inferences and 

those that are not—a distinction without which, 

Sellars reminds us, following Kant, we must fail 

to understand not only the content of such theo- 

retical empirical concepts as rigidity or mass, 

but also such observational ones as red or horse. 

It is not at all clear how these modal features 

of empirical concept use might be understood 

in terms of chains of reliably covarying events 

linking horse-stimuli to  ‘horse’-responses. 

In this connection it might be noticed that al- 

though the liberal use of modal vocabulary in 

the metalanguage in which they conduct their 

explanatory enterprise is of the very essence 

of Dretske’s and Fodor’s semantics for the ob- 

servational concepts they treat as paradigmatic 

of concepts in general, neither one so much as 

attempts to reconstruct within their theory the 

contents of those modal concepts. And the re- 

calcitrance to empiricist reduction of what is 

expressed by modal vocabulary applies, ceteris 

paribus, equally to probabilistic and norma- 

tive vocabulary. It provides the motivation for 

Sellars’ inferentialism. 

Ill. Varieties of Inferentialism 

Inferential approaches to what is expressed by 

sentences can take various forms. What may be 

called ‘weak’ inferentialism claims only that 

the inferential connections among sentences are 

necessary for them to have the content that they 

do, in the sense that unless at least some of those 

inferential involvements were as they are, the 

sentence would mean something different. By 
‘inference’ in such a formulation is meant cor- 

rect inference: the ones people ought to make, 

rather than the ones they are actually disposed 

to make, if those two notions fall apart. The 

claim of weak inferentialism, so understood, 

ought not, I think, to be controversial. For even 

those who understand what is said by sentences 

in terms ultimately of what is represented by 
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their subsentential components take it that their 

representational content determines the pro- 

prieties of inferences they are involved in. So 

at least some of the inferences are such that if 

they were not correct, the sentence would mean 

something else. For only if they had different 

truth conditions—for instance—could the sen- 

tences be understood as playing different roles 

as premises and conclusions of good inferences. 

At the other end of the spectrum is what might 

be called ‘hyperinferentialism.’ It is the claim 

that the inferential connections among sen- 

tences, narrowly construed, are sufficient to de- 

termine the contents they express. By ‘narrowly 

construed’ in this formulation is meant that 

only correct inferences in which the sentence 

plays the role of premise or conclusion are to be 

considered. Hyperinferentialism is—Gentzen 

claims, and I think we ought to agree—true for 

logical vocabulary. The introduction rules for 

logical connectives appeal only to inferential 

grounds for applying them (as principal connec- 

tives) that are sentences in which the connective 

being defined or introduced does not occur (as 

principal connectives). And their elimination 

rules appeal only to inferential consequences 

of applying them (as principal connective) in 

which the connective in question does not occur 

(as principal connective). But hyperinferential- 

ism is extremely implausible as applied to other 

sorts of vocabulary, especially to vocabulary 

that has observational uses that are essential to 

its meaning. The meaning of ‘red’ is not just a 

matter of what other concepts its applicability is 

properly inferrable from (e.g., scarlet), and the 

applicability of what other concepts is properly 

inferrable from its applicability (e.g., colored), 

nor of the applicability of what other concepts 

preclude its applicability (e.g., green or multi- 

ple of 3). Its noninferential applicability to red 

things is also an essential propriety of the use 

of the concept red: one that must accordingly 

be underwritten by any adequate account of the 

meaning or content expressed by the use of the 

word ‘red.’ If taking the meanings expressed by 

logical vocabulary as a model for the semantics 

of other sorts of expressions could take the form 

only of commitment to hyperinferentialism, 

then there would be little reason to take this ex- 
planatory strategy seriously. 

But there is a via media between the un- 
controversial but unhelpful truism of weak 

semantic inferentialism and the powerful and 

interesting but unsustainable (outside the realm 

of logical and perhaps some mathematical dis- 

course) thesis of semantic hyperinferentialism. 

CONTENT 

What may be called ‘strong’ inferentialism 

claims that the inferential articulation of con- 

cepts, broadly construed, is sufficient to deter- 

mine their contents. By ‘broadly construed’ in 

this formulation is meant three things. First, 

the inferences in question must be understood 

to extend beyond logically or formally good 

ones—those whose correctness is settled just 

by the logical form of the sentences involved. 

They must include also those that are materially 

correct—that is, those that intuitively articulate 

the contents of the nonlogical concepts in- 

volved. Sellars offers as examples the inference 

from ‘A is to the East of B,’ to ‘B is to the West 

of A,’ and from ‘Lightning is seen now,’ to 

‘Thunder will be heard soon.’ Second, besides 
material inferential relations among sentences 

in the sense of their proper role as premises and 

conclusions, material incompatibilities among 

sentences, which underwrite inferential rela- 

tions in a narrower sense, are included. Thus the 

fact that the correct applicability of square pre- 

cludes the correct applicability of triangular, so 

that the inference from square to not-triangular 

is a good one, is also to be considered. 

Third, and most important for understanding 

the difference between the hyperinferentialist 

and strong inferentialist theses in semantics, is 

that inferential relations between noninferential 

circumstances of appropriate application and 

noninferential appropriate consequences of ap- 

plication are also taken into account. The way 

the Gentzen hyperinferentialist model for the se- 

mantics of logical concepts is to be extended is 

by taking seriously the thought that in using any 

expression, applying any concept, one is under- 

taking a commitment to the correctness of the 

(in general, material) inference from the circum- 

stances in which it is correctly applied to the cor- 

rect consequences of such application. And this 

is so even where some of those circumstances or 

consequences of application are noninferential. 
Thus the visible presence of red things warrants 

the applicability of the concept red—not as the 

conclusion of an inference, but observationally. 

And the point is that the connection between 

those circumstances of application and whatever 
consequences of application the concept may 

have can be understood to be inferential in a 
broad sense, even when the items connected are 
not themselves sentential. In a culture in which 
white is the color of death, and things associ- 
ated with death are to be shunned or avoided—a 
culture, to be sure, that would mean something 
somewhat different than we do by their word 
corresponding to our ‘white’—the connection 
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between the visible presence of white things and 

the practical response of shunning or avoiding, 

which their practitioners endorse by using the 

concept in question, is an inferential one in the 
broad sense in question here. 

It is strong semantic inferentialism that is 

articulated and endorsed in Making It Explicit. 

The two key moves in extending the inferential 

approach beyond its paradigmatic application 

to logical concepts are first, looking to material 

inferential and incompatibility relations, and 

second taking into account the inferential rela- 

tions linking circumstances and consequences of 

application, even where these are noninferential 
circumstances or consequences.’ The generic lo- 

cation of this approach in the botanization pre- 

sented in the first two sections of this paper—as 

categorially top-down, and semantically expres- 

sive rather than representational—then dictate 

the principal constructive obligations of inferen- 

tialist approaches in semantics. It must be ex- 

tendable somehow to subsentential expressions, 

such as singular terms and predicates, quanti- 

fiers and so on, which cannot play the directly 

inferential roles of premise or conclusion in 

inferences. And it must somehow underwrite 

assessments of the representational content of 

expressions of all categories: the truth of sen- 

tences and the reference or denotation of terms, 

predicates, and so on. In Making It Explicit, the 

first of these tasks is addressed by using Frege’s 

methodology of marking inferential invariances 

under substitution of one expression for another. 

Roughly, two subsentential expressions play the 

same indirectly inferential role just in case sub- 

stituting one for the other never turns a good in- 

ference (in the broad sense) into a bad one. The 

second task, offering an account in inferential 

terms of the representational dimension of con- 

tent, is addressed (in Chapter Eight of Making 

It Explicit and Chapter Five of Articulating 

Reasons) by appealing to the different social 

perspectives corresponding to the difference be- 

tween the practical deontic attitudes of under- 

taking a commitment (oneself), and attributing 

it (to another), which are made explicit in the 

difference between de re and de dicto ascrip- 

tions of propositional attitude. 

This constructive task of semantic theories 

of inferentialist shape—roughly, underwriting 

representational semantic characterizations in 

terms of inferential ones, or understanding ref- 

erence in terms of inference—points to a further 

division. For another important way in which it 

is useful to characterize varieties of semantic in- 

ferentialist programs concerns the nature of their 
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methodological aspirations. The big distinction 

in this vicinity is that between reductive ver- 

sions of inferentialism and expressive ones. As 

I would understand it, reductive inferentialism 

would claim first that there can be expressions 

or intentional states standing in inferential rela- 

tions and playing inferential roles, hence having 

conceptual content, without yet standing in rep- 

resentational ones, and second, that one can then 

build representational relations and roles, and so 

content, out of those inferential ones. Compare, 

for the case of the converse order of explanation, 

a story where representational relations are de- 

fined in terms of nomological relations between 

representings and representeds, and a story is 

told only much later about how they must in- 

teract to yield representations of states of affairs 

that are truth-evaluable (hence believable), and 

so inferentially related. 

Expressive inferentialism, by contrast, is a 

claim about understanding inferential and rep- 

resentational relations. It is at the level of the 

senses of the concepts inference and represen- 

tation, rather than at the level of their referents. 

The expressive inferentialist acknowledges that 

nothing can stand in genuinely inferential rela- 

tions unless it also has representational content. 

There is no inference without reference. But it 

is claimed nonetheless that one can specify suf- 

ficient conditions for expressions to be used so as 

to possess conceptual content (of both sorts) in a 

purely inferential metalanguage. Seeing what it 

is about this inferential articulation that amounts 

to the possession of representational content is 

then explaining what is expressed by the repre- 

sentational semantic meta-language (which turns 

out always already to have been in principle ap- 

plicable) in the terms of the inferential seman- 

tic metalanguage. So one of the most important 

concluding moves developing the expressive 

inferentialism in Making It Explicit (reprised in 

Chapter 5 of Articulating Reasons) is an account 

of the broadly inferential role locutions must 

play in order for them to mean what ‘of and 

‘about’ do when expressing the representational 

dimension of intentionality—the uses of ‘of’ and 

‘about’ epitomized by ‘thinking of a horse’ and 

‘talking about colors,’ rather than ‘the pen of my 

aunt,’ and ‘weighing about five pounds.’ 

IV. Which Inferences? 

It is obvious that a key question for strong ex- 

pressive inferentialism—as for any species of 

this genus of semantic explanatory strategy—is 
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(as Fodor and Lepore put it in a recent article?) 

‘Which inferences are meaning-constitutive?’ I 

want to discuss briefly two kinds of response 

to this question (without meaning to deny that 

other avenues are also open). A natural way into 

the issue is provided by one of Quine’s central 

challenges in “Two Dogmas of Empiricism.” 

Transposed from the idiom of analytic truths— 

sentences whose truth is underwritten by the 

meanings of the nonlogical expressions occur- 

ring in them—to one of, as it were, analytic 

inferences, i.e., those whose correctness is un- 

derwritten by the meanings of the nonlogical 

expressions occurring in them, the challenge 

is this. Semantic theories associate contents 

(or other semantic interpretants) with expres- 

sions, performances, or states in order to ex- 

plain or at least codify proprieties of the use of 

those expressions, the practical significance of 

those performances, or the proper functioning 

of those states. Specifications of the distinction 

between correct and incorrect uses accordingly 

stand to attributions of content very much as 

statements in an observation language stand 

to statements in a theoretical language in ordi- 

nary empirical science: the point of the theory 

is to explain what is observable, and the point 

of semantics is to explain practice. So if one 

of the principal moves proposed by a semantic 

theory is to distinguish two flavors of inference 

(or truth), namely those that are constitutive or 

expressive of meaning, and those that are good 

rather in virtue of something else, we are en- 

titled to ask what feature of the use of expres- 

sions with those meanings or contents reflects 

this semantic difference. (One need not be com- 

mitted to semantic instrumentalism to ask this 

question, any more than one need be committed 

to instrumentalism more generally in order to 

ask what observable phenomena are explained 

by or manifest an hypothesized, unobservable, 

theoretical state of affairs.) 

Quine, of course, surveys a number of can- 

didates such as unrevisability, and finds all 

of them wanting. He famously concludes that 

postulating meanings, and thereby committing 

oneself to some inferences (truths) having a se- 

mantic privilege that not all do, can do no ex- 

planatory work. Sellars offers a direct response 

to this challenge. The practical difference that 

Quine rightly demands is, according to Sellars, 

just the difference between counterfactually 

robust inferences and those that are not. The 

inference from something’s being copper to 

its melting at 1083.4°C is partly constitutive of 

the concept copper because if the coin in my 

CONTENT 

pocket were copper, it would melt at that tem- 

perature. The inference from the coin’s being in 

my pocket to its being copper is not partly con- 

stitutive of the concept copper because if this 

nickel were in my pocket, it would not follow 

that it was copper. This is a directly responsive 

answer to Quine’s challenge, because we do in 

our ordinary linguistic practice distinguish be- 

tween inferences based on their modal status 

as counterfactual-supporting or not—between 

those that would explicitly be licensed by law- 

like regularities such as connect atomic struc- 

ture and melting point, and those that would be 

licensed only by accidental regularities, such as 

those connecting atomic structure and location 

in space. For Sellars, conceptual connections 

are just the lawful ones. (That is why ‘concepts 

involve laws and are inconceivable without 

them.’) His was the first explicitly modal theory 

of meaning. 

To be sure, this approach has some radical 

consequences. If we are wrong about the laws 

of nature, then not only have we gotten the 

facts wrong, we are using incorrect concepts. 

Investigating the world is an attempt at once to 

rectify our claims and our concepts. Conceptual 

change is part and parcel of scientific change, 

because every new law we discover and every 

old one we are forced to give up brings with 

it a change in our concepts. Semantics is not a 

discipline that can be pursued independently of 

our empirical inquiries into the rest of the world. 

These consequences may not sit well with our 

pretheoretic talk about meaning, but so what? 
Our ordinary talk of hot and cold runs together 

differences in temperature and differences 

in specific heat (‘Stone floors are colder than 

wood floors,’®) but we wouldn’t want to hold 

our theoretical physics hostage to our casual, 

unreflective practice. Why do so in semantics? 

Another approach is Quine’s own: put all 

the inferences in the same basket, by rejecting 

the distinction between those good in virtue of 

meaning and those good in virtue of matters of 

fact. Such an approach can still accommodate a 

notion of sentences as contentful—as, we can 

say if we like, expressing contents. For sen- 
tences can still be understood as playing roles 
as premises and conclusions of inferences. But 
since for the most part the inferences in question 
are multipremise inferences, there is a sense in 
which no sentence plays its inferential role all 
on its own. For what a claim is evidence for or 
against and what is evidence for or against it 
depends on what collateral commitments are 
available to serve as auxiliary hypotheses in 
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extracting inferential consequences. The infer- 

ential significance of endorsing any one sen- 

tence depends on what else one is committed 

to. This is the line of thought that leads Quine 

to think that ‘the unit of meaning is the whole 

theory,’ rather than individual sentences. This 

holist consequence goes against the grain of the 

semantic atomism that has been at the center 

of the empiricist tradition—in both its tradi- 

tional and its distinctive twentieth century logi- 

cal and modal forms. But that incompatibility 

doesn’t by itself show that the holist response 

is incoherent. 

I think that both these strategies are open to 

contemporary semantic inferentialists. Sellars’s 

approach seems to be wholly viable, though it 

has not, as far as I know, yet been pursued by 

other theorists. In Making It Explicit, | adopt a 

version of the Quinean strategy. This does in 

a certain sense involve giving up the notion of 

content—at least, it means giving it up in any 

sense that would be recognizable to a semantic 

atomist. But the suggestion is that we can do 

without talk of contents and meanings as things 

associated with sentences one by one in favor of 

talk of inferential connections among sentences 

that are contentful precisely in virtue of standing 

in those relations. The question of whether ‘all 

of them’ is, like Sellars’s different one, a respon- 

sive and viable answer to the question: ‘Which 

inferences matter for content?’ then becomes 

the question of whether one can make sense of 

semantic holism.’ So let us look at that issue. 

V. Holism 

The biggest challenge for holistic semantic 

theories has always been accounting for the 

possibility of communication or of interper- 

sonal understanding. If the inferential signifi- 

cance of a claim depends on what else one is 

committed to, then any difference between the 

collateral commitments of speaker and audi- 

ence can mean that a remark has a different 

significance in the one’s mouth than it does in 

the other’s ear. How is it then possible to make 

sense of the idea that they understand one an- 

other, so as to be able to agree or disagree? If 

the contents expressed by sentences must be 

individuated as finely as the theories they are 

embedded in, the intelligibility of communica- 

tion across theories—the very notion of con- 

veying information—is threatened. And the 

issue arises as urgently for diachronic commu- 

nication as for synchronic, face-to-face cases. 
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If, because of his very different collateral com- 

mitments, Rutherford meant something quite 

different by ‘electron’ than I do, it seems I can’t 

disagree with him about whether electrons have 

fixed positions and orbits, since I can’t either 

say or think anything with the content he would 

have expressed by saying ‘electrons orbit the 

nucleus.’* How, then, are we to understand so 

much as the possibility of cognitive progress in 

science? 

Quine, of course, fully appreciated the force 

of these challenges. It is precisely such con- 

siderations of semantic incommensurability of 

meanings that led him to insist that concepts 

such as communication, information, and 

cognitive progress—most importantly as they 

matter for the serious business of the conduct 

of science, but also in our more informal trans- 

actions with each other—must be understood 

as arising at a different semantic level: that of 

reference, rather than meaning. Our starting- 

point in this essay was the commonsensical ob- 

servation that besides what is said or thought 

there is also what is talked or thought about. 

Though Rutherford and I may be saying dif- 

ferent things—expressing different contents— 

when we use the phrase ‘the location of the 

electron,’ we can both be talking about or refer- 

ring to the same things: electrons. And we may 

be classifying «hem as falling within the same 

extension when we characterize them as ‘fast- 

moving.’ Given his collateral beliefs concern- 

ing its divinity, the Zoroastrian sun worshipper 

surely means something different by the term 

‘the Sun’ than I do, but we may still both be- 

lieve of the Sun and of visible things that the 

first is to be counted among the second. Or, if 

we don’t already share it, he can convey that in- 

formation to me, in spite of our other semantic 

differences. 

Quine’s way out, then, is to neutralize the 

otherwise corrosive effects of holism at the 

level of what is said or thought by appeal to 

the representational dimension of what is talked 

or thought about. Coreference or coextension- 

ality is an equivalence relation that maps the 

disparate meanings expressed by sentences ani- 

mated by distinct theories onto one another in 

just the way needed to underwrite the possibil- 

ity of communication or information, recipro- 

cal understanding, and so on. Again as noted 

at the outset of this essay, any semantic theory 

that begins with ‘that’ intentionality must even- 

tually explain its relation to ‘of’ intentionality 
in any case—must proceed from an account of 

senses expressed to one of objects (and sets of 
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objects) denoted. So it is open to any theory 

that adopts this order of semantic explanation 

to adopt Quine’s strategy of appealing to what 

is talked or thought about to secure an account 

of the nature of communication. 
One might, it is true, at this point ask what 

work the holist theory of meaning (the expres- 

sive dimension of intentionality) would be 

doing, if it is immediately abandoned in favor 

of the representational dimension of intention- 

ality when hard questions are asked about com- 

munication and shared understanding. But the 

answer on which the adoption of the order of 

explanation being considered is premised is 

clear: it is at that level that we are to under- 

stand the use of expressions (the functioning of 

states or performances) in virtue of which we 

can understand them as having representational 

properties and relations. The account in Making 

It Explicit is of this sort. The explanation of 
what is expressed by declarative sentences, and 

so by the ‘that’ clauses of de dicto ascriptions 
of propositional attitudes, is offered in infer- 

entialist terms. Then substitution-inferential 

commitments and their anaphoric inheritance 

are shown to be sufficient to explain what is 

made explicit in the de re portions of such as- 

criptions: the part where it is specified what 

one is speaking of or thinking about. Thus the 

implicit representational dimension that is ex- 

pressed explicitly by the use of terms such as 

‘of’ and ‘about,’ which is invoked when we 

say that both Rutherford and I were thinking of 

electrons, and that the Zoroastrian was talking 

about the Sun, is explained in ultimately infer- 

ential terms. Inferentialists do not, and should 

not want to, deny the existence or the impor- 

tance of the representational dimension of in- 

tentionality. Rather, they are committed to an 

order of explanation that seeks to understand 

‘of? intentionality in terms of ‘that’ intentional- 

ity. Coreference—a kind of intersubstitutability 

of expressions—then provides a respect of sim- 

ilarity across inferential roles, grouping them 

into extensional equivalence classes, which in- 

terlocutors can share. 

In his writings on holism, Fodor has argued 

that where meanings-as-inferential-roles are in- 

dividuated so finely that there is little hope of 

different interlocutors (or even one interlocutor 

at different times) having identical ones, it is of 

no use for the holist semantic theorist to attempt 

to retreat to the idea of mutual understanding 

consisting in the grasp of at least similar mean- 

ings, Or meanings that in some sense ‘overlap.’ 

One might initially think that, for example, 
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Rutherford and I at least share some of the in- 

ferential consequences of application of our 

uses of ‘electron.’ We both agree, for instance, 

that it follows from something’s being an elec- 

tron that it is negatively charged, has a mass that 

is orders of magnitude smaller than that of the 

proton, that its movement creates a magnetic 

field in the direction specified by the right-hand 

rule, and so on. But that overlooks the fact that 

‘charge,’ ‘proton,’ and ‘magnetic field’ all by 

hypothesis also mean something different in his 

mouth than in mine. Once we realize that these 

are all in exactly the same boat as ‘electron,’ we 

see that we’ ve just put the issue off, rather than 

solving it by defining a sense of ‘similarity’ that 

consists in having some, but not all, inferential 

antecedents and consequences in common. We 

actually have nothing in common. 

But this conclusion is too strong. For we do 

share the words, at least in the sense of noise- or 

sign-design types. When Rutherford sees light- 

ning, he, like me, is committed to the correct- 

ness of applying ‘electron’; and when he does 

apply it, he, like me, is committed to the cor- 

rectness of the application of ‘charge,’ ‘mag- 

netic field,’ and so on. One might respond at 

this point on Fodor’s behalf that although some 

kind of similarity metric is induced by count- 

ing the noises that express the conclusions two 

interlocutors would draw from, or the promis- 

sory claims they would count as evidence for, 

claims expressed using ‘electron,’ still that is 

only because we have restricted ourselves ex- 

clusively to nonsemantic properties of their 

utterances. So nothing like shared meaning is 

thereby underwritten. But once again, this is 

too hasty a conclusion. Here one might think 
of Davidson’s account of communication as 

interpretation. Davidsonian interpretation is ex- 

plicitly understood as consisting in mapping the 

noises made by the interpretive target onto the 

noises made by the interpreter. In understand- 

ing another, I am to use sentences in my mouth 

to attach as labels to his sentences, and thereby 

serving to ‘measure’ them. My interpretation is 

a useful one—I have understood what the other 

says—Just insofar as the inferential moves I am 

committed to endorse with the noises I produce 

mirror (perhaps with a qualifying commen- 

tary couched in my own idiom) his. The ideal 
interpretation is a homomorphism, a structure- 
preserving mapping, from his noises onto mine, 
preserving the consequential structures. Where 
not all the moves between his noises that he is 
committed to the correctness of are matched 
by similar commitments on my part regarding 
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my counterpart (according to the interpretation 

mapping) noises, only similarity, and not iden- 

tity of consequential role—and so only partial 

understanding—is achieved. And recall that 

inferential role in the broad sense includes the 

inferential connections between circumstances 

of appropriate application and appropriate con- 

sequences of application quite generally—even 

when the circumstances or consequences of ap- 

plication themselves are noninferential. Thus 

Rutherford and I are both disposed to respond 

to a bolt of lightning by applying the term ‘elec- 

tron,’ and to respond to applying the expression 

‘high voltage, high amperage electron flow’ to a 

bare piece of metal by avoiding contact with it. 

These language entry and language exit moves, 

no less than the language-language ones, also 

give us something important in common, even 

when described at a so-far-subsemantic level, 

that is, in a nonsemantic vocabulary. I do not 

see why the structures so-described do not un- 

derwrite a perfectly intelligible notion of par- 

tially shared, or merely similar inferential roles.? 

A more radical response than Quine’s, one 

that obviates the necessity of considering simi- 

larities rather than identities of meaning as what 

is shared, is one that rejects the model of shar- 

ing on which the worry about the intelligibil- 

ity of communication in the face of the holistic 

character of meaning is based. The motivating 

picture is at root a Lockean one: the speaker has 

an idea in his head, and his uttering the words he 

does succeed in communicating that idea to me 

if the idea hearing them uttered arouses in me 

is the same (repeatable) as the one he has. The 

meaning or content is, as it were, to be trans- 

ported from his head to mind, or reproduced 

in mine. But one could think of understanding 

rather on the model of a cooperative practice 

or activity. In particular, I can be said to under- 

stand your remark insofar as I can compute its 

inferential significance both for you and for me, 
and navigate successfully back and forth across 

the two perspectives on its content constituted 

by the background of auxiliary hypotheses 

drawn from your collateral commitments and 

the ones drawn from mine. 
To do that, I need to be able to determine 

what you would take to be the consequences 

of your claim, and what would be evidence for 

it and against it, given your theory of things. 

This will matter if I want to predict what else 

you'll go on to say or believe, or what you will 

try to do in a particular situation. (If you be- 

lieve that animal over there is a deer and desire 

to shoot a deer, then you may try to shoot the 
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animal.) I also need to be able to determine 

how / should draw inferences, using your utter- 

ance as a premise. That includes mapping your 

noises onto mine, and then extracting the infer- 

ential consequences from the claim that would 

be expressed by my corresponding sentence ut- 

terance, with the help of auxiliary hypotheses 
drawn from other claims / endorse. This will 

matter if I want to extract information from 

your remark, that is, to draw conclusions from it 

about what is true, and if I want to predict what 

you are likely to succeed in doing. (If you do try 

to shoot the animal, I know, though you do not, 

that what you are likely to succeed in shooting 

is in fact a horse.) 

The capacity to understand each other is 

the practical ability to navigate across the 

gulf between doxastic perspectives created by 

the effect of differing collateral commitments 

on the inferential significance of one noise in 

the mouth that utters it and the ear that hears 

it. When that implicit skill is made explicit in 

the form of claims (thinkables, believables, 

sayables), it takes the form of de dicto and de 

re ascriptions of propositional attitudes. “The 

speaker believes that that animal is a deer,’ 

‘The speaker believes of or about a horse that 

it is a deer.’ The expressive role of explicitly 

representational terms such as ‘of? or ‘about’ in 

this usage is to mark that the identity claim (in- 

tersubstitutional commitment) connecting ‘that 

animal’ and ‘a horse’ is one that the ascriber 

undertakes, and is using to express the content 

of the propositional commitment attributed to 

the speaker. When what is at issue is what J, the 

ascriber, should conclude from your remarks, 

I am going to map your ‘deer’ talk onto my 

‘horse’ talk. I say that (rather than just doing 

it), precisely by using de re forms of ascrip- 

tion: talking about what you are talking about, 

what you are speaking of, what you represent as 

what. Those de re ascriptions are the home lan- 

guage games of such explicitly representational 

locutions—the ones that make explicit the rep- 

resentational dimension of intentionality, the 

‘of? flavor, rather than the de dicto ‘that’ flavor. 

That is, it is their use in such contexts that makes 

them explicitly representational locutions. And 

that expressive role can be understood in terms 

of the inferentially articulated and specified 
distinction of perspective between premises at- 

tributed and those endorsed. In that way adopt- 

ing the navigation-across-perspectives model 

of communication can also be seen as a way of 

developing the Quinean retreat-to-reference re- 

sponse to the challenge to make communication 



396 

intelligible within a holistic semantics of what 

sentences express. 
Practitioners who understand each other in 

this practical sense—who can_ successfully 

make use of each other’s remarks in their own 

reasoning, both about what the other has reason 

to do (given his or her beliefs) and about what 

one has oneself reason to do (given one’s own 

beliefs)—do indeed ‘share’ something. But 

what they share is like the dance that Fred and 

Ginger are doing together—one and the same 

dance, even though individually they are doing 

different things (him going forward, her back- 

ward; she dipping, he holding; she twirling, 

he leaping). It is not like the cadence that the 

soldiers marching in step share: something vis- 

ible already in what each is doing individually, 

simply repeated across them all. We can think 

of conceptual (that is, inferentially articulated) 

content as like Fred and Ginger’s dance: some- 

thing that is essentially perspectival, in that 

grasping it (like engaging in the dance) requires 

doing different things from each individual par- 

ticipating (in the conceptual case, depending on 

the background constituted by their other com- 

mitments). This is a different model of under- 

standing and communication from the Lockean 

repetition or reproduction model—the soldiers 

marching model. An account of this shape will 

count as leaving communication unintelligible 

only to those who insist upon the Lockean 
model as the only way to understand under- 

standing each other. 

Besides the Quinean retreat-to-reference 

response and the practical-navigation-across- 

perspectives response, there is a third way in 

which inferentialism can (and the theory ex- 

pounded in Making It Explicit does) respond to 

worries about the effects on the intelligibility 

of communication of the relativity of inferen- 

tial significance to collateral commitments. For 

another great division among theories of con- 

cepts and their contents is that between broadly 

Cartesian and broadly Kantian approaches. 

Cartesians think of concepts as something like 

mental particulars. The principal question about 

them concerns the thinker’s grasp of them: how 

well do we really understand them. Kantians 

think of concepts rather as norms or rules that 

bind those who apply them, determining what 

would count as a correct judgement in which 

they are applied, or a successful intention in 

which they were applied. For them the princi- 

pal question does not concern our grip on the 

concepts, but rather their grip on us. So for 

Kant, issues of the bindingness of concepts, the 
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way in which they become valid (giiltig) for a 

thinker and agent, is the central philosophical 

issue. Transposed into a linguistic key, the ques- 

tion becomes what I must do in order to count 
as having applied, say, the concept copper, in 

thought or assertion—to have subjected myself 

to assessments of the truth of my claim or the 

success of my action accordingly as what I am 

talking about or acting on is or is not copper 

(rather than, say, just some reddish metal). 

A good model of the second kind is playing 

a counter in a game. Once I count as a player in 

the game, I can play a counter that has a certain 

significance—obliges me to make some further 

moves under various circumstances, precludes 

me from making others, entitles but does not 

oblige me to make others, and so on. And the 

facts about the normative significance of that 

move may significantly outrun what I under- 

stand that significance to be. I may not realize 

all, or even very many, of the aspects of the nor- 

mative significance of my performance, for it 

nonetheless to have that significance. I do not, 

for instance, need to know that the melting point 

of copper is 1083.4°C in order to call something 

copper, and thereby to have committed myself 

to its not melting at 1083°, but melting at 

1084°C—in the sense of having said something 

that is true if and only if that condition obtains. 

Thus my remark or thought is subject to assess- 

ment according to that norm, even though I may 

not be aware of that fact. 

On a Kantian picture, then, you and I can 

share a concept even though our dispositions 

to call something ‘copper’ are quite different— 

perhaps because of our different collateral com- 

mitments. In spite of such differences, we may 

be understood as binding ourselves by the very 

same complex norm for assessments of truth 

and success by our use of the word ‘copper.’ 

For what matters for such assessments is what 

auxiliary hypotheses (e.g., about the melting 

point of copper) are true. The fact that you and I 

have different views about which these are, and 

so are disposed to draw different conclusions 

from something’s being copper, does not alter 

what really follows from it. De dicto specifica- 

tions of the content of another’s thought depend 
on the inferences she is disposed to draw from 
it: what she thinks she is committing and enti- 
tling herself to thereby. They articulate her con- 
ception. De re specifications of the content of 
another’s thought, by contrast, depend on what 
inferences to and from it are in fact (including 
counterfactually) correct. They articulate the 
concept she has applied, even insofar as she is 
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ignorant of or mistaken about its content. The 

practical navigational capacities that are made 

explicit in de re specifications of the contents 

of ascribed propositional commitments express 

the standing commitment each of us has to their 

being one set of inferential roles that bind all 

interlocutors: those, namely, determined by 

multipremise inferences in which the collateral 

commitments supplying auxiliary hypotheses 

are true. 

I conclude that the sensitivity and relativity 

of the inferential significance of a sentence to 

collateral commitments poses a threat to the in- 

telligibility of communication only for a theo- 

rist whose own collateral commitments at the 

metalevel include all of: 

a) commitment to communication’s having 

to take place at the level of meaning, rather 

than of reference; 

b) commitment to a Lockean reproductive 

model of the sort of sharing that communi- 

cation consists in; and 

c) commitment to a Cartesian, rather than a 

Kantian model of our relation to concepts. 

The inferentialism of Making It Explicit ex- 

plicitly rejects all of these assumptions. (If you 

think the couch cannot possibly go on the wall 

next to the fireplace, that may be because you 

are not thinking about moving enough of the 

rest of the furniture. Almost certainly you are 

not thinking about knocking out one of the in- 

terior walls.) 

VI. Compositionality 

A related worry about inferentialism concerns 

the productivity of language and _ thought: 

the fact that competent speakers and think- 

ers are able to produce and understand an in- 

definite number of sentences that express novel 

contents—not just novel in the sense that that 

speaker, hearer, or thinker has never entertained 

them before, but in the much stronger sense that 

no-one has ever done so. This striking obser- 

vation was first made by Chomsky almost fifty 

years ago, and it has been adequately confirmed 

since in many ways—ranging from statistical 

analyses of empirical corpora of actual utter- 

ances to theoretical analyses based on the sen- 

tences of given lengths generated by particular 

partial grammars given fixed lexicons. About 

the only idea anyone has as to how to explain 

this striking fact is to treat language as compo- 

sitional, at least in the weak sense that semantic 
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interpretations of unfamiliar sentences are un- 

derstood as generated by operations on seman- 

tic interpretations of their familiar parts. 

The compositionality challenge to inferen- 

tialism arises because it is essentially a catego- 

rially top-down order of semantic explanation. 

It begins, not with the contents of subsenten- 

tial components, but with what is expressed 

by whole declarative sentences. The thought 

is that (as a recent paper puts it): ‘productiv- 

ity demands compositionality, and composi- 

tionality implies the priority of subsentential 

semantics to sentential semantics.’'? The first 
of these claims ought to be granted (at least for 

a suitably broad understanding of ‘composi- 

tionality’). But the second is surely too strong. 

Compositionality does not imply semantic at- 

omism, but at most what Dummett calls ‘mo- 

lecularism.’ A molecularist order of semantic 

explanation starts with sentences, and so con- 

trasts both with fully holist theories, which start 

with whole idioms or theories, from above, on 

the one hand, and atomist theories, which start 

with subsentential expressions such as singular 

terms and predicates, from below. That is, it 

takes seriously the idea that the sentence is the 

minimal unit for which one can take responsi- 

bility, or which can express the undertaking of a 

commitment (Kant), the minimal unit to which 

pragmatic force can attach (Frege), and the 

minimal unit with which one can make a move 

in a language game (Wittgenstein). The notion 

of semantic content is accordingly introduced 

to begin with as a way of codifying or explain- 

ing proprieties of the use of expressions of this 

category: sentences. (One might or might not 

look to inferential properties of the sentences at 

this point in the story, as inferentialists do.) One 

might do this for a relatively small finite corpus 

of sentences—say, those which a given inter- 

locutor has used either as speaker or hearer, 

during his initiation into the language. One then 

looks to codify or explain features of the use 

of those sentences by noting similarities among 

them, paradigmatically that they contain occur- 

rences of the same subsentential expression. 

Looking at the contribution the occurrence of 

that subsentential expression makes to the fea- 

tures of the use of the whole sentences in virtue 

of which they are intelligible as semantically 

contentful then allows one to attribute seman- 

tic content, in a derivative, indirect sense, also 

to those subsentential expressions. That in turn 

can allow one to generate semantic interpre- 

tants for a much larger class of sentences, com- 

pounded in familiar ways out of the familiar 
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parts. Compare: offering a structural analysis 

of the behavior of ordinary solids, liquids, and 

gases in terms of their molecular composition, 

and only later seeking to explain the behavior of 

those molecules, and many others one has not 

observed, on the basis of their atomic structure. 

Like Dummett, I think that Frege pursued 

such an explanatory strategy of decomposition 

and recomposition. He starts with sentences, 

as the bearers of truth values, and assigns 

Bedeutung to singular terms only so as to be 

able to analyze the sentences as applications of 

functions to arguments. His strategy for speci- 

fying the truth conditions (and inferential roles) 

of arbitrarily iterated quantifications depends 

on one being able to form complex predicates 

by substitutional variation of whatever sen- 

tences are already on board, and then forming 

new sentences from those predicates by clamp- 
ing quantifiers onto them. This way of pro- 

ceeding does not even depend on the original 

sentences having literal lexical-syntactic parts; 
it is enough if they can be sorted as similar to 

one another in respects that act enough like 

the equivalence classes generated by orthodox 

substitutional variants.'' There may be various 
reasons not to want to adopt the method of de- 

composition and recomposition. But it is surely 

a coherent strategy for achieving composition- 

ality. So achieving the effect of compositional- 

ity does not imply the explanatory priority of 

sentences to subsentential structures. 

The sort of inferentialism pursued in Making 

It Explicit explains our capacity to understand 

novel sentences in two different ways. First, 

it includes an account of the introduction of 

logical vocabulary in a way that is straightfor- 

wardly and traditionally compositional. Logical 

vocabulary is demarcated by its playing a dis- 

tinctive expressive role: making explicit in 

propositional (claimable, believable, thinkable) 

form broadly inferential commitments that oth- 

erwise remain implicit in practical assessments 

of practice. The paradigm of logical vocabulary 

in this sense is the conditional, which lets one 

assert an inferential connection between (what 

is expressed by) the sentences that appear as its 

antecedent and consequent. In the same way, 

negation can be understood as codifying com- 

mitment to the incompatibility of claims. But 

on this account, normative vocabulary also 

qualifies as logical, in that it serves to codify 

commitment to the correctness of various pat- 

terns of practical reasoning. And other bits of 

vocabulary, from identity and quantificational 
locutions to the ‘of’ and ‘about’ that express 
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representational intentional directedness (like 

normative locutions in that they are not usually 

thought of as distinctively logical vocabulary) 

show up as playing expressive roles of these 

kinds. For each, it is shown how they can be 

introduced into languages that do not already 

contain them, in such a way that the inferen- 

tial roles of sentences in which they appear are 

settled by the inferential roles of non-logical 

sentences formulated in the prior vocabulary. It 

is in these terms, for instance, that the inferen- 

tial roles of arbitrarily iterated mixtures of de 

dicto and de re ascriptions (sentences such as 

‘Tom believes of Benjamin Franklin that Henry 

Adams believed that he was not the inventor 

of the lightning rod,’) are computed. For the 

special class of logically compound sentences 

(including those formed by using subsentential 

logical locutions), this account is compositional 

in the classical bottom-up sense, albeit con- 

ducted within an inferentialist framework. 

The inferences (and so inferential roles) 

generated for compounds formed by applying 

vocabulary that is /ogical in this special, se- 

mantically expressive sense are not restricted 

to those that are good in virtue of logical form 

(even for classical logical particles like condi- 

tionals and negation), because of the special 

expressive role discerned between the use of 

nonlogical sentences and the logical compounds 

that make explicit aspects of that use. They are, 

however, all inferences that are good in virtue 

of the (broadly inferential) meaning or content 

expressed by the use of the logical vocabulary 

in question. But not all vocabulary is logical 

vocabulary even in this extended semantically 

expressive sense, and (so) not all material infer- 

ences manifest the contents of logical concepts. 

What about the rest? 

Here the account in Making It Explicit adopts 

a version of the decomposition-recomposition 

strategy. The material inferential behavior of 

nonlogical sentences is dissected with a substi- 

tutional scalpel by using Frege’s basic method- 

ological idea that what it is for two subsentential 

expressions to play the same indirectly infer- 

ential role (‘indirect’ since they don’t express 

reasons in the sense that they cannot play the 

directly inferential roles of premise and conclu- 
sion of inferences) is for substitution of one for 
the other to preserve (important features of) the 
inferential roles of the sentences they occur in. 
Equivalence classes of subsentential expres- 
sions generated by these relations can then be 
associated with what are called (in Chapter 
Six of Making It Explicit and Chapter Four of 
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Articulating Reasons) ‘simple material substi- 

tution inferential commitments.’ Those sub- 

sentential, indirectly inferential contents then 

determine the correctness of all the substitution 

inferences involving compound expressions 

in which they occur.'? This is how composi- 

tionality works for material inferences: via 

substitutions. It can be shown that the formal 

power of this substitutional decomposition and 

recomposition is equivalent to that of the stan- 

dard functional-categorial grammars that David 

Lewis considers in ‘General Semantics.’!? That 

is, the result is as compositional as the most 

powerful approaches that assign semantic in- 

terpretants to, say, singular terms and sentences 

(let us say, objects and sets of possible worlds), 

and then generate semantic interpretants for 

derived categories functionally: predicates as 

functions from (tuples of) objects to sets of 

possible worlds, adverbs (such as ‘slowly’) as 

functions from functions from objects to sets 

of possible worlds to functions from objects to 

sets of possible worlds, and so on. 

That is not the end of the story, however. 

For once again, not all the material inferences 

sentences are involved in can be computed on 

the basis of substitutions or the functions they 

generate. There will be a significant residue of 

multipremise material inferences whose cor- 

rectness is not settled in this way by the con- 

tribution made to the inference potential of the 

various individual components that occur in the 

premises and conclusion, even when they are 

all summed. New things happen. That the apple 

is red does not follow either from its being ripe 

or from its being a Macintosh, but does follow 

from both premises together. The inference 

that would be explicitly licensed by the condi- 

tional ‘If an apple is both ripe and a Macintosh, 

then it is red,’ is not a substitution inference. 

If that claim is true, then it does articulate part 

of the commitment that is implicit in applying 

the terms ‘Macintosh,’ ‘ripe,’ and ‘red’ and in 

that sense is a feature of the contents they ex- 

press. But it is not a consequence of features 

of their use that are manifested one by one. 

In this sense (though, given the rejection of a 

distinction between inferences made good by 

meaning and inferences made good by how the 

world is in favor of seeing them all as having 

both sources—for very different reasons), I 
agree with Fodor and Lepore that ‘in general, 

the inferential role of a sentence/thought is not 

determined by the inferential roles of its con- 

stituents.’ '* But I think this fact evidences not a 
particular defect of inferentialism, but simply a 

399 

fact about languages and (so) concepts. It is im- 

portant not to treat languages as more compo- 
sitional than they are. They are compositional 

with respect to their substitution inferences, but 

not with respect to the rest. 

Some material proprieties of multipremise 

inferences cannot be discovered simply by 

inspecting the use of their component expres- 

sions. The substitution inferences give us a 

good handle on the proprieties of use govern- 

ing novel compound sentences. They ensure 

that we always have a place to start in sorting 

the inferences involving the novel sentences 

into good ones and bad ones. But since what 

inferences are good—and so, on this line, what 

our words mean and what content our thoughts 

have—depends on how the world actually is 

(for instance, on what color ripe Macintosh 

apples are), we may have to go out into the 

world to find out what follows from or is evi- 

dence for or against novel claims. The idea that 

this sort of failure of compositionality is a prob- 

lem for semantic theories is a product of com- 

mitment to semantic theories having to be both 

categorially bottom-up, and a Cartesian trans- 

parency thesis about the epistemological avail- 

ability of the contents we grasp in the sense of 

being able to deploy them in thought. But these 

commitments are optional, and are rejected by 

inferentialists. 

VII. Conclusion 

In the first three sections of this paper, I sought 

to place inferentialism in a more general bota- 

nization of semantic theories, and to distinguish 

various more specific shapes versions of that ap- 

proach can take. In the second half of the paper, 

I considered inferentialist responses to worries 

about its capacity to distinguish the inferences 

constitutive of conceptual content, about the 

intelligibility of communication and recipro- 

cal understanding given its attendant holism, 

and about its ability to deal with the phenom- 

ena of productivity and (so) compositionality. 
Those interested in more detailed workings-out 

of those responses will find some in Making It 

Explicit. But I don’t take it that the arguments 

on offer there settle the ultimate viability of the 

specific version of inferentialism they articu- 
late. I’ve told the story in the way I have here 

in part as a reminder of how misleading it can 
be to assess the claims of a systematic theory 

piecemeal. Very often one move makes sense 

only in the context of others—as for instance 
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the sort of holism inferentialism involves has 

many more resources available for explaining 

what it is for two interlocutors to be applying 

the same concept when concepts are understood 

in the Kantian way, in terms of their normative 

grip on us, rather than in the Cartesian way, in 

terms of our epistemic grip on them. One thread 
that runs through much of the tapestry I’ ve been 

displaying is the way in which an inferentialist 
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semantic metalanguage gives us the resources 

to explain what is expressed by the locutions 

that make explicit specifically representational 

relations. How one understands the relation 

between the expressive and the representa- 

tional dimensions of intentionality—between 

‘that’ intentionality and ‘of’ intentionality— 

must be at the core of any theory of content or 

intentionality. 
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The Intentionality of 
Phenomenology and the 
Phenomenology of Intentionality 
Terence Horgan and John Tienson' 

What is the relationship between phenomenol- 

ogy and intentionality? A common picture in 

recent philosophy of mind has been that the 

phenomenal aspects and the intentional aspects 

of mentality are independent of one another. 

According to this view, the phenomenal charac- 

ter of certain mental states or processes—states 
for which there is ‘something it is like’ to un- 

dergo them—is not intentional. Examples that 

are typically given of states with inherent phe- 

nomenal character are sensations, such as pains, 

itches, and color sensations. This view also as- 

serts, on the other hand, that the intentionality 

of certain mental states and processes—their 

being about something—is not phenomenal. 

Beliefs and desires are the paradigm cases 

of intentional mental states. Although they 

are intentionally directed—i.e., they have 

aboutness—these mental states are not inher- 

ently phenomenal. There is nothing that it is 

like to be in such a state by virtue of which it is 

directed toward what it is about. 

We will call this picture separatism, because 

it treats phenomenal aspects of mentality and 

intentional aspects of mentality as mutually in- 

dependent, and thus separable. Although there 

may be complex states that are both phenom- 

enal and intentional, their phenomenal aspects 

and their intentional aspects are separable. 

Many philosophers who hold this picture have 

thought that these two aspects of mentality lead 

to quite different sorts of problems with re- 

spect to the project of ‘naturalizing the mental.’ 

Proponents of separatism often hold that while 

the problem of naturalizing phenomenology 
poses great difficulties, the problem of natural- 

izing intentionality is much more tractable.’ 

Separatism has been very popular in phi- 

losophy of mind in recent decades, and is still 

widely held. Those who oppose it regard it as 

a view against which they need to characterize 

their own positions—a common picture that 

they must explicitly reject. In this paper we 

argue that separatism is profoundly wrong. We 

depart from it quite thoroughly, in ways impor- 

tantly different from other recent departures. 

We affirm the following theses, both of which 

are repudiated by separatism: 

The Intentionality of Phenomenology: Mental 

states of the sort commonly cited as 

paradigmatically phenomenal (e.g., 

sensory-experiential states such as 

color-experiences, itches, and smells) 

have intentional content that is insepa- 

rable from their phenomenal character. 

First published in the first edition of this book: D. J. Chalmers, ed., Philosophy of Mind: 

Classical and Contemporary Readings (Oxford University Press, 2002), pp. 520-33. 

\ 
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The Phenomenology of Intentionality: Mental 

states of the sort commonly cited as 

paradigmatically intentional (e.g., 

cognitive states such as beliefs, and 

conative states such as desires), when 

conscious, have phenomenal character 

that is inseparable from their inten- 

tional content. 

In addition to these two theses (henceforth, IP 

and PI), we advocate another important claim 

about the interpenetration of phenomenology 

and intentionality: 

Phenomenal Intentionality: There is a kind 

of intentionality, pervasive in human 

mental life, that is constitutively de- 

termined by phenomenology alone. 

We use the expression ‘constitutively deter- 

mined’ to mean that this kind of intentional- 

ity is not merely nomically determined; rather, 

intentional mental states have such intentional 

content by virtue of their phenomenology. 

So-called ‘representationalist’ theories of 

phenomenal properties are a currently influ- 

ential departure from separatism.? Although 

extant versions of representationalism em- 

brace thesis IP, typically they do not embrace 

thesis PI. Nor do they embrace the thesis of 

Phenomenal Intentionality, since they hold that 

intentionality is prior to phenomenology. So 

our position differs significantly from standard 

representationalism.* 
We argue for the three theses set out above 

(sections 1-3), in part by way of introspective 

description of actual human experience. If you 

pay attention to your own experience, we think 

you will come to appreciate their truth.° Our po- 

sition has important consequences, when com- 

bined with the plausible thesis (argued for in 

section 4) that phenomenology is ‘narrow,’ i.e., 

it does not depend—except perhaps causally— 

upon what goes on ‘outside the head’ of the 

experiencer. One consequence is that there is a 

kind of narrow intentionality that is pervasive 

in human mental life—a form of intentional 

directedness that is built into phenomenology 

itself, and that is not constitutively dependent 
on any extrinsic relations between phenomenal 
character and the experiencer’s actual external 

environment. A further consequence is that 
theories that ground all intentionality in con- 

nections to the external world, such as causal 

and teleological theories of intentionality, are 
deeply mistaken. 

CONTENT 

1. The Intentionality of 
Phenomenology 

The mental states typically cited as paradig- 

matically phenomenal have intentional content 

that is inseparable from their phenomenal char- 

acter. Let us consider some examples: first, ex- 

periences of red as we actually have them. You 

might see, say, a red pen on a nearby table, and 

a chair with red arms and back a bit behind the 

table. There is certainly something that the red 

that you see is like to you.® But the red that you 

see is seen, first, as a property of objects. These 

objects are seen as located in space relative 

to your center of visual awareness. And they 

are experienced as part of a complete three- 

dimensional scene—not just a pen with table 

and chair, but a pen, table, and chair in a room 

with floor, walls, ceiling, and windows. This 

spatial character is built into the phenomenol- 

ogy of the experience. 

Consider too the experience of seeing an apple 

on the table, picking up the apple, and taking a 

bite out of it. There is the look and smell of the 

apple. Then (as you grasp it) there is the feel 

of the apple, its smoothness, roundishness, and 

firmness. Then there is its weight (as you pick it 

up). Finally there is the feel of the apple in your 

mouth, followed by the crunching sound, taste, 

and feel of juiciness as you take a bite. We will 

not attempt to write the small book one could 

write describing this simple experience. But we 

need to note some highlights. First, the look, 

feel, smell, sound, and taste of the apple are ex- 

perienced as a unity in space, as all belonging 

to a single object. The taste is in your mouth; 

the smoothness and roundishness that you 

feel—with parts of your mouth as well as your 

hand—are there, too. Second, it is important 

to notice that what is experienced tactilely are 

various spatial properties of the object, not sen- 

sations. One has, of course, tactile sensations 

as well, though one does not normally attend to 

them. (The tactile sensations are, when noticed, 

experienced as the sort of things that can only 

belong to a sentient being.) The properties of 

smoothness, firmness, etc. are experienced as 

the sorts of things that can only belong to an 

‘external’ object in space.’ Third, the apple is 
encountered as moving. The experience is of 
a temporal object, an object that endures. The 
Same is true when you see another person take 
a bite of an apple. Experience is not of instants; 
experience is temporally thick. This is obvious 
in the case of hearing tunes or sentences, where 
the temporal pattern is a palpable feature of 
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the experience. The temporal pattern is also 

a palpable feature of the seen moving apple, 

though less frequently noted as such.’ But it is 

no less true that stationary objects are seen as 

enduring and as unchanging.? 

For any experience involving a specific shade 

of red, one can abstract away from the total ex- 

perience and focus on the distinctive what-it’ s- 

like of that shade of red per se—a phenomenal 

aspect of this total experience that it has in 

common with innumerable other total experi- 

ences that differ in the perceived location of the 

experienced red or in the shape of the red sur- 

face, etc. But even considered in isolation from 

any total visual-experiential state, the what-it’ s- 

like of experiencing red is already intentional, 

because it involves red as the intentional object 

of one’s experience. Again, redness is not ex- 

perienced as an introspectible property of one’s 

own experiential state, but rather as a property 

of visually presented objects.'° 
Of course, in typical cases of experiencing 

red, the overall phenomenal character of one’s 

visual experience is a structurally rich what- 

it’s-like of experiencing a visually presented 

scene, a scene that contains a whole array of ap- 

parent enduring objects with various properties 

and relations—including the property redness 

instantiated on the surfaces of some of these 

objects. The total visual experience with this 

overall phenomenal character is richly inten- 

tional, since it presents a temporally extended 

scene comprising various objects that instanti- 

ate various properties and relations at various 

spatial locations relative to one’s center of 

visual awareness. This total visual experience 

is also richly phenomenal, because there is an 

overall what-it’s-like of experiencing the whole 

scene. (Any visually noticeable alteration in the 

visually presented scene would be a phenome- 

nal difference in one’s total visual experience.) 

Another commonly cited example of 

phenomenal consciousness is the distinctive 

phenomenal character of pain. Experiences of 

pain are thoroughly intentional: pain is experi- 

enced as a particular feeling at a certain place 

in one’s own body. (This is why there can be 

such a thing as phantom-limb phenomena, in 

which pain is experienced as located in a limb 

that has been amputated.) 

More generally, the overall phenomenal 

character of one’s experience includes a struc- 

turally rich what-it’s-like of tactilely and kin- 

esthetically experiencing one’s presented body, 

an apparent body containing a whole array 

of tactilely and kinesthetically distinguishable 

apparent parts, many of which are experienced 

as parts that one can voluntarily move. The total 

tactile/kinesthetic experience with this overall 

phenomenal character is richly intentional, by 

virtue of the complexity of the body as pre- 

sented. This total experience is also richly phe- 

nomenal, since it has the what-it’s-like-ness of 

tactilely and kinesthetically experiencing one’s 

whole body. (Any tactilely or kinesthetically 

distinguishable alteration would be a phenom- 

enal difference in one’s total tactile/kinesthetic 

experience.) 

The full-fledged phenomenal character of 

sensory experience is an extraordinarily rich 

synthetic unity that involves complex, richly 

intentional, total phenomenal characters of 

visual-mode phenomenology, — tactile-mode 

phenomenology, kinesthetic body-control phe- 

nomenology, auditory and olfactory phenom- 

enology, and so forth—each of which can be 

abstracted (more or less) from the total expe- 

rience to be the focus of attention. This over- 

all phenomenal character is thoroughly and 

essentially intentional. It is the what-it’s-like 

of being an embodied agent in an ambient 

environment—in short, the what-it’s-like of 

being in a world. 

2. The Phenomenology of 
Intentionality 

We have been describing the intentionality of 

sensory-perceptual phenomenal  conscious- 

ness.'! Let us now focus on the thesis of the 

phenomenology of intentionality (PI): con- 

sciously occurring intentional states have phe- 

nomenal character that is inseparable from their 

intentional content. 

Intentional states have a phenomenal charac- 

ter, and this phenomenal character is precisely 

the what-it-is-like of experiencing a specific 

propositional-attitude type vis-a-vis a specific 

intentional content. Change either the attitude- 

type (believing, desiring, wondering, hoping, 

etc.) or the particular intentional content, and 

the phenomenal character thereby changes 

too.'* Eliminate the intentional state, and the 
phenomenal character is thereby eliminated 

too. This particular phenomenal character could 

not be present in experience in the absence of 

that intentional state itself. 
Consider, for example, an occurrent thought 

about something that is not perceptually pre- 

sented, e.g.,a thought that rabbits have tails. Quine 

notwithstanding, it seems plainly false—and 
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false for phenomenological reasons—that there 

is indeterminacy as to whether one is having a 

thought that rabbits have tails or whether one is 

instead having a thought that (say) collections 

of undetached rabbit parts have tail-subsets. It 

is false because there is something that it is like 

to have the occurrent thought that rabbits have 

tails, and what it is like is different from what 

it would be like to have the occurrent thought 

that collections of undetached rabbit parts have 

tail-subsets.'9 
The overall phenomenology of these kinds of 

intentional states involves abstractable aspects 

which themselves are distinctively phenom- 

enological. For example, if one contrasts won- 

dering whether rabbits have tails with thinking 

that rabbits have tails, one realizes that there 

is something common phenomenologically— 

something that remains the same in conscious- 

ness when one passes from, say, believing that 

rabbits have tails to wondering whether rabbits 

have tails, or vice versa. It is the distinctive 

phenomenal character of holding before one’s 

mind the content rabbits have tails, apart from 

the particular attitude type—be it, say, wonder- 

ing, hoping, or believing. This aspect of the 

overall phenomenology of intentionality is the 

phenomenology of intentional content.'* 
In addition, there is also a specific what- 

its-likeness that goes with the attitude type as 

such. There is a phenomenological difference 

between wondering whether rabbits have tails 

on one hand and thinking that rabbits have tails 

on the other. This aspect is the phenomenology 

of attitude type. Attentive introspection reveals 

that both the phenomenology of intentional con- 

tent and the phenomenology of attitude type are 

phenomenal aspects of experience, aspects that 

you cannot miss if you simply pay attention. 

One might reply that although there is indeed 

a phenomenological difference between think- 

ing that rabbits have tails and thinking that 

collections of undetached rabbit parts have 

tail-subsets, this difference merely involves the 

fact that we often think in language. Thus, the 

phenomenological difference between the two 

thinking experiences involves not the different 

contents, but rather the fact that the auditory im- 

agery that goes with thinking that rabbits have 

tails is different from the imagery that goes with 

thinking that collections of undetached rabbit 

parts have tail-subsets. 

However, nonperceptual intentionality in 

normal humans does not always involve lan- 

guage and/or auditory imagery. For instance, 

conscious, unverbalized beliefs about the 
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locations of nearby unperceived objects are just 

as ubiquitous in human life as is the explicit or 

imagistic verbalization of one’s focal train of 

thought. Think for example, of cooking, clean- 

ing house, or working in a garage or wood shop. 

In any such activity, you might spontaneously 

move to retrieve a needed tool that is out of 

sight. There is something that it is like to think 

that a certain tool is just there—in that cabinet, 

say—but such beliefs are typically not verbal- 

ized either vocally or subvocally or by way of 

verbal imagery. (Your verbal energies might 

all the while be directed toward ongoing philo- 

sophical discussion with a companion, uninter- 

rupted by your selection of an appropriate tool.) 

You also, of course, frequently have unverbal- 

ized thoughts about the locations of objects in 

distant familiar locations. 

In any event, the what-it’s-likeness of inten- 

tionality that we are talking about—even when it 

is specifically tied to certain words in English or 

some other natural language—does not attach to 

those words simply as sequences or patterns of 

sounds, or even as syntactic structures. It attaches 

to awareness of those words qua contentful; it 

is the what-it’s-like of hearing or saying those 

words when they mean just that: that rabbits 

have tails. So the basic point holds: even if think- 

ing did always involve auditory imagery, the au- 

ditory imagery would be intentionally loaded in 

the experience, not intentionally empty. 

This point is illustrated and defended by 
Galen Strawson 1994. Strawson discusses what 

he calls ‘understanding experience.’ He con- 

tends that understanding and other related kinds 

of occurrent intentional mental states and pro- 

cesses are very commonly, if not always, laden 

with distinctive what-it’s-likeness. He points 
out, for example, the phenomenological differ- 

ence between hearing speech in a language that 

one does not understand and hearing speech in 

a language that one does understand. Imagine 

two people side by side hearing the same 

spoken sequence of sounds, with one of them 

understanding the language and the other one 

not. At a certain relatively raw sensory level, 

their auditory experience is phenomenologi- 
cally the same; the sounds are the same, and 
in some cases may be experienced in much the 
same way qua sounds. Yet it is obvious intro- 
spectively that there is something phenomeno- 
logically very different about what it is like for 
each of them: one person is having understand- 
ing experience with the distinctive phenom- 
enology of understanding the sentence to mean 
just what it does, and the other is not. 
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Consider, as a similar example for a single 

speaker, first hearing ‘Dogs dogs dog dog dogs,’ 

without realizing that it is an English sentence, 

and then hearing it as the sentence of English 

that it is. The phenomenal difference between 

the experiences is palpable. (If you do not grasp 

the sentencehood of the ‘dogs’ sentence, recall 

that ‘dog’ is a verb in English, and compare, 

‘Cats dogs chase catch mice.’) 

Consider also hearing an ambiguous sen- 
tence. One typically hears it as meaning some 

one thing in particular, often without realizing 

that it is ambiguous. There is a phenomenologi- 

cal difference, for example, between hearing 

‘Visiting relatives can be boring,’ as a remark 

about the people who are visiting, vs. hearing 

it as a remark about visiting certain people one- 

self. Again, imagine hearing or saying ‘Time 

flies’ as a cliché about the passage of time, vs. 

saying or hearing it as a command at the insect 

races. The actual sound or auditory imagery 

may be the same, but the total experiences are 

phenomenally quite different. The sound may 

have some role that would make it appropriate 

to call it a vehicle of intentionality, but its mean- 

ing what it does, having the intentional content 

that it does, is an entirely different aspect of the 

overall phenomenal character of the experience. 

In sum: Cognitive intentional states such as 

consciously occurrent thoughts, and conative 

intentional states such as consciously occur- 

rent wishes, are phenomenal qua intentional. 

The overall phenomenal character of such a 

state comprises both the phenomenology of its 

specific intentional content and the phenom- 

enology of its specific attitude-type. These are 

abstractable phenomenal aspects of the state’s 

unified phenomenal character: the what-it’s- 

like of undergoing this specific propositional at- 

titude vis-a-vis that specific intentional content. 

3. Phenomenal Intentionality 

The intuitive considerations in the last two sec- 

tions can be developed into an argument for the 

thesis of phenomenal intentionality: there is a 

pervasive kind of intentionality that is consti- 

tutively determined by phenomenology alone. 

One way to articulate and sharpen this claim is 

the following. Let two creatures be phenomenal 

duplicates just in case each creature’s total ex- 

perience, throughout its existence, is phenom- 

enally exactly similar to the other’s. We can 

then state the Phenomenal Intentionality thesis 

this way: 

There is a kind of intentional content, pervasive 
in human mental life, such that any two possible 
phenomenal duplicates have exactly similar in- 
tentional states vis-a-vis such content. 

We will call this type of content phenomenal in- 

tentional content. The full range of a creature’s 

phenomenal intentional content is determined 

and constituted wholly by phenomenology. 

Consider any creature who is a complete phe- 

nomenal duplicate of yourself—its mental life 

is phenomenally exactly like yours. Assume 

nothing else about this creature. The thought 

experiment thus builds in an epistemic ‘veil 
of ignorance’ about this creature, in order 

to filter out any factors other than phenom- 

enology itself. So for all you know about this 

arbitrary phenomenal duplicate of yourself, 

its sensory-perceptual experiences—including 

its tactile-kinesthetic experiences and _ its 

embodied-agency experiences—might be very 

largely illusory and hallucinatory concerning 

the real nature of itself and its surroundings. 

(it may be helpful to imagine the phenomenal 

duplicate as a brain in a vat or a disembodied 

Cartesian mind.) We will argue that you and 

your phenomenal duplicate share a pervasive 

kind of intentional content—phenomenal inten- 

tional content.'° 
As argued in section |, sensory-phenomenal 

states and processes have intentional content 

that is inseparable from their phenomenal char- 

acter. These states present an apparent world 

full of apparent objects that apparently instan- 

tiate a wide range of properties and relations, 

and they present oneself as an apparently em- 

bodied agent within that apparent world. Since 

this kind of intentionality is inseparable from 

phenomenal character, your phenomenal dupli- 

cate will have an apparent world presented to it 

in exactly the same way. 

To make the general point with a represen- 

tative example, suppose that you have the ex- 

perience of seeing a picture hanging crooked. 

Each of your phenomenal duplicates has a 

phenomenally identical experience. Some of 

these experiences will be accurate and some 

will be inaccurate. Whether or not a given du- 

plicate’s picture-hanging-crooked experience is 

accurate—that is, whether or not things are as 

the experience presents things as being—will 

depend upon the duplicate’s actual environment. 

Thus, the sensory-phenomenal experience, by 

itself, determines conditions of accuracy: 1.e., a 

class of ways the environment must be in order 

for the experience to be accurate.'® In order for 
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such an experience to be accurate, there must be 

a picture before oneself, and it must be crooked. 

That these phenomenally identical experi- 

ences all have the same truth conditions is re- 

flected in the fact that each of the experiences 

is subject in the same way to investigation as to 

whether it is accurate.!’ For example, you and 
your phenomenal duplicate each might have the 

experience of seeming to oneself to be testing 

one’s perceptual experience for accuracy by 

making measurements or using a level. You and 

your phenomena! duplicate each might have the 

subsequent experience of seeming to oneself to 

discover that the picture merely appears to be 

crooked because of irregularities of the wall, or 

tricks of light. Or, you and your phenomenal 

duplicate might, in the course of seeming to 

oneself to be attempting to perform these tests, 

have the experience of seeming to discover that 

there actually is no picture—say, by seeming to 

oneself to discover that one has been looking at 

a clever holographic image cooked up to make 

it appear that there is a picture hanging on the 

wall.!® 
There is also, of course, a sense in which 

these crooked-picture perceptions of you and 

your duplicate have different truth conditions. 

You and your duplicate are looking at different 

pictures. So the accuracy of your own percep- 

tion depends on the specific picture you your- 

self are seeing, whereas the accuracy of your 

duplicate’s perception depends on the specific, 

and different, picture that it is seeing. There are 

thus two ways of thinking of truth conditions: 

as determined wholly by phenomenology, and 

as determined in part by items in the experienc- 

er’s environment that satisfy the experiencer’s 

phenomenology. We return to this distinction in 

section 5.2. 

Your phenomenal duplicate accepts the pre- 

sentations delivered by perceptual experience— 

accepts, for example, that there is a picture and 

a wall—just as you do. These ‘belief-wise’ 

acceptance states have exactly the same phe- 

nomenology, the what-it-is-like of occurrently 

believing that thus-and-so (where one’s occur- 

rent sensory experience presents things as being 

thus-and-so). The states also are phenomeno- 

logically integrated with those ongoing, richly 

intentional, sensory-perceptual experiences in 

exactly the same way as yours. Thus, they are 

experienced as having the same belief-specific 

role: the same apparent input conditions, in- 

volving apparent deliverances of the apparent 

body’s apparent senses, and the same apparent 

effects, involving experiences of apparently 
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acting appropriately with regard to the ap- 

parent world as presented. It seems intuitively 

clear that a belief-wise acceptance state with 

these phenomenological features is a genu- 

ine belief. The phenomenal character of these 

states, which includes the phenomenology of 

role, constitutively determines that they are 

genuine beliefs.!? And as we argued above, the 
sensory-presentational content of these states 

is the same for you and your phenomenal 

duplicate. 
So far we have been discussing perceptual 

experience and perceptual belief. But since the 

phenomenal consciousness of your phenom- 

enal duplicate would provide very rich per- 

ceptual presentations of a world of numerous 

apparent objects instantiating numerous ap- 

parent properties and relations, such presented 

items would thereby figure in a wide range of 

propositional-attitude states whose content goes 

well beyond the presentations of perceptual 

experience itself. Here the phenomenology of 

intentionality—the what-it’s-like of occurrent 

propositional attitudes as such—enters in full 

force, quite apart from the presentational con- 

tent of one’s current sensory-perceptual experi- 
ence. For your phenomenal duplicate, no less 

than for you yourself, there would be something 

that it’s like to wonder whether to cook meat- 

loaf for dinner, something that it’s like to have 

the thought that there’s beer in the fridge, some- 

thing that it’s like to hope that one’s spouse 

isn’t angry that one is coming home late from 

the Philosophy Department party. These occur- 

rent states in the phenomenal duplicate have all 

the same ‘propositional attitude-ish’ phenome- 

nology as they do in you. They are experienced 

as having exactly the same causal role vis-a-vis 

the phenomenal duplicate’s apparent embodied 

behavior in its apparent world as you experi- 

ence them as having. It seems intuitively clear 

that states with all these features qualify as full- 

fledged propositional attitudes in your phenom- 

enal duplicate, just as they do in you. 

In addition, for each such _propositional- 
attitude state in yourself and in your phenomenal 
duplicate, the two states have the same phenome- 
nal intentional content, i.e., the same phenomeno- 
logically determined truth conditions. Consider, 
for example, two phenomenologically identical 
belief-states that you and your phenomenal du- 
plicate would both express by the string of words 
‘The picture behind me is crooked.’ In order for 
such a belief to be true, there must indeed be an 
object in a certain relation to oneself—behind, 
no intervening walls, etc.—that satisfies the 
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phenomenologically determined criteria for 

being a picture, and that picture must be hang- 

ing crooked. Considered in this way, your 

belief and that of your phenomenological du- 

plicate have exactly the same truth conditions.”° 
These occurrent states in the phenomenal dupli- 

cate, by virtue of having the same phenomeno- 

logically determined truth conditions as yours, 

are thereby subject to the same methods of ac- 

curacy assessment: for instance, you and your 

phenomenological duplicate might each experi- 

ence turning around to see if the picture is still 

crooked. If it still appears crooked, you might 

then experience going through the tests men- 

tioned above. The possibility of such tests is in 

some sense understood, if not explicitly phe- 

nomenologically given, in having the conscious 

belief that there is a picture hanging crooked 

behind oneself. 

Since your phenomenal duplicate shares with 

you all the phenomenal intentionality so far 

described, it thereby possesses significant con- 

ceptual resources to speculate and theorize—for 

instance, about what is very distant spatiotem- 

porally, about what is very small, about the 

underlying causes of experience and of the 

apparent ambient environment. It can reason 

causally, form abstract theoretical concepts, for- 

mulate scientific hypotheses and theories, and 

experience itself as an apparent embodied agent 

actively engaged (in apparent cooperation with 

other apparent embodied agents) in the appar- 

ent empirical corroboration or disconfirmation 

of such hypotheses and theories. It can have 

experiences as of apparently reading about such 

matters or apparently hearing lectures about 

them, and thereby can acquire a body of well 

warranted scientific beliefs about itself and its 

world. In these respects too, your phenomenal 

duplicate is like yourself, even though the ex- 

periential basis upon which it bootstraps its way 

up to well warranted, semantically evaluable, 

scientific beliefs might be highly (or even com- 
pletely) non-veridical. Thus, for each of your 

propositional-attitude states about such theo- 

retical entities, your phenomenal duplicate has 

a propositional-attitude state of the same kind. 

And for each pair of corresponding states in you 

and your duplicate respectively, the two states 

have the same phenomenal intentional content— 

i.e., the same phenomenally determined truth 

conditions, linked via the same phenomenally 

determined ‘web of belief’ to the same kinds of 

experiential methods of accuracy-assessment.”! 

Virtually everything we have been saying 

is really just attentive phenomenological 

description, just saying what the what-it’s-like 

of experience is like. It is just a matter of in- 

trospectively attending to the phenomenal char- 

acter of one’s Own experience. You and your 

phenomenal duplicate share a pervasive kind 

of mental intentionality—viz., phenomenal 

intentionality. 

We take it that this thought-experimental 

argument supports the idea that each specific 

occurrent intentional state with phenomenal 

intentional content is constitutively determined 

by its own distinctive phenomenal character— 
viz., the what-it’s-like of undergoing that par- 

ticular attitude-type vis-a-vis that particular 

phenomenal intentional content. That is, spe- 

cific phenomenal character determines specific 

intentional states, provided that the experienc- 

ing creature has a sufficiently rich network of 

actual and possible phenomenal/intentional 

states. Suppose, for example, that you are now 

undergoing a psychological state with the dis- 

tinctive phenomenal what-it’s-like of believ- 

ing that a picture is hanging crooked on a wall 

directly behind you. Then you thereby believe 

that there is a picture hanging crooked on a wall 

directly behind you; undergoing this phenom- 

enology constitutively determines that you are 

instantiating that belief-state. Any experienc- 

ing creature undergoing this phenomenology 

would thereby instantiate the belief-state, even 

if its overall phenomenology is otherwise quite 

different from your own. 

Although each occurrent intentional state 

with phenomenal intentional content is con- 

stitutively determined by its own phenomenal 

character, at least in the context of a full-fledged 

cognitive system, it is important to appreciate 

that this does not mean that phenomenal inten- 

tionality somehow guarantees infallible knowl- 

edge about what one’s first-order intentional 

states are. Beliefs about one’s own intentional 

states are second-order intentional states, and 

the Phenomenal Intentionality thesis is compat- 

ible with the possibility that such beliefs are 

sometimes mistaken. Indeed, the thesis is com- 

patible with the possibility that some creatures 

who have phenomenal intentionality—say, cer- 

tain kinds of nonlinguistic animals—entirely 

lack any capacity to undergo second-order in- 

tentional states at all. What-it’s-likeness is one 

thing; discursive judgments about it are another. 

Such judgments are fallible (as are judgments 

about most anything), even though humans do 

possess especially reliable capacities to form 

accurate introspective discursive/classificatory 

judgments about their own phenomenology.” 
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4. The Narrowness of 
Phenomenology and of 
Phenomenal Intentionality 

Phenomenology does not depend constitutively 

on factors outside the brain. Now, it is obvious 

enough that in normal humans, phenomenology 

does depend causally on some such factors; but 

one need only consider how this causal depen- 

dence works in order to appreciate the lack of 

constitutive dependence. First, phenomenology 

depends causally on factors in the ambient en- 

vironment that figure as distal causes of one’s 

ongoing sensory experience. But second, these 

distal environmental causes generate experiential 

effects only by generating more immediate links 

in the causal chains between themselves and ex- 

perience, viz., physical stimulations in the body’s 

sensory receptors—in eyes, ears, tongue, surface 
of the body, and so forth. And third, these states 

and processes causally generate experiential ef- 

fects only by generating still more immediate 

links in the causal chains between themselves 

and experience—viz., afferent neural impulses, 

resulting from transduction at the sites of the 

sensory receptors on the body. Your mental inter- 

course with the world is mediated by sensory and 

motor transducers at the periphery of your cen- 

tral nervous system. Your conscious experience 

would be phenomenally just the same even if the 

transducer-external causes and effects of your 

brain’s afferent and efferent neural activity were 

radically different from what they actually are— 

for instance, even if you were a Brain ina Vat with 

no body at all, and hence no bodily sense organs 

whose physical stimulations get transduced into 

afferent neural inputs.** Among your logically 

possible phenomenal duplicates, then, are beings 

whose sensory experience is radically illusory, in 

the manner of the famous Evil Deceiver scenario 

in Descartes’ First Meditation—or its contempo- 

rary version, the Brain in a Vat. 

Thus, phenomenology is narrow, in the sense 

that it does not depend constitutively on what’s 

outside the skin, or indeed on what’s outside of 

the brain. We can now make the central argument: 

(1) There is pervasive intentional con- 

tent that constitutively depends on 

phenomenology alone. 

(2) Phenomenology constitutively de- 

pends only on narrow factors. 

There is pervasive intentional con- 

tent that constitutively depends only 

on narrow factors. 
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That is, the theses of phenomenal intentionality 

and the narrowness of phenomenology jointly 

entail that there is kind of narrow intentional 

content (the kind we have dubbed phenomenal 

intentional content), pervasive in human life, 

such that any two creatures who are phenom- 

enal duplicates must also have exactly similar 
intentional states vis-a-vis this kind of narrow 

content. Phenomenal intentional content is per- 

vasive and narrow. Any adequate philosophical 

and scientific conception of mind should ac- 

commodate this conclusion.” 

5. Some Philosophical Morals 

We now draw some morals from the preceding 

discussion, first about strong externalist theo- 

ries of intentionality, second about how phe- 

nomenal intentional content is related to mental 

reference and to wide content, and third about 

the extent of the so-called ‘hard problem’ of 

phenomenal consciousness. 

5.1. Strong Externalist Theories of Mental 
Intentionality Are Wrong 

We certainly do not deny that there is such a 

thing as ‘wide content’ in language and in 

thought. Important lessons have been learned 

from Kripke, Putnam, Burge, and others about 

the relevance of the external environment in 

contributing both to the meaning of certain 

terms in natural language (e.g., natural-kind 

terms like ‘water’) and to certain aspects of 

the content of thought (e.g., aspects of thought 

that one would express verbally by employing 

the term ‘water’). But Putnam’s famous slogan 

that ‘meaning ain’t in the head’ is properly con- 

strued as asserting that not all meaning is in the 

head; it doesn’t begin to follow from this, or 

from the considerations adduced in support of 

it, that no meaning is in the head. We will return 

to the topic of wide content presently. 

However, a number of current theories of 

mental intentionality are strongly externalist: 

they assert that all intentionality is grounded in 

causal connections between states of the cog- 

nitive system and states of the external world; 

there can be no intentionality without some 
suitable kind of actual connection between 
what is going on in the head and the wider 
environment. Strong externalist theories of in- 
tentionality include (i) causal theories of con- 
tent that find the necessary connection in the 
causal antecedents of the state, (ii) covariational 
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theories that find the connection in certain kinds 

of systematic correlations between occurrences 

of an internal state and occurrences of an exter- 

nal state of affairs, (iii) teleosemantic theories 

that look to environmentally situated proper 

functions that certain internal states possess in 

virtue of evolutionary design, and (iv) learning- 

based theories that invoke internal adaptational 

changes in the creature’s own history.” 

Given our conclusions in sections 1-4, it fol- 

lows that strong externalist theories of inten- 

tionality are wrong. They are not just slightly 

wrong, not just wrong in detail. Rather, they are 

fundamentally mistaken, because they claim to 

naturalize the entire phenomenon of mental in- 

tentionality and yet there is a rich and pervasive 

kind of narrow intentionality—phenomenal 

intentionality—that is constitutively indepen- 

dent of external factors. Strong externalist 

theories therefore cannot successfully natural- 

ize the full phenomenon of mental intention- 

ality, because they utterly fail to aim at one 

crucial aspect of it. Ideas employed by strong 

externalists might still have a useful role to play, 

however, in contributing to philosophical under- 

standing of phenomena like wide content and 

mental reference, topics to which we now turn. 

5.2. Phenomenal Intentionality, Mental 

Reference, and Wide Content 

Suppose Alfred and Bertrand are looking at two 

different barns, and each of them says, ‘That’s 

an old barn.’ Do their statements have the same 

truth conditions? Yes and no. In one way, they 

have different truth conditions. Alfred’s state- 

ment is made true or false by the age of the barn 

that he is looking at, while Bertrand’s statement 

is made true or false by the age of the distinct 

barn that he is looking at. Following recent 

usage, we will call such truth conditions, which 

depend on the actual entities referred to in a 

statement or thought, wide truth conditions. But 

in another way, Alfred’s and Bertrand’s state- 

ments have the same truth conditions. In each 

case the truth condition is that there must be an 

actual barn that he is looking at (and not, for 

example a papier-mache mock-up of a barn, or 

only the facing side of a stage ‘barn’ on a movie 

set), and that barn must be old. Such truth con- 

ditions are narrow truth conditions. They are 

determined skin-in, so to speak, and are com- 

pletely determined by phenomenology. In our 

view, the situation is similar with respect to 

phenomenologically identical intentional states 

shared by phenomenal duplicates. 

In section 3 we discussed belief-wise accep- 

tance of the deliverances of perceptual experi- 

ence. Such acceptance is the normal, default 

attitude. But it can be cancelled. If you have a 

lump on a finger, then objects that are smooth 

and flat will feel as though they have a lump 

where that finger touches them. But you soon 

learn not to believe that the object is lumpy. 

There is similar phenomenology of acceptance 

concerning propositional attitudes. There is a 

relevant phenomenal difference, for instance, 

between these two states: (i) believing that Bill 

Clinton was U.S. President, and (ii) the state 

you are in when you say (without believing) 

that Santa Claus brings presents. The salient 

difference turns on the fact that the phenom- 

enal character of the first state includes the 

what-it’s-like of accepting the existence of Bill 

Clinton, whereas the phenomenal character 

of the second state includes the what-it’s-like 

of believing that Santa Claus does not exist. 

Similarly, suppose you hope or fear that an 

object of a certain description will be found. 

There is a clear phenomenal difference between 

the case in which you know full well that there 

is such an object and the case in which you do 

not know whether or not there is such an object. 

Phenomenal intentional content presents to 

consciousness an apparent world that goes far 

beyond what one is conscious of at any one 

time; presuming so is itself an aspect of the 

overall phenomenal character of experience. 

Phenomenal intentionality thereby determines 

a complex set of presuppositions concerning 

the existence of, the persistence of, and vari- 

ous features of, the sorts of entities presented 

in experience: presuppositions about individu- 

als (including flora, fauna, and other creatures 

like yourself ), kinds, properties, relations, pro- 

cesses, and events of that world. For reasons 

that will become clear, we call these presuppo- 

sitions grounding presuppositions. They have 

the phenomenology of acceptance discussed in 

the previous paragraph. In making a grounding 

presupposition, one takes it that there really 

exists an entity of a certain sort; and normally, 

one also presupposes that the (putative) entity 

in question has certain specific attributes. If 

there is an actual entity satisfying that presup- 

position (or satisfying it near enough), then 

one’s thoughts that are intentionally directed 

toward such a putative entity will refer to the 

actual entity in question; and so the properties 

of the satisfier will determine whether the be- 

liefs about it are true or false, whether hopes 

and desires about it are satisfied, and so forth. 
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Thus, wide truth conditions for those beliefs are 

determined by phenomenal intentionality plus 

the actual satisfiers of the relevant presupposi- 

tions. However, what it takes to be a satisfier of 

the presuppositions is determined by phenome- 

nal intentionality alone. So, when these presup- 

positions are included in truth conditions, we 

get narrow truth conditions that are thereby de- 

termined solely by phenomenal intentionality.”° 
Consider, for example, thoughts about 

individuals.2” You, your Twin Earth doppel- 
ganger, and your Cartesian duplicate all have 

certain phenomenologically identical thoughts 

that you each take to be about a person named 
‘Bill Clinton.’”? Hence these thoughts presup- 

pose the existence of such a person. Your own 

thoughts are about the actual Bill Clinton. Your 

Twin Earth doppelganger’s thoughts are about 

a different person on Twin Earth. You and your 

Twin Earth doppelganger have thoughts about 

different individuals, of course, because what 

a person’s thoughts are about—or refer to— 

depends not only on phenomenal intentional 

content, but also on certain relations between the 

thinker and the thing the thought is about. Your 

Cartesian duplicate also has thoughts that pur- 

port to be about a person named ‘Bill Clinton,’ 

but since the Cartesian duplicate has not been 

in the right sort of relations to any such person, 

the Cartesian duplicate’s thoughts are not about 

anyone—they lack reference.” Referring to 

something, mentally or linguistically, requires 

appropriate relations to that thing; but having 

thoughts that are intentionally directed toward 

such a thing—thoughts purporting to refer to 

such a thing—does not. 

Straightforwardly, your thoughts about Bill 

Clinton are made true or false by facts about 

Bill Clinton, and your Twin Earth doppelgang- 

er’s phenomenologically identical thoughts are 

made true or false by facts about the person 

who satisfies your duplicate’s corresponding 

presupposition. There is no person who satis- 

fies your Cartesian duplicate’s corresponding 

presupposition, so there is nothing that can be 

a truth maker for its thought that would be ex- 

pressed by, say, ‘Bill Clinton is a womanizer.’*° 
The differing truth conditions just mentioned 

are wide truth conditions. But again, there are 

two ways of thinking about the truth conditions 

of the phenomenologically identical thoughts 

of you and your duplicates. In one way, the 

truth conditions depend upon what is actu- 

ally referred to (if anything) in those thoughts; 

this makes them ‘wide.’ But in another and 

more fundamental way, the truth conditions 
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are narrow, because what can be referred to in 

those thoughts is determined by phenomenal 

intentionality—in particular, by the phenom- 

enally given grounding presuppositions. The 

thought will have wide content only if some- 

thing in the thinker’s environment satisfies the 

phenomenal intentional grounding presupposi- 

tions of that thought. That is, wide content is 

grounded by phenomenologically determined 

presuppositions, which are an aspect of phe- 

nomenal intentionality and hence are narrow. 

As a consequence, the strong externalist 

theories of intentionality discussed in the pre- 

vious subsection are not wrong just because 

they leave out a kind of intentionality—viz, 

phenomenal intentionality. They are wrong be- 

cause what they leave out is the fundamental 

kind of intentionality: the narrow, phenomenal 

kind that is a prerequisite for wide content and 

wide truth conditions. Because narrow phe- 

nomenal content determines wide content, an 

adequate account of wide content requires a 

prior account of narrow content. 
Because of relevant similarities between 

singular reference and natural-kind categories, 

similar observations can be made concern- 

ing the narrow and wide truth conditions of 

thoughts about natural kinds.*! You, your Twin 

Earth doppelganger, and your Cartesian dupli- 

cate all have phenomenally identical thoughts 

with the same narrow truth conditions. For all 

three of you, these thoughts are intentionally 

directed toward certain small, common furry 

critters that meow, rub legs, drink milk, etc. 

For all three of you, these thoughts have the 

grounding presupposition that there is a natural 

kind of which these critters are members. But 

because of differences concerning the satisfiers 

(if any) of the common grounding presupposi- 

tions, these phenomenally identical thoughts 

have different wide truth conditions. Your own 

thoughts are made true or false by cats; your 

Twin Earth doppelganger’s phenomenologi- 

cally identical thoughts are made true or false 

by cat-like critters of the kind that she or he and 

others in her or his community have encoun- 

tered. Suppose that Putnam’s story in which 

cats are spy robots controlled from Mars is true 

concerning Twin Earth: the critters called ‘cats’ 
on Twin Earth are robots controlled from Twin 
Mars. Then your belief that cats are animals is 
true; your Twin Earth doppelganger’s corre- 
sponding belief is false. That is, there are wide 
truth conditions for these thoughts that are par- 
tially determined by features in the environment 
that may be unknown to the thinker. But again: 
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these wide truth conditions, differing as they do 

for your thoughts and your Twin Earth doppel- 

ganger’s phenomenally identical thoughts, are 

grounded on shared narrow truth conditions. 

Your Cartesian duplicate has thoughts 

that are phenomenally identical to your cat- 

thoughts, and that have the same narrow truth 

conditions as yours do. Your Cartesian dupli- 

cate’s thoughts, like yours, are intentionally 

directed toward—and thus presuppose—small 

furry critters of a certain kind. But there are no 
such critters that the Cartesian duplicate has en- 

countered, directly or indirectly, so there is no 

kind to which the Cartesian duplicate’s thoughts 

refer. This being so, those thoughts do not have 

wide truth conditions. So the Cartesian dupli- 

cate’s thoughts that are phenomenologically 

identical to your own cat-thoughts lack the kind 

of wide content that your own thoughts possess 

and your Twin Earth doppelganger’s thoughts 

also possess. 

5.3. The Whole Hard Problem 

We are among those who believe that what 

David Chalmers 1995, 1996 has called ‘the 

hard problem’ of phenomenal consciousness is 

indeed a very hard problem. This is the problem 

of explaining why it should be that such and such 

mental state should be like this—that is, why it 

should have the specific what-it’s-like aspect it 

does, rather than having some other phenom- 

enal character or having none at all. Presumably 

what it is like for you to undergo a particular 

mental state depends nomologically on what is 

going on in your brain, inside of the transduc- 

ers. But why what depends on this brain process 

should be like this, rather than being some other 

way or being no way at all, seems inexplicable. 

Standard materialistic treatments of phenom- 

enal consciousness in philosophy and in cogni- 

tive science do not close this ‘explanatory gap’ 

(as it is dubbed by Joseph Levine 1983); rather, 

they appear to just leave out the intrinsic what- 

it’s-like aspect of mentality.*” 
In our view, the hard problem is a very 

pressing and very puzzling conundrum. But 

its scope is considerably broader than it has 

often been thought to be. If separatism were 

correct—i.e., if phenomenology were indeed 

non-intentional, and intentionality were 

indeed non-phenomenal—then the hard prob- 

lem would be limited to the what-it-is-like of 

non-intentional sensory experience, and would 

not infect the intentional! aspects of mentality. 

Indeed, discussions of the hard problem often 

presuppose separatism.** But the whole hard 
problem incorporates phenomenal intentional- 

ity. Phenomenal consciousness is intentional 

through and through. 

This adds a dimension to the hard problem 

that often goes unrecognized. Conscious in- 

tentional states are intrinsically, by their very 

nature, directed toward whatever they are 

directed toward.** Thus, the hard problem in- 
cludes this: why should a mental state that is 

grounded in this physical or physical/functional 

state be by its intrinsic phenomenal nature di- 

rected in this precise manner? And this is a very 

hard problem indeed.*° 
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NOTES 

1. This paper is thoroughly co-authored; order of au- 
thorship is alphabetical. 

2. For example, Jaegwon Kim (2007) argues, in a way 

that firmly presupposes the separatist framework, 

that we can get more than half way to naturalizing 

the mental, but not all the way. The leading idea is 
that the intentional aspects of mentality can be natu- 
ralized via ‘functionalization,’ but that the phenom- 
enal aspects resist naturalization. 

3. For instance, Dretske 1995; Tye 1995, 1999; Lycan 
1996; and Carruthers 2000. 

4. Another serious difference is worth mentioning. 

Representationalists typically regard the problem of 
naturalizing intentionality as tractable, and they seek 

to bring phenomenal character within the purview 
of this putatively tractable naturalization project by 
construing it as a species of intentionality. We, on 
the other hand, regard the problem of naturalizing 

phenomenal character as presently intractable, and 
we maintain that because of the interpenetration of 
phenomenology and intentionality, the scope of this 
intractability includes mental intentionality. Our 
reasons for holding this view will emerge as this 
paper progresses. 

5. For several recent treatments of the relation between 
phenomenology and intentionality that are similar 
in spirit to what we say here, see the discussions 

of McGinn 1991, Flanagan 1992, Strawson 1994, 
Siewert 1998, and Loar (2003). 

6. This formulation is more accurate that the usual, 

‘there is something that it is like to see red’ be- 

cause, we take it, the something-that-it-is-like that 
is referred to is the something-that-it-is-like of the 

seen not of the seeing—although, of course, there is 

something that it is like to see, as opposed, e.g., to 
hear or imagine. 

7. See Thomas Reid, Inquiry into the Human Mind on 
the Principles of Common Sense, Chapter 5. 

8. For a recent exception, see Lamb 2001. 
9. See Van Gelder 1999 and Varela 1999 for attempts 

to account for the temporal thickness of experience 
in cognitive science terms. 

10. We think that the right view of these matters is at 

least very close to that exptessed by Laird Addis 

1989: ‘The idea of the mental is exhausted in all 
interesting aspects by (1) states of consciousness 
[primary mental entities]; (2) sensations, emo- 
tions, and perception-related entities [secondary 
mental entities]; and (3) dispositional mental states 
[tertiary mental entities—i.e., beliefs, etc., that are 
not presently occurrent]. . . . [OJ]nly states of con- 
sciousness are literally intentional entities. On the 
other hand, what makes the secondary and tertiary 
mental entities mental is their relation . . . to states 
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lize 

of consciousness. Secondary mental entities cannot 
exist except as objects of states of consciousness... .” 

(p. 7). Thus, sensations and sensory qualities 

exist as, and only as, objects of conscious inten- 

tional states. This is essentially Brentano’s view 
in the famous—but widely unread—chapter of 
Psychology from an Empirical Standpoint in which 

he introduces the word ‘intentional’ and distin- 
guishes between mental phenomena and physical 

phenomena. Brentano’s mental phenomena are 

Addis’ primary mental entities. Brentano’s physi- 

cal phenomena are Addis’ secondary mental enti- 
ties, not physical things. 

. We do not know exactly when the phrase ‘the in- 
tentionality of consciousness’ first appeared, but one 
does well to remember that this was the phrase that 
characterized issues concerning intentionality early 
in the twentieth century. 

. We are talking about psychological changes dis- 

cernible to the experiencer—not changes such as 
the experiencer’s being unknowingly transported to 

Twin Earth and gradually coming to have ‘water’ - 

thoughts about XYZ that are internally indistin- 

guishable from earlier ‘water’-thoughts that were 
about H20. 
See Ross 1992 for a nice discussion, congenial to 
what we are saying here, that focuses not on Quineian 

indeterminacy but on the ‘Kripkenstein’ thesis (set 

forth in Kripke 1982) that there is no fact of the 

matter whether the symbol ‘+’ means plus or quus. 

. Part of what makes this aspect of phenomenology 

essentially a what-it’s-like of holding before one’s 

mind a specific intentional content is that semantic 

evaluability is involved: specific truth conditions 
are attached to it. We expand on this important point 

in section 3. 
For an excellent discussion that is complementary 
to what we will say here and that has considerably 

more detail about phenomenal intentionality, see 
Siewert 1998, chapters 7 and 8. For another admira- 

ble and pertinent discussion, also complementary to 
ours, see Silverberg 1995; although phenomenologi- 

cal considerations are less prominent in Silverberg’s 

discussion, note his emphasis on how things seem, 
for each member of a group of beings who in effect 
are phenomenal duplicates respectively inhabiting a 
variety of different Twin Earthly environments. 

. Siewert 1998 emphasizes the idea that a creature’s 
intentional features are ones for which the crea- 
ture is assessible for accuracy, and he argues in 
detail that both perceptual and cognitive experi- 
ences are assessable for accuracy by virtue of their 

phenomenology. 
We are not here presupposing verificationism, or 
‘procedural semantics,’ or anything of the sort. The 

point is that differences in sensory-phenomenal 
content normally are reflected by differences in 

confirmation/disconfirmation procedures. Thus, 
sameness of confirmation/disconfirmation proce- 
dures provides strong evidence for sameness of 
content (even though it certainly does not constitute 

sameness of content). 

. Of course, even if all these first-person tests for accu- 
racy are successfully passed, this does not guarantee 
that the sensory-phenomenal experience one is test- 

ing really is accurate; experiential warrant does not 

guarantee truth. Also, the reason we talk of seem- 
ing to oneself to be performing tests and observing 
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outcomes is that a given phenomenal duplicate of 
yourself might be one whose experiences—including 
its accuracy-assessment experiences—are system- 
atically non-veridical. This would be so, for instance, 
for a phenomenal duplicate who is a brain in a vat. 

There are various further default assumptions in- 
volving the intentional objects of perceptual expe- 
rience that would be psychologically operative in 
your phenomenal duplicate—normally automati- 

cally, as a matter of course—just as they are in you. 

Examples include default assumptions about expe- 

rientially presented objects: that these objects have 

back sides that are not directly presented; that they 

persist when they are temporarily obscured from 

view by interposed objects or when one has the 

experience of looking away from them; that they 

normally persist when they cease to be presented in 
experience; and so on. 
Of course one can also think of the truth conditions 
of these states as involving the actual, and different, 

pictures referred to phenomenologically by you and 

your duplicate, if there are such pictures. There are 

two kinds of truth conditions for propositional at- 

titudes, just as there are for perceptual states. Truth 

conditions of one kind are determined phenomeno- 

logically, as we have been discussing in the text. 

And truth conditions of the other kind incorporate 
the respective objects or kinds (if any) in your own 

and your phenomenal duplicate’s respective ambi- 

ent environments that are the respective satisfiers of 

the referring concepts in the respective, phenome- 

nologically identical, thoughts. We explore the rela- 

tionship between these two kinds of truth conditions 
in section 5.2. 
The remarks in the preceding footnote apply to these 

propositional-attitude states too, and to the various 

components of the relevant web of belief. 
The fact that there is something epistemically spe- 
cial about first-person introspective access to the 
phenomenal character of experience is, of course, 

the basis for the kind of reflective inquiry often 
called ‘phenomenology.’ But being epistemically 
special does not make such introspective judgments 

infallible. For insightful discussion of this complex 

issue, see chapters | and 2 of Siewert 1998. 

. Moreover, phenomenology does not depend consti- 

tutively on anything beyond phenomenology itself. 
(Of course, phenomenal character presumably does 

depend nomically on certain states whose nature is 
describable in non-phenomenological language—in 
humans, certain brain states.) In this sense, phenom- 

enal character is intrinsic. We submit that the intrin- 
sicness of phenomenology (as thus understood) is 

self-evident to reflective introspection. What-it’s- 

like is what phenomenal consciousness is. And 

what-it’s-like is what-it’s-like no matter what is 
going on outside of phenomenology itself. 
At the scientific level, this means that cognitive sci- 

ence should construe the mind as a ‘control system’ 
for effectively operating a potential body in a po- 

tential world, regardless of whether or not the con- 
trol system is actually embodied or en-worlded in 
the kind of body and world for which its functional 
architecture is appropriate. This is a common view 
among cognitive scientists themselves. Such a sci- 
entific enterprise is important and tractable, even 
though it presupposes intentionality rather than ex- 
plaining it, and even though it does not address the 
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so-called ‘hard problem’ of phenomenal conscious- 

ness (cf. section 5.3). 

See Stich and Warfield 1994 for a representative 
sample of such theories. McGinn 1989 distinguishes 
two kinds of externalism that he calls ‘strong’ and 
‘weak’; he argues against the former, while embrac- 

ing a teleosemantic approach to the latter.’ Although 

the approach to mental intentionality advocated in 

Fodor 1987 did acknowledge narrow content, and 

hence was not a form of strong externalism, it also 

reflected Fodor’s separatism about the phenomenal 
and intentional aspects of mentality. Because of this, 
by our lights his construal of narrow content was in- 
sufficiently robust, and was a step down the garden 
path toward strong externalism. He has since gone 

further down that path; see Fodor 1990, 1994, 1998. 
Our distinction between narrow and wide truth 
conditions has some kinship to the approach of so- 
called two-dimensional modal semantics, which 
also posits two kinds of truth conditions—one kind 

narrow and the other kind wide. See Davies and 
Humberstone 1980; Chalmers 1996, section 2.4, es- 
pecially pp. 63-65; Jackson 1998, chapters 2 and 3, 
especially pp. 75-77; and Chalmers (Philosophy of 

Mind, 2002, Chapter 56). 

Here and below we talk about thoughts for ease of 

exposition, but our remarks will apply to occurrent 
propositional attitudes in general. If one person 

doubts what another believes, then their proposi- 
tional attitudes have the same truth conditions—the 
truth conditions for what is believed by one and 
doubted by the other. Similarly for other proposi- 
tional attitudes. 

Your Cartesian duplicate is an exact phenomenal 

duplicate of you that is in the First Meditation situ- 
ation, thoroughly deluded. You do not really have 

an exact phenomenal duplicate on Twin Earth, how- 

ever, because on Earth people sometimes have the 
occurrent thought that water is H2O, whereas on 
Twin Earth they have instead the thought that water 
is XYZ. But we will use the useful term ‘Twin Earth 
doppelganger’ for a person who is as much like you 
as is consistent with this difference. 
It is very common in philosophy of mind to gloss 
the ‘intentional directedness’ constitutive of 
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intentionality by saying that intentional states have 
aboutness. (We did so ourselves in the opening 

paragraph of this paper.) But the word ‘about’ also 

is often used to express the relation of reference— 
as we do in the paragraph to which this note is ap- 
pended, and as we will continue to do below. Both 
uses can be appropriate in context, but it is impor- 

tant not to conflate them. 
There is a longstanding dispute over whether in such 
a case we should say that the thought is false or that 

it merely lacks a truth value, but this dispute does 

not affect the issues we are concerned with in this 

paper. 
For a discussion of both similarities and differences 
between singular reference and natural-kind catego- 

ries, see Tienson 1986. 
. We ourselves have pressed this concern recently; 

see Graham and Horgan 2000, and Horgan and 

Tienson (2001). 

Chalmers himself, however, has not presup- 
posed separatism and has left open the question 
of which aspects of mentality are by their nature 

phenomenal—and in particular, whether this is 
true for intentional states like occurrent beliefs and 

desires. See, for instance, section 3.3 of Chalmers 

1996, especially pp. 19-22. 
In “Philosophy as Rigorous Science” Husserl criti- 

cizes naturalists for holding that intentional states 

have natures. Conscious intentional states have es- 

sences, he says; they are essentially directed toward 

what they are directed toward. This is, in effect, the 

point we are making. When we say that intentional 

states are directed by their very nature toward what 

they are directed toward, we do not mean that inten- 

tional states have natures in the way in which chemi- 

cal and physical, and perhaps biological, kinds have 

natures. Thus, we concur with Husserl’s point, al- 

though we do not adopt his terminology. 
We thank William Lycan, Michael Lynch, Brian 
McLaughlin, Steve Tammelleo, Mark Timmons, 
and audiences at the University of Arizona and the 

2000 Society for Philosophy and Psychology for 
comments and discussion. Special thanks to David 

Chalmers and George Graham for their extensive 
and especially valuable help. 



B. Propositional Attitudes 

Empiricism and the Philosophy 
of Mind 
Wilfrid Sellars 

XI. Thoughts: The 
Classical View 

46. Recent empiricism has been of two minds 

about the status of thoughts. On the one hand, 

it has resonated to the idea that insofar as there 

are episodes which are thoughts, they are verbal 

or linguistic episodes. Clearly, however, even 

if candid overt verbal behaviors by people who 

had learned a language were thoughts, there 

are not nearly enough of them to account for 

all the cases in which it would be argued that 

a person was thinking. Nor can we plausibly 

suppose that the remainder is accounted for by 

those inner episodes which are often very clum- 

sily lumped together under the heading ‘verbal 

imagery.’ 

On the other hand, they have been tempted 

to suppose that the episodes which are referred 

to by verbs pertaining to thinking include all 

forms of ‘intelligent behavior,’ verbal as well 

as non-verbal, and that the ‘thought episodes’ 

which are supposed to be manifested by these 

behaviors are not really episodes at all, but 

rather hypothetical and mongrel hypothetical- 

categorical facts about these and still other be- 

haviors. This, however, runs into the difficulty 

that whenever we try to explain what we mean 

by calling a piece of nonhabitual behavior in- 

telligent, we seem to find it necessary to do so 

in terms of thinking. The uncomfortable feeling 

will not be downed that the dispositional ac- 

count of thoughts in terms of intelligent behav- 

ior is covertly circular. 

47. Now the classical tradition claimed that 

there is a family of episodes, neither overt 

verbal behavior nor verbal imagery, which are 

thoughts, and that both overt verbal behavior 

and verbal imagery owe their meaningfulness 

to the fact that they stand to these thoughts in 

the unique relation of ‘expressing’ them. These 

episodes are introspectable. Indeed, it was usu- 

ally believed that they could not occur without 

being known to occur. But this can be traced to a 

number of confusions, perhaps the most impor- 

tant of which was the idea that thoughts belong 

in the same general category as sensations, 

images, tickles, itches, etc. This mis-assimilation 

of thoughts to sensations and feelings was 

equally, as we saw in Sections 26 ff. above, a 

mis-assimilation of sensations and feelings to 

thoughts, and a falsification of both. The as- 

sumption that if there are thought episodes, they 

must be immediate experiences is common both 

to those who propounded the classical view and 

to those who reject it, saying that they ‘find no 

such experiences.’ If we purge the classical tra- 

dition of these confusions, it becomes the idea 

that to each of us belongs a stream of episodes, 

not themselves immediate experiences, to which 

we have privileged, but by no means either in- 

variable or infallible, access. These episodes can 

occur without being ‘expressed’ by overt verbal 

behavior, though verbal behavior is—in an im- 

portant sense—their natural fruition. Again, we 

can ‘hear ourselves think,’ but the verbal imag- 

ery which enables us to do this is no more the 

thinking itself than is the overt verbal behavior 

by which it is expressed and communicated to 

others. It is a mistake to suppose that we must be 

having verbal imagery—indeed, any imagery— 

when we ‘know what we are thinking’—in 

short, to suppose that ‘privileged access’ must 

be construed on a perceptual or quasi-perceptual 

model. 

Now, it is my purpose to defend such a re- 

vised classical analysis of our common-sense 

conception of thoughts, and in the course of 

Excerpted from H. Feigl and M. Scriven, ed., Minnesota Studies in the Philosophy of Science, 

vol. 1 (University of Minnesota Press, 1956), pp. 253-329. Reprinted with permission of the 

publisher. 
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doing so I shall develop distinctions which will 

later contribute to a resolution, in principle, of 

the puzzle of immediate experience. But before 

I continue, let me hasten to add that it will turn 

out that the view I am about to expound could, 

with equal appropriateness, be represented as a 

modified form of the view that thoughts are in- 

guistic episodes. 

XII. Our Rylean Ancestors 

48. But, the reader may well ask, in what sense 

can these episodes be ‘inner’ if they are not im- 

mediate experiences? and in what sense can 

they be ‘linguistic’ if they are neither overt 

linguistic performances, nor verbal imagery 

‘in foro interno’? | am going to answer these 

and the other questions I have been raising by 
making a myth of my own, or, to give it an air 

of up-to-date respectability, by writing a piece 

of science fiction—anthropological science 
fiction. Imagine a stage in prehistory in which 

humans are limited to what I shall call a Rylean 

language, a language of which the fundamental 

descriptive vocabulary speaks of public proper- 

ties of public objects located in Space and en- 

during through Time. Let me hasten to add that 

it is also Rylean in that although its basic re- 

sources are limited (how limited I shall be dis- 

cussing in a moment), its total expressive power 

is very great. For it makes subtle use not only 

of the elementary logical operations of conjunc- 

tion, disjunction, negation, and quantification, 

but especially of the subjunctive conditional. 

Furthermore, I shall suppose it to be character- 

ized by the presence of the looser logical rela- 

tions typical of ordinary discourse which are 

referred to by philosophers under the headings 

‘vagueness’ and ‘open texture.’ 

I am beginning my myth in medias res with 

humans who have already mastered a Rylean 

language, because the philosophical situation 

it is designed to clarify is one in which we are 

not puzzled by how people acquire a language 

for referring to public properties of public ob- 

jects, but are very puzzled indeed about how we 

learn to speak of inner episodes and immediate 

experiences, 

There are, I suppose, still some philosophers 

who are inclined to think that by allowing these 

mythical ancestors of ours the use ad libitum of 

subjunctive conditionals, we have, in effect, en- 

abled them to say anything that we can say when 

we speak of thoughts, experiences (seeing, hear- 

ing, etc.), and immediate experiences. I doubt 
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that there are many. In any case, the story I am 

telling is designed to show exactly how the idea 

that an intersubjective language must be Rylean 

rests on too simple a picture of the relation of 

intersubjective discourse to public objects. 

49. The questions I am, in effect, raising are 

‘What resources would have to be added to the 

Rylean language of these talking animals in order 

that they might come to recognize each other and 

themselves as animals that think, observe, and 

have feelings and sensations, as we use these 

terms?’ and ‘How could the addition of these re- 

sources be construed as reasonable?’ In the first 

place, the language would have to be enriched 

with the fundamental resources of semantical 

discourse—that is to say, the resources neces- 

sary for making such characteristically semanti- 

cal statements as ‘‘Rot’ means red,’ and *“Der 

Mond ist rund’ is true if and only if the moon 

is round.’ It is sometimes said, e.g., by Carnap 

1942, that these resources can be constructed out 

of the vocabulary of formal logic, and that they 

would therefore already be contained, in princi- 

ple, in our Rylean language. I have criticized this 

idea in another place (1963) and shall not discuss 

it here. In any event, a decision on this point is 

not essential to the argument. 

Let it be granted, then, that these mythi- 

cal ancestors of ours are able to characterize 

each other’s verbal behavior in semantical 

terms; that, in other words, they not only can 

talk about each other’s predictions as causes 

and effects, and as indicators (with greater or 

less reliability) of other verbal and nonver- 

bal states of affairs, but can also say of these 

verbal productions that they mean thus and so, 

that they say that such and such, that they are 

true, false, etc. And let me emphasize, as was 

pointed out in Section 31 above, that to make 

a semantical statement about a verbal event is 

not a shorthand way of talking about its causes 

and effects, although there is a sense of ‘imply’ 

in which semantical statements about verbal 

productions do imply information about the 

causes and effects of these productions. Thus, 

when I say ‘‘Es regnet’ means it is raining,’ my 

statement ‘implies’ that the causes and effects 

of utterances of ‘Es regnet’ beyond the Rhine 

parallel the causes and effects of utterances of 

‘It is raining’ by myself and other members 
of the English-speaking community. And if it 
didn’t imply this, it couldn’t perform its role. 
But this is not to say that semantical statements 
are definitional shorthand for statements about 
the causes and effects of verbal performances. 
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50. With the resources of semantical dis- 

course, the language of our fictional ancestors 

has acquired a dimension which gives consid- 

erably more plausibility to the claim that they 

are in a position to talk about thoughts just as 

we are. For characteristic of thoughts is their 

intentionality, reference, or aboutness, and it 

is clear that semantical talk about the meaning 

or reference of verbal expressions has the same 

structure as mentalistic discourse concerning 

what thoughts are about. It is therefore all the 

more tempting to suppose that the intentional- 

ity of thoughts can be traced to the application 

of semantical categories to overt verbal perfor- 

mances, and to suggest a modified Rylean ac- 

count according to which talk about so-called 

‘thoughts’ is shorthand for hypothetical and 

mongrel categorical-hypothetical statements 

about overt verbal and nonverbal behavior, and 

that talk about the intentionality of these ‘epi- 

sodes’ is correspondingly reducible to semanti- 

cal talk about the verbal components. 

What is the alternative? Classically it has 

been the idea that not only are there overt verbal 

episodes which can be characterized in seman- 

tical terms, but, over and above these, there are 

certain inner episodes which are properly char- 

acterized by the traditional vocabulary of inten- 

tionality. And, of course, the classical scheme 

includes the idea that semantical discourse 

about overt verbal performances is to be ana- 

lyzed in terms of talk about the intentionality 

of the mental episodes which are ‘expressed’ 

by these overt performances. My immediate 

problem is to see if I can reconcile the classi- 

cal idea of thoughts as inner episodes which are 

neither overt behavior nor verbal imagery and 

which are properly referred to in terms of the 

vocabulary of intentionality, with the idea that 

the categories of intentionality are, at bottom, 

semantical categories pertaining to overt verbal 

performances.’ 

XIII. Theories and Models 

51. But what might these episodes be? And, in 

terms of our science fiction, how might our an- 

cestors have come to recognize their existence? 

The answer to these questions is surprisingly 

straightforward, once the logical space of our 

discussion is enlarged to include a distinction, 

central to the philosophy of science, between 

the language of theory and the language of ob- 

servation. Although this distinction is a familiar 

one, I shall take a few paragraphs to highlight 
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those aspects of the distinction which are of 

greatest relevance to our problem. 

Informally, to construct a theory is, in its 

most developed or sophisticated form, to pos- 

tulate a domain of entities which behave in 

certain ways set down by the fundamental prin- 

ciples of the theory, and to correlate—perhaps, 

in a certain sense to identify—complexes of 

these theoretical entities with certain non- 

theoretical objects or situations; that is to say, 

with objects or situations which are either mat- 

ters of observable fact or, in principle at least, 

describable in observational terms. This ‘cor- 

relation’ or ‘identification’ of theoretical with 

observational states of affairs is a tentative one 

‘until further notice,’ and amounts, so to speak, 

to erecting temporary bridges which permit 

the passage from sentences in observational 

discourse to sentences in the theory, and vice 

versa. Thus, for example, in the kinetic theory 

of gases, empirical statements of the form ‘Gas 

g at such and such a place and time has such and 

such a volume, pressure, and temperature’ are 

correlated with theoretical statements specify- 

ing certain statistical measures of populations 

of molecules. These temporary bridges are so 

set up that inductively established laws per- 

taining to gases, formulated in the language 

of observable fact, are correlated with derived 

propositions or theorems in the language of the 

theory, and that no proposition in the theory is 

correlated with a falsified empirical generaliza- 

tion. Thus, a good theory (at least of the type we 

are considering) ‘explains’ established empiri- 

cal laws by deriving theoretical counterparts of 

these laws from a small set of postulates relat- 

ing to unobserved entities. 

These remarks, of course, barely scratch the 

surface of the problem of the status of theories 

in scientific discourse. And no sooner have 

I made them, than I must hasten to qualify 

them—almost beyond recognition. For while 

this by now classical account of the nature of 

theories (one of the earlier formulations of 

which is due to Norman Campbell 1920, and 

which is to be bound more recently in the writ- 

ings of Carnap 1953; Reichenbach 1928, 1938; 

Hempel 1952; and Braithwaite 1953) does 

throw light on the logical status of theories, it 

emphasizes certain features at the expense of 

others. By speaking of the construction of a 

theory as the elaboration of a postulate system 

which is tentatively correlated with obser- 

vational discourse, it gives a highly artificial 

and unrealistic picture of what scientists have 

actually done in the process of constructing 
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theories. I don’t wish to deny that logically so- 

phisticated scientists today might and perhaps, 

on occasion, do proceed in true logistical style. 

I do, however, wish to emphasize two points: 

(1) The first is that the fundamental assump- 

tions of a theory are usually developed not by 

constructing uninterpreted calculi which might 

correlate in the desired manner with observa- 

tional discourse, but rather by attempting to find 

a model, i.e. to describe a domain of familiar 

objects behaving in familiar ways such that we 

can see how the phenomena to be explained 

would arise if they consisted of this sort of 

thing. The essential thing about a model is that 

it is accompanied, so to speak, by a commen- 

tary which qualifies or limits—but not precisely 

nor in all respects—the analogy between the fa- 

miliar objects and the entities which are being 

introduced by the theory. It is the descriptions 

of the fundamental ways in which the objects 

in the model domain, thus qualified, behave, 

which, transferred to the theoretical entities, 

correspond to the postulates of the logistical 

picture of theory construction. 

(2) But even more important for our purposes 

is the fact that the logistical picture of theory 

construction obscures the most important thing 

of all, namely that the process of devising ‘the- 
oretical’ explanations of observable phenom- 

ena did not spring full-blown from the head of 

modern science. In particular, it obscures the 

fact that not all common-sense inductive infer- 

ences are of the form 

All observed A’s have been B, therefore 

(probably) all A’s are B. 

or its statistical counterparts, and leads one 

mistakenly to suppose that so-called ‘hypo- 

theticdeductive’ explanation is limited to the 

sophisticated stages of science. The truth of the 

matter, as I shall shortly be illustrating, is that 

science is continuous with common sense, and 

the ways in which the scientist seeks to explain 

empirical phenomena are refinements of the 

ways in which plain men, however crudely and 

schematically, have attempted to understand 

their environment and their fellow men since 

the dawn of intelligence. It is this point which 
I wish to stress at the present time, for I am 

going to argue that the distinction between the- 

oretical and observational discourse is involved 
in the logic of concepts pertaining to inner epi- 

sodes. I say ‘involved in’ for it would be para- 

doxical and, indeed, incorrect, to say that these 

concepts are theoretical concepts. 
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52. Now I think it fair to say that some light 
has already been thrown on the expression 

‘inner episodes’; for while it would indeed be a 

category mistake to suppose that the inflamma- 

bility of a piece of wood is, so to speak, a hidden 

burning which becomes overt or manifest when 

the wood is placed on the fire, not all the unob- 

servable episodes we suppose to go on in the 

world are the offspring of category mistakes. 

Clearly it is by no means an illegitimate use of 

‘in’—though it is a use which has its own logi- 

cal grammar—to say, for example, that ‘in’ the 

air around us there are innumerable molecules 

which, in spite of the observable stodginess of 

the air, are participating in a veritable turmoil 

of episodes. Clearly, the sense in which these 

episodes are ‘in’ the air is to be explicated in 

terms of the sense in which the air ‘is’ a popula- 

tion of molecules, and this, in turn, in terms of 

the logic of the relation between theoretical and 

observational discourse. 
I shall have more to say on this topic in a 

moment. In the meantime, let us return to our 

mythical ancestors. It will not surprise my read- 

ers to learn that the second stage in the enrich- 

ment of their Rylean language is the addition 

of theoretical discourse. Thus we may suppose 

these language-using animals to elaborate, 

without methodological sophistication, crude, 

sketchy, and vague theories to explain why 

things which are similar in their observable 

properties differ in their causal properties, and 

things which are similar in their causal proper- 

ties differ in their observable properties. 

XIV. Methodological versus 
Philosophical Behaviorism 

53. But we are approaching the time for the 

central episode in our myth. I want you to sup- 

pose that in this Neo-Rylean culture there now 

appears a genius—let us call him Jones—who 
is an unsung forerunner of the movement in 

psychology, once revolutionary, now common- 

place, known as Behaviorism. Let me empha- 

size that what I have in mind is Behaviorism as 

a methodological thesis, which I shall be con- 

cerned to formulate. For the central and guiding 
theme in the historical complex known by this 

term has been a certain conception, or family 

of conceptions, of how to go about building a 
science of psychology. 

Philosophers have sometimes supposed that 
Behaviorists are, as such, committed to the 
idea that our ordinary mentalistic concepts 
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are analyzable in terms of overt behavior. But 

although behaviorism has often been char- 

acterized by a certain metaphysical bias, it 

is not a thesis about the analysis of existing 

psychological concepts, but one which con- 

cerns the construction of new concepts. As a 

methodological thesis, it involves no commit- 

ment whatever concerning the logical analysis 

of common-sense mentalistic discourse, nor 

does it involve a denial that each of us has a 

privileged access to our state of mind, nor that 

these states of mind can properly be described 

in terms of such common-sense concepts as be- 

lieving, wondering, doubting, intending, wish- 

ing, inferring, etc. If we permit ourselves to 

speak of this privileged access to our states of 

mind as ‘introspection,’ avoiding the implica- 

tion that there is a ‘means’ whereby we ‘see’ 

what is going on ‘inside,’ as we see external 

circumstances by the eye, then we can say that 

Behaviorism, as I shall use the term, does not 

deny that there is such a thing as introspection, 

nor that it is, on some topics, at least, quite reli- 

able. The essential point about ‘introspection’ 

from the standpoint of Behaviorism is that we 

introspect in terms of common sense mentalis- 

tic concepts. And while the Behaviorist admits, 

as anyone must, that much knowledge is em- 

bodied in common-sense mentalistic discourse, 

and that still more can be gained in the future 

by formulating and testing hypotheses in terms 

of them, and while he admits that it is perfectly 

legitimate to call such a psychology ‘scientific,’ 

he proposes, for his own part, to make no more 

than a heuristic use of mentalistic discourse, 

and to construct his concepts “from scratch’ 

in the course of developing his own scientific 

account of the observable behavior of human 

organisms. 

54. But while it is quite clear that scientific 

Behaviorism is not the thesis that common- 

sense psychological concepts are analyzable 

into concepts pertaining to overt behavior—a 

thesis which has been maintained by some phi- 

losophers and which may be called ‘analytical’ 

or ‘philosophical’ Behaviorism—it is often 

thought that Behaviorism is committed to the 
idea that the concepts of a behavioristic psy- 

chology must be so analyzable, or, to put things 

right side up, that properly introduced behav- 

ioristic concepts must be built by explicit defi- 

nition—in the broadest sense—from a basic 

vocabulary pertaining to overt behavior. The 

Behaviorist would thus be saying ‘Whether or 

not the mentalistic concepts of everyday life 

are definable in terms of overt behavior, I shall 
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ensure that this is true of the concepts that I 

shall employ.” And it must be confessed that 

many behavioristically oriented psychologists 

have believed themselves committed to this 

austere program of concept formation. 

Now I think it reasonable to say that, thus 

conceived, the behavioristic program would 

be unduly restrictive. Certainly, nothing in the 

nature of sound scientific procedure requires 

this self-denial. Physics, the methodological 

sophistication of which has so impressed— 

indeed, overly impressed—the other sciences, 

does not lay down a corresponding restriction 

on its concepts, nor has chemistry been built in 

terms of concepts explicitly definable in terms 

of the observable properties and behavior of 

chemical substances. The point I am making 

should now be clear. The behavioristic require- 

ment that all concepts should be introduced in 

terms of a basic vocabulary pertaining to overt 

behavior is compatible with the idea that some 

behavioristic concepts are to be introduced as 

theoretical concepts. 

55. It is essential to note that the theoretical 

terms of a behavioristic psychology are not only 

not defined in terms of overt behavior, they are 

also not defined in terms of nerves, synapses, 

neural impulses, etc., etc. A behavioristic theory 

of behavior is not, as such, a physiological ex- 

planation of behavior. The ability of a frame- 

work of theoretical concepts and propositions 

successfully to explain behavioral phenomena 

is logically independent of the identification 

of these theoretical concepts with concepts of 

neurophysiology. What is true—and this is a 

logical point—is that each special science deal- 

ing with some aspect of the human organism 

operates within the frame of a certain regulative 

ideal, the ideal of a coherent system in which the 

achievements of each have an intelligible place. 

Thus, it is part of the Behaviorist’s business to 

keep an eye on the total picture of the human 

organism which is beginning to emerge. And if 

the tendency to premature identification is held 

in check, there may be considerable heuristic 

value in speculative attempts at integration; 

though, until recently, at least, neurophysiolog- 

ical speculations in behavior theory have not 

been particularly fruitful. And while it is, I sup- 

pose, noncontroversial that when the total sci- 

entific picture of man and his behavior is in, it 

will involve some identification of concepts in 

behavior theory with concepts pertaining to the 

functioning of anatomical structures, it should 

not be assumed that behavior theory is commit- 

ted ab initio to a physiological identification 
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of all its concepts,—that its concepts are, so to 

speak, physiological from the start. 

We have, in effect, been distinguish- 

ing between two dimensions of the logic (or 

‘methodologic’) of theoretical terms: (a) their 

role in explaining the selected phenomena 

of which the theory is the theory; (b) their 

role as candidates for integration in what we 

have called the ‘total picture.’ These roles are 

equally part of the logic, and hence the ‘mean- 

ing,’ of theoretical terms. Thus, at any one time 

the terms in a theory will carry with them as 

part of their logical force that which it is rea- 

sonable to envisage—whether schematically 

or determinately—as the manner of their inte- 

gration. However, for the purposes of my ar- 

gument, it will be useful to refer to these two 

roles as though it were a matter of a distinction 

between what I shall call pure theoretical con- 

cepts, and hypotheses concerning the relation 

of these concepts to concepts in other special- 

ties. What we can say is that the less a scientist 

is in a position to conjecture about the way in 

which a certain theory can be expected to inte- 

grate with other specialities, the more the con- 

cepts of his theory approximate to the status of 

pure theoretical concepts. To illustrate: We can 

imagine that Chemistry developed a sophisti- 

cated and successful theory to explain chemical 

phenomena before either electrical or magnetic 

phenomena were noticed; and that chemists 

developed as pure theoretical concepts, certain 

concepts which it later became reasonable to 

identify with concepts belonging to the frame- 

work of electromagnetic theory. 

XV. The Logic of Private 
Episodes: Thoughts 

56. With these all too sketchy remarks on 

Methodological Behaviorism under our belts, 

let us return once again to our fictional ances- 

tors. We are now in a position to characterize 

the original Rylean language in which they 

described themselves and their fellows as not 

only a behavioristic language, but a behay- 

ioristic language which is restricted to the 

non-theoretical vocabulary of a behavioristic 

psychology. Suppose, now, that in the attempt to 

account for the fact that his fellow men behave 

intelligently not only when their conduct is 

threaded on a string of overt verbal episodes— 

that is to say, as we would put it, when they 

‘think out loud’—but also when no detect- 

able verbal output is present, Jones develops a 
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theory according to which overt utterances are 

but the culmination of a process which begins 

with certain inner episodes. And let us suppose 

that his model for these episodes which initiate 

the events which culminate in overt verbal be- 

havior is that of overt verbal behavior itself. In 

other words, using the language of the model, 

the theory is to the effect that overt verbal be- 

havior is the culmination of a process which 

begins with ‘inner speech.’ 

It is essential to bear in mind that what Jones 

means by ‘inner speech’ is not to be confused 

with verbal imagery. As a matter of fact, Jones, 

like his fellows, does not as yet even have the 

concept of an image. 

It is easy to see the general lines a Jonesean 

theory will take. According to it the true cause 

of intelligent nonhabitual behavior is ‘inner 

speech.’ Thus, even when a hungry person 

overtly says ‘Here is an edible object’ and pro- 

ceeds to eat it, the true—theoretical—cause of 

his eating, given his hunger, is not the overt 

utterance, but the ‘inner utterance of this 

sentence.’ 

57. The first thing to note about the Jonesean 

theory is that, as built on the model of speech 

episodes, it carries over to these inner episodes 

the applicability of semantical categories. Thus, 

just as Jones has, like his fellows, been speak- 

ing of overt utterances as meaning this or that, 

or being about this or that, so he now speaks of 

these inner episodes as meaning this or that, or 

being about this or that. 

The second point to remember is that al- 

though Jones’ theory involves a model, it is not 

identical with it. Like all theories formulated in 

terms of a model, it also includes a commentary 

on the model; a commentary which places more 

or less sharply drawn restrictions on the anal- 

ogy between the theoretical entities and the en- 

tities of the model. Thus, while his theory talks 

of ‘inner speech,’ the commentary hastens to 

add that, of course, the episodes in question are 

not the wagging of a hidden tongue, nor are any 

sounds produced by this ‘inner speech.’ 

58. The general drift of my story should now 

be clear. I shall therefore proceed to make the 

essential points quite briefly: 

(1) What we must suppose Jones to have de- 

veloped is the germ of a theory which permits 
many different developments. We must not pin 
it down to any of the more sophisticated forms 
it takes in the hands of classical philosophers. 
Thus, the theory need not be given a Socratic or 
Cartesian form, according to which this ‘inner 
speech’ is a function of a separate substance; 
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though primitive peoples may have had good 

reason to suppose that humans consist of two 
separate things. 

(2) Let us suppose Jones to have called these 

discursive entities thoughts. We can admit at 

once that the framework of thoughts he has in- 

troduced is a framework of ‘unobserved,’ ‘non- 

empirical’ ‘inner’ episodes. For we can point 

out immediately that in these respects they are 

no worse off than the particles and episodes 

of physical theory. For these episodes are ‘in’ 

language-using animals as molecular impacts 

are ‘in’ gases, not as ‘ghosts’ are in ‘machines.’ 

They are ‘nonempirical’ in the simple sense 

that they are theoretical—not definable in ob- 

servational terms. Nor does the fact that they 

are, as introduced, unobserved entities imply 

that Jones could not have good reason for sup- 

posing them to exist. Their ‘purity’ is not a 

metaphysical purity, but, so to speak, a method- 

ological purity. As we have seen, the fact that 

they are not introduced as physiological entities 

does not preclude the possibility that at a later 

methodological stage, they may, so to speak, 

‘turn out’ to be such. Thus, there are many who 

would say that it is already reasonable to sup- 

pose that these thoughts are to be ‘identified’ 

with complex events in the cerebral cortex 

functioning along the lines of a calculating ma- 

chine. Jones, of course, has no such idea. 
(3) Although the theory postulates that overt 

discourse is the culmination of a process which 

begins with ‘inner discourse,’ this should not 

be taken to mean that overt discourse stands to 

‘inner discourse’ as voluntary movements stand 

to intentions and motives. True, overt linguis- 

tic events can be produced as means to ends. 

But serious errors creep into the interpretation 

of both language and thought if one interprets 

the idea that overt linguistic episodes express 

thoughts, on the model of the use of an in- 

strument. Thus, it should be noted that Jones’ 

theory, as I have sketched it, is perfectly com- 

patible with the idea that the ability to have 

thoughts is acquired in the process of acquiring 

overt speech and that only after overt speech is 

well established, can ‘inner speech’ occur with- 

out its overt culmination. 
(4) Although the occurrence of overt speech 

episodes which are characterizable in semanti- 

cal terms is explained by the theory in terms 

of thoughts which are also characterized in se- 

mantical terms, this does not mean that the idea 

that overt speech ‘has meaning’ is being ana- 

lyzed in terms of the intentionality of thoughts. 

It must not be forgotten that the semantical 
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characterization of overt verbal episodes is the 

primary use of semantical terms, and that overt 

linguistic events as semantically characterized 

are the model for the inner episodes introduced 

by the theory. 

(5) One final point before we come to the 

dénouement of the first episode in the saga of 

Jones. It cannot be emphasized too much that 

although these theoretical discursive episodes 

or thoughts are introduced as inner episodes— 

which is merely to repeat that they are intro- 

duced as theoretical episodes—they are not 

introduced as immediate experiences. Let me 

remind the reader that Jones, like his Neo- 
Rylean contemporaries, does not as yet have 

this concept. And even when he, and they, ac- 

quire it, by a process which will be the second 

episode in my myth, it will only be the philoso- 

phers among them who will suppose that the 

inner episodes introduced for one theoretical 

purpose—thoughts—must be a subset of im- 

mediate experiences, inner episodes introduced 

for another theoretical purpose. 

59. Here, then, is the dénouement. I have sug- 

gested a number of times that although it would 

be most misleading to say that concepts per- 

taining to thinking are theoretical concepts, yet 

their status might be illuminated by means of 

the contrast between theoretical and nontheo- 

retical discourse. We are now in a position to 

see exactly why this is so. For once our ficti- 

tious ancestor, Jones, has developed the theory 

that overt verbal behavior is the expression of 

thoughts, and taught his compatriots to make 

use of the theory in interpreting each other’s 

behavior, it is but a short step to the use of this 

language in self-description. Thus, when Tom, 

watching Dick, has behavioral evidence which 

warrants the use of the sentence (in the lan- 

guage of the theory) ‘Dick is thinking ‘p’ ‘ (or 

‘Dick is thinking that p’), Dick, using the same 

behavioral evidence, can say, in the language 

of the theory, ‘I am thinking ‘p’ * (or ‘I am 

thinking that p.’) And it now turns out—need 

it have?—that Dick can be trained to give rea- 

sonably reliable self-descriptions, using the lan- 

guage of the theory, without having to observe 

his overt behavior. Jones brings this about, 

roughly, by applauding utterances by Dick 

of ‘I am thinking that p’ when the behavioral 

evidence strongly supports the theoretical state- 

ment ‘Dick is thinking that p’; and by frowning 

on utterances of ‘I am thinking that p,’ when the 

evidence does not support this theoretical state- 

ment. Our ancestors begin to speak of the privi- 

leged access each of us has to his own thoughts. 
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What began as a language with a purely theo- 

retical use has gained a reporting role. 

As I see it, this story helps us understand 

that concepts pertaining to such inner episodes 
as thoughts are primarily and essentially inter- 

subjective, as intersubjective as the concept 

of a positron, and that the reporting role of 

these concepts—the fact that each of us has 

a privileged access to his thoughts—consti- 

tutes a dimension of the use of these concepts 

which is built on and presupposes this inter- 

subjective status. My myth has shown that 

the fact that language is essentially an inter- 

subjective achievement, and is learned in in- 

tersubjective contexts—a fact rightly stressed 
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in modern psychologies of language, thus by 

B. F. Skinner 1945, and by certain philoso- 

phers, e.g. Carnap 1933, Wittgenstein 1953— 

is compatible with the ‘privacy’ of ‘inner 

episodes.’ It also makes clear that this privacy 

is not an ‘absolute privacy.’ For if it recog- 

nizes that these concepts have a reporting use 

in which one is not drawing inferences from 

behavioral evidence, it nevertheless insists 

that the fact that overt behavior is evidence 

for these episodes is built into the very logic 

of these concepts, just as the fact that the ob- 
servable behavior of gases is evidence for mo- 

lecular episodes is built into the very logic of 

molecule talk... . 
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Propositional Attitudes 

Jerry A. Fodor 

Some philosophers (Dewey, for example, and 

maybe Austin) hold that philosophy is what you 

do to a problem until it’s clear enough to solve 

it by doing science. Others (Ryle, for example, 

and maybe Wittgenstein) hold that if a philo- 

sophical problem succumbs to empirical meth- 

ods, that shows it wasn’t really philosophical 

to begin with. Either way, the facts seem clear 

enough: questions first mooted by philosophers 

are sometimes co-opted by people who do ex- 

periments. This seems to be happening now to 

the question: ‘what are propositional attitudes?’ 

and cognitive psychology is the science of note. 

One way to elucidate this situation is to ex- 

amine theories that cognitive psychologists 

endorse, with an eye to explicating the account 

of propositional attitudes that the theories pre- 

suppose. That was my strategy in Fodor 1975. 

In this paper, however, I’ll take another tack. 

I want to outline a number of a priori conditions 

which, on my view, a theory of propositional 

attitudes (PAs) ought to meet. I'll argue that, 

considered together, these conditions pretty 

clearly demand a treatment of PAs as relations 

between organisms and internal representa- 

tions; precisely the view that the psychologists 

have independently arrived at. I'll thus be argu- 

ing that we have good reasons to endorse the 

psychologists’ theory even aside from the em- 

pirical exigencies that drove them to it. I take it 

that this convergence between what’s plausible 

a priori and what’s demanded ex post facto is 

itself a reason for believing that the theory is 

probably true. 
Three preliminary remarks: first, I’m not 

taking ‘a priori’ all that seriously. Some of the 

points I’ll be making are, I suppose, strictly 

conceptual, but others are merely self-evident. 
What I’ve got is a set of glaring facts about 

propositional attitudes. I don’t doubt that we 

might rationally adopt an account of the atti- 

tudes which contravenes some, or maybe even 

all of them. But the independent evidence for 

such an account would have to be extremely 

persuasive or I, for one, would get the jitters. 

Second, practically everything Ill say about 

the attitudes has been said previously in the 

philosophical literature. All I’ve done is bring 

the stuff together. I do think, however, that 

the various constraints that I’Il discuss illumi- 

nate each other; it is only when one attempts 

to satisfy them all at once that one sees how 

univocal their demands are. Finally, though 

I intend what I say to apply, mutatis mutan- 

dis, to PAs at large, I shall run the discussion 

pretty much exclusively on beliefs and wants. 

These seem to be the root cases for a system- 

atic cognitive psychology; thus learning and 

perception are presumably to be treated as va- 

rieties of the fixation of belief, and the theory 

of action is presumably continuous with the 

theory of utility.! 
Here, then, are my conditions, with comments. 

I. Propositional attitudes should be ana- 

lyzed as relations. In particular, the verb 

in a sentence like ‘John believes it’s rain- 

ing’ expresses a relation between John 

and something else, and a token of that 

sentence is true if John stands in the 

belief-re!ation to that thing.’ Equivalently, 

for these purposes, “it’s raining’ is a term 

in ‘John believes it’s raining.’* I have 

three arguments for imposing condition I, 

all of them inconclusive. 

I-a) It’s intuitively plausible. ‘Believes’ 

looks like a two-place relation, and it 

would be nice if our theory of belief per- 

mitted us to save the appearances. 

No doubt, appearances sometimes deceive. 

The ‘’s’ in ‘Mary’s sake’ looks like expressing 

a relation (of possession) between Mary and a 

sake; but it doesn’t, or so we’re told. In fact, 

‘Mary’s sake’ doesn’t look very relational, since 

x’s sake would surely qualify as an idiom even 

if we had no ontological scruples to placate. 

There’s something syntactically wrong with: 

TMary’s sake is Fer than Bill’s1, “Mary has a 

(little) sake,’ etc. For that matter, there’s some- 

thing syntactically wrong with ‘a sake’ tout 

court. Yet, we'd expect all such expressions 

to be well-formed if ‘Mary’s sake’ contained 

From The Monist 61 (1978): pp. 573-91. Copyright ©, The Monist, Peru, Illinois 61354. 

Reprinted with permission of the publisher. 

423 



424 

a true possessive. ‘Mary’s sake’ doesn’t bear 

comparison with ‘Mary’s lamb.’ 

Still, there are some cases of non-idiomatic 

expressions which appear to be relational, but 

which, upon reflection, maybe aren’t. ‘Mary’s 

voice’ goes through the transformations even 

if ‘Mary’s sake’ does not (Dennett 1969). Yet 

there aren’t, perhaps, such things as voices, 

and, if there aren’t, ‘Mary’s voice’ can’t refer 

in virtue of a relation between Mary and one 

of them.‘ I think it is fair to view the ‘surface’ 

grammar as ontologically misleading in these 

cases, but only because we know how to trans- 

late into more parsimonious forms. “Mary has a 

good voice (bad voice; little voice; better voice 

than Bill’s)’ goes over, pretty much without res- 

idue, into ‘Mary sings well (badly, weakly, less 

well than Bill).’ If, however, we were unable to 

provide (or, anyhow, to envision providing) the 

relevant translations, what right would we have 

to view such expressions as ontologically pro- 

miscuous? ‘Bill believes it’s raining’ is not an 

idiom, and there is, so far as anybody knows, no 

way of translating sentences nominally about 

beliefs into sentences of reduced ontological 

load. (Behaviorists used to think such trans- 

lations might be forthcoming, but they were 

wrong.) We must, then, either take the apparent 

ontological commitments seriously or admit to 

playing fast and loose. 

I-b) Existential Generalization applies to the 

syntactic objects of verbs of propositional 

attitude; from ‘John believes it’s rain- 

ing’ we can infer ‘John believes some- 

thing’ and ‘there is something that John 

believes’ (viz., that it’s raining). EG may 

not be criterial for ontological commit- 

ment, but it is surely a straw in the wind.® 

I-c) The only known alternative to the view 

that verbs of propositional attitude ex- 

press relations is that they are (semanti- 

cally) ‘fused’ with their objects, and that 

view would seem to be hopeless.°® 

The fusion story is the proposal that sentences 

like ‘John believes it’s raining’ ought really to 

be spelled ‘John believes-it’s-raining’; that the 

logical form of such sentences acknowledges a 

referring expression (‘John’) and a one-place 

predicate with no internal structure (‘believes- 

it’s-raining’). ‘John believes it’s raining’ is thus 

an atomic sentence, similar au fond to ‘John is 
purple.’ 

Talk about counter-intuitive! Moreover: 

1. There are infinitely many (semantically 

distinct) sentences of the form a believes 
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complement. If all such sentences are 

atomic, how is English learned? (Davidson 

1965). 
2. Different propositional attitudes are often 

‘focused’ on the same content; for ex- 

ample, one can both fear and believe 

that it will rain on Tuesday. But, on the 

fusion view, ‘John fears that it will rain 

on Tuesday’ has nothing in common with 

‘John believes that it will rain on Tuesday’ 

save only the reference to John. In particu- 

lar, it’s an accident that the form of words 

‘it will rain on Tuesday’ occurs in both. 

3. Similarly, different beliefs can be related 

in such ways as the following: John thinks 

Sam is nice; Mary thinks Sam is nasty. 

Under ordinary English representation 

these beliefs overlap at the ‘Sam’ position, 

so the notation sustains the intuition that 

John and Mary disagree about Sam. But, if 

the fusion view is correct, ‘John thinks Sam 

is nice’ and ‘Mary thinks Sam is nasty’ 

have no more in common at the level of ca- 

nonical notation than, say, ‘John eats’ and 

‘Mary swims.’ Talk about imperspicuous! 

In respect of saving the intuitions, the 

recommended reconstruction does worse 

than the undisciplined orthography that we 

started with.’ (For that matter, there’s noth- 

ing in ‘believes-that-S7 to suggest that it’s 

about believing. Here too "believes that 91 

does much better.) 

4. It could hardly be an accident that the de- 

clarative sentences of English constitute 

the (syntactic) objects of verbs like ‘be- 

lieve.’ Whereas, on the fusion view it’s 

precisely an accident; the complement of 

‘believes’ in ‘John believes it’s raining’ 

bears no more relation to the sentence ‘It’s 

raining’ than, say, the word ‘dog’ bears to 

the first syllable of ‘dogmatic.’ 

5. On the fusion view, it’s a sheer accident 

that if ‘John believes it’s raining’ is true, 

then what John believes is true if ‘it’s rain- 

ing’ is true. But this, surely, is one accident 

too many. Surely the identity between the 

truth conditions on John’s belief when he 

believes Fa, and those on the correspond- 

ing sentence ‘a is F. must be what con- 

nects the theory of sentence interpretation 

with the theory of PAs (and what explains 

our using ‘it’s raining,’ and not some other 

form of words, to specify which belief 

John has when he believes it’s raining). 

It’s the mark of a bad theory that it makes the 
data look fortuitous. I conclude that the fusion 
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story is not to be taken very seriously; that nei- 

ther the philosophy of language nor the philoso- 

phy of mind is advanced just by proliferating 

hyphens. But the fusion story is (de facto) the 

only alternative to the view that ‘believe’ ex- 

presses a relation. Hence, first blush, we had 

better assume that ‘believe’ does express a rela- 

tion and try to find an account of propositional 

attitudes which comports with that assumption. 

I. A theory of PAs should explain the paral- 

lelism between verbs of PA and verbs of 

saying. (“Vendler’s Condition”). 

Rather generally, the things we can be said 

to believe (want, hope, regret, etc.) are the very 

things that we can be said to say (assert, state, 

etc.). So, John can either believe or assert that 

it’s about to blow; he can either hope that or 

inquire whether somebody has reefed the 

main; he can either doubt or demand that the 

crew should douse the Genny. Moreover, as 

Vendler 1972 has shown, there are interest- 

ing consequences of classifying verbs of PA 

(on the one hand) and verbs of saying (on the 

other) by reference to the syntax of their object 

complements. It turns out that the taxonomies 

thus engendered are isomorphic down to sur- 

prisingly fine levels of grain. Now, of course, 

this could be just an accident, as could the 

semantic and syntactic parallelisms between 

the complements of verbs of PA and free- 

standing declaratives (see above). Certainly, 

it’s a substantial inference from the syntactic 

similarities that Vendler observes to the con- 

clusion he draws: that the object of assertion 

is identical with the object of belief. Suffice it 

for now to make the less ambitious point: we 

should prefer a theory which explains the facts 

to one which merely shrugs its shoulders; viz. 

a theory which satisfies Vendler’s condition to 

a theory which does not. 

II. A theory of propositional attitudes should 

account for their opacity (“Frege’s 

Condition’). 

Thus far, I have stressed logico-syntactic 

analogies between the complements of belief 

clauses and the corresponding free-standing de- 

claratives. However, it has been customary in 

the philosophical literature since Frege to stress 

one of their striking disanalogies: the former 

are, in general, opaque to inferential operations 

to which the latter are, in general, transparent. 

Since this aspect of the behavior of sentences 

that ascribe propositional attitudes has so domi- 
nated the philosophical discussion, I shall make 
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the point quite briefly here. Sentences contain- 

ing verbs of PA are not, normally, truth func- 

tions of their complements. Moreover, contexts 

subordinated to verbs of PA are normally them- 

selves non-truth functional, and EG and sub- 

stitution of identicals may apply at syntactic 

positions in a free-standing declarative while 

failing at syntactically comparable positions in 

belief sentences. A theory of PAs should ex- 

plain why all this is so. 

It should be acknowledged that, however 

gross the inadequacies of the fusion view, it 

does at least provide an account of proposi- 

tional attitudes which meets Frege’s condition. 

If S doesn’t so much as occur in ‘John believes 

S71 it’s hardly surprising that the one should 

fail to be a truth function of the other; simi- 

larly, if ‘Mary’ doesn’t occur in ‘Bill believes 

that John bit Mary,’ it’s hardly surprising that 

the sentence doesn’t behave the way it would 

if ‘Mary’ occurred referentially. The method- 

ological moral is perhaps that Frege’s condition 

underconstrains a theory of PAs; ideally, an ac- 

ceptable account of opacity should follow from 

a theory that is independently plausible. 

IV. The objects of propositional attitudes have 

logical form (“Aristotle’s Condition’). 

Mental states (including, especially, token 

havings of propositional attitudes)  inter- 

act causally. Such interactions constitute the 

mental processes which eventuate (inter alia) in 

the behaviors of organisms. Now, it is crucial to 

the whole program of explaining behavior by 

reference to mental states that the propositional 

attitudes belonging to these chains are typically 

non-arbitrarily related in respect of their con- 

tent (taking the ‘content’ of a propositional at- 

titude, informally, to be whatever it is that the 

complement of the corresponding PA-ascribing 

sentence expresses). 

This is not an a priori claim, though perhaps 

it is a transcendental one. For, though one can 

imagine the occurrence of causal chains of 

mental states which are not otherwise related 

(as, e.g., a thought that two is a prime number, 

causing a desire for tea, causing an intention to 

recite the alphabet backwards, causing an ex- 

pectation of rain) and though such sequences 

doubtless actually occur (in dreams, say, and in 

madness) still if a// our mental life were like 

this, it’s hard to see what point ascriptions of 

contents to mental states would have. Even 

phenomenology presupposes some correspon- 

dence between the content of our beliefs and 

the content of our beliefs about our beliefs; else 
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there would be no coherent introspections for 

phenomenologists to report. 

The paradigm situation—the grist for the 

cognitivist’s mill—is the one where proposi- 

tional attitudes interact causally and do so in 

virtue of their content. And the paradigm of this 

paradigm is the practical syllogism. Since it is 

part of my point that the details matter not at all, 

I shall take liberties with Aristotle’s text. 

John believes that it will rain if he washes 

his car. John wants it to rain. So John acts in a 

manner intended to be a car-washing. 

I take it that this might be a true, if informal, 

etiology of John’s ‘car-washing behavior’; the 

car washing is an effect of the intention to car- 

wash, and the intention to car-wash is an effect 

of the causal interaction between John’s beliefs 

and his utilities. Moreover, the etiological ac- 

count might be counterfactual-supporting in at 

least the following sense: John wouldn’t have 

car-washed had the content of his beliefs, utili- 

ties and intentions been other than they were. 

Or, if he did, he would have done so uninten- 

tionally, or for different reasons, or with other 

ends in view. To say that John’s mental states 

interact causally in virtue of their content is, in 

part, to say that such counterfactuals hold. 

If there are true, contingent counterfactu- 

als which relate mental state tokens in virtue 

of their contents, that is presumably because 

there are true, contingent generalizations which 

relate mental state types in virtue of their con- 

tents. So, still following Aristotle at a distance, 

we can schematize etiologies like the one above 

to get the underlying generalization: if x be- 

lieves that A is an action x can perform; and if x 

believes that a performance of A is sufficient to 

bring it about that Q; and if x wants it to be the 

case that Q; then x acts in a fashion intended be 

a performance of A. 

I am not, for present purposes, interested in 

whether this is a plausible decision theory; still 

less in whether it is the decision theory that 

Aristotle thought plausible. What interests me 

here is rather: (a) that any decision theory we 

can now contemplate will surely look rather 

like this one in that (b) it will entail generaliza- 

tions about the causal relations among content- 

related beliefs, utilities and intentions; and (c) 

such generalizations will be specified by refer- 

ence to the form of the propositional attitudes 

which instantiate them. (This remains true even 

if, as some philosophers suppose, an adequate 

decision theory is irremediably in need of ce- 

teris paribus clauses to flesh out its generaliza- 

tions. See, for example, Grice 1975.) So, in 
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particular, we can’t state the theory-relevant 

generalization that is instantiated by the rela- 

tions among John’s mental states unless we 

allow reference to beliefs of the form if X then 

Y, desires of the form that Y; intentions of the 

form that X should come about; and so forth. 

Viewed one way (material mode) the recur- 

rent schematic letters require identities of con- 

tent among propositional attitudes. Viewed the 

other way (linguistically) they require formal 

identities among the complements of the PA- 

ascribing sentence which instantiate the gen- 

eralizations of the theory that explains John’s 

behavior. Either way, the form of the gener- 

alization determines how the theory relates to 

the events that it subsumes. There is nothing 

remarkable about this, of course, except that 

form is here being ascribed inside the scope of 

verbs of PA. 

To summarize: our common-sense psycho- 

logical generalizations relate mental states in 

virtue of their content, and canonical represen- 

tation does what it can to reconstruct such con- 

tent relations as relations of form. ‘Aristotle’s 

condition’ requires that our theory of proposi- 

tional attitudes should rationalize this process 

by construing verbs of PA in a way that per- 

mits reference to the form of their objects. To 

do this is to legitimize the presuppositions of 
commonsense psychology and, for that matter, 

of real (viz. cognitive) psychology as well. (See 

Fodor, op. cit.) 

In fact, we can state (and satisfy) Aristotle’s 

condition in a still stronger version. Let any- 

thing be a belief sentence if it is of the form a 

believes that S. Define the correspondent of 

such a sentence as the formula which consists of 

S standing alone (i.e. the sentence #S#).° We re- 
marked above that there is the following relation 

between the truth conditions on the belief that a 

belief sentence ascribes and the truth conditions 

on the correspondent of the belief sentence: the 

belief is true if the correspondent is. This is, 
presumably, at least part of what is involved in 

viewing the correspondent of a belief sentence 

as expressing the ascribed belief. 

It should not, therefore, be surprising to find 

that our intuitions about the form of the belief 
ascribed by a given belief sentence are deter- 
mined by the logical form of its correspondent. 
So, intuitively, John’s belief that Mary and Bill 
are leaving is a conjunctive belief (cf. the logi- 
cal form of ‘Mary and Bill are leaving’); John’s 
belief that Alfred is a white swan is a singulary 
belief (cf. the logical form of ‘Alfred is a white 
swan’); and so on. It is, of course, essential 



PROPOSITIONAL ATTITUDES 

that we understand ‘belief’ opaquely in such 

examples; otherwise, the belief that P will have 

the logical form of any sentence equivalent to 

P. But this is as it should be: it is in virtue of its 
opaque content that John’s belief that P plays 

its systematic role in John’s mental life: e.g., in 

the determination of his actions and in the cau- 

sation of his other mental states. Hence it is the 

opaque construal that operates in such patterns 

of explanation as the practical syllogism and its 

spiritual heirs. 

We are now in position to state Aristotle’s 

condition in its strongest (and final) version. 

A theory of propositional attitudes should le- 

gitimize the ascription of form to objects of 

propositional attitudes. In particular, it should 

explain why the form of a belief is identical to 

the logical form of the correspondent of a sen- 

tence which (opaquely) ascribes that belief.’ 
I digress: One may feel inclined to argue 

that the satisfaction of Aristotle’s condition is 

incompatible with the satisfaction of Frege’s 

condition; that the opacity of belief sentences 

shows the futility of assigning logical form to 

their objects. The argument might go as fol- 

lows. Sentence have logical form in virtue of 

their behavior under logical transformations; 

the logical form of a sentence is that aspect 

of its structure in virtue of which it provides 

a domain for such transformations. But Frege 

shows us that the objects of verbs of proposi- 

tional attitude are inferentially inert. Hence, it’s 

a sort of charade to speak of the logical form of 

the objects of PAs; what’s the force of saying 

that a sentence has the form P & Q if one must 

also say that simplification of conjunction does 

not apply? 

Perhaps some such argument supplies the 

motive force of fusion theories. It is, in any 

event, misled. In particular, it muddles the dis- 

tinction between what’s entailed by what’s be- 

lieved, and what’s entailed by believing what’s 

believed. Less cryptically: if John believes that 

P & Q, then what John believes entails that P 

and what John believes entails that Q. This is 

surely incontestable; P & Q is what John be- 

lieves, and P & Q entails P, Q. Full stop. It 

would thus be highly ill-advised to put Frege’s 

condition as ‘P & Q is semantically inert when 

embedded to the context "John believes .. 1’; 

for this makes it sound as though P & Q some- 

times doesn’t entail P: viz. when it’s in the 

scope of ‘believes.’ (A parallel bad argument: 

P & Q sometimes doesn’t entail P, viz. when 

it’s in the scope of the operator ‘not) What 

falls under Frege’s condition, then, is not the 
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sentence that expresses what John believes (viz. 

P & Q) but the sentence that expresses John’s 

believing what he believes (viz. the sentence 

‘John believes that P & Q’). Note that the in- 

ertia of this latter sentence isn’t an exception to 

simplification of conjunction since simplifica- 

tion of conjunction isn’t defined for sentences 

of the form a believes that P & Q; only for sen- 

tences of the form P & Q. 

‘Sull,’ one might say, ‘if the form of words 

TP & Q’ is logically inert when embedded 

to the form of words ‘John believes . . .1, what’s 

the point of talking about the logical form of 

the complement of belief sentences?’ This isn’t 

an argument, of course, but it’s a fair question. 

Answers: (a) because we may want to satisfy 

Aristotle’s condition (e.g., in order to be in a 

position to state the practical syllogism); (b) 

because we may want to compare beliefs in re- 

spect of their form (John’s belief that [x] Fx > 

Gx is a generalization of Mary’s belief that a 

is F and G; Sam’s belief that P is incompatible 

with Bill’s belief that not-P; etc.); (c) because 

we may wish to speak of the consequences of a 

belief, even while cheerfully admitting that the 

consequences of a belief may not themselves be 

objects of belief (viz. believed in). Indeed, we 

need the notion of the consequences of a belief 

if only in order to say that belief isn’t closed 

under the consequence relation. 

I cease to digress. 

V. A theory of propositional attitudes should 

mesh with empirical accounts of mental 

processes. 

We want a theory of PAs to say what (token) 

propositional attitudes are; or, at least, what the 

facts are in virtue of which PA ascriptions are 

true. It seems to me self-evident that no such 

theory could be acceptable unless it lent itself 

to explanations of the data—gross and com- 

monsensical or subtle and experimental—about 

mental states and processes. This is not, of 

course, to require that a theory of PAs legitimize 

our current empirical psychology; only that it 

comport with some psychology or other that is 

independently warranted. I hear this as analo- 

gous to: the theory that water is H,O couldn’t be 

acceptable unless, taken together with appropri- 

ate empirical premises, it leads to explanations 

of the macro- and micro-properties of water. 

Hence, I hear it as undeniable. 

I think, in fact, that the requirement that a 

theory of propositional attitudes should be em- 

pirically plausible can be made to do quite a lot 

of work; much more work than philosophers 
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have usually realized. I'll return to this pres- 
ently, when we have some theories in hand. 

Those, then, are the conditions that I want a 

theory of propositional attitudes to meet. I shall 

argue that, taken together, they strongly sug- 

gest that propositional attitudes are relations 

between organisms and formulae in an internal 

language; between organisms and internal sen- 

tences, as it were. It’s convenient, however, to 

give the arguments in two steps; first, to show 

that conditions I-V comport nicely with the 

view that the objects of PAs are sentences, and 

then to show that these sentences are plausibly 

internal. 

I begin by anticipating a charge of false ad- 

vertising. The arguments to be reviewed are 

explicitly non-demonstrative. All I claim for 

the internal language theory is that it works 

(a) surprisingly well, and (b) better than any of 

the available alternatives. The clincher comes 

at the end: even if we didn’t need internal sen- 

tences for purposes of I-V, we’d need them to 

do our psychology. Another non-demonstrative 

argument, no doubt, but one I find terrifically 

persuasive. 

Carnap’s Theory 

Carnap suggested, in Meaning and Necessity 

(1947), that PAs might be construed as relations 

between people and sentences they are disposed 

to utter; e.g., between people and sentences of 

English. What Carnap had primarily in mind 

was coping with the opacity problem, but it’s 

striking and instructive that his proposal does 

pretty well with all the conditions I’ ve enumer- 

ated. Consider: 

I. If propositional attitudes are relations 

to sentences, then they are relations tout 

court. Moreover, assume that the relation 

ascribed by a sentence of the form a be- 

lieves . . . holds between the individual 

denoted by ‘a’ and the correspondent of 

the complement clause. It is then imme- 

diately clear why the belief ascribed to 

a is true if the correspondent is; the cor- 

respondent is the object of the belief (i.e., 

the correspondent is what’s believed- 

true) if Carnap’s story is right. 

Il. Vendler’s condition is presumably sat- 

isfiable, though how the details go will 

depend on how we construe the objects 

of verbs of saying. A natural move for a 

neo-Carnapian to make would be to take 

‘John said that P’ to be true in virtue of 

CONTENT 

some relation between John and a token 

of the type P. Since, on this account, 

saying that P and believing that P involve 

relations to tokens of the very same sen- 

tence, it’s hardly surprising that formulae 

which express the object of the says-that 

relation turn out to be logico-syntactically 

similar to formulae which express the 

object of the believes-that relation. 

III. Frege’s condition is satisfied; the opac- 

ity of belief is construed as a special 

case of the opacity of quotation. To put 

it slightly differently; ‘John said ‘Bill 

bit Mary” expresses a relation between 

John and a (quoted) sentence, so we’re 

unsurprised by the fact that John may 

bear that relation to that sentence, while 

not bearing it to some arbitrarily similar 

but distinct sentence; e.g., to the sentence 

‘somebody bit Mary’ or to the sentence 

‘Bill bit somebody,’ etc. But ditto, mu- 

tatis mutandis, if ‘John believes Bill bit 
Mary’ also expresses a relation between 

John and a quoted sentence. 

IV. Aristotle’s condition is satisfied in the 

strong form. The logical form of the 

object of a belief sentence is inherited 

from the logical form of the correspon- 

dent of the belief sentence. Of course it 

is, since on the Carnap view, the cor- 

respondent of the belief sentence is the 

object of the belief that it ascribes. 

V. Whether you think that Carnap’s theory 

can claim empirical plausibility depends 

on what you take the empirical facts 

about propositional attitudes to be and 

how ingenious you are in exploiting the 

theory to provide explanations of the 

facts. Here’s one example of how such 

an explanation might go. 

It’s plausible to claim that there is a fairly 
general parallelism between the complexity of 

beliefs and the complexity of the sentences that 

express them. So, for example, I take it that ‘the 
Second Punic War was fought under conditions 

which neither of the combatants could have de- 
sired or foreseen’ is a more complex sentence 
than, e.g., ‘it’s raining’; and, correspondingly, 
I take it that the thought that the Second Punic 
War was fought under conditions which neither 
of the combatants could have desired or foreseen 
is a more complicated thought than the thought 
that it’s raining. Carnap’s theory explains this 
parallelism’? since, according to the theory, 
what makes a belief ascription true is a relation 
between an organism and the correspondent of 
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the belief-ascribing sentence. To hold the belief 

that the Second Punic War .. . , etc. is thus to 
be related to a more complex sentence than the 

one you are related to when you hold the belief 
that it’s raining. 

Some people need to count noses before 

they will admit to having one. In which case, 

see the discussion of ‘codability’ in Brown and 

Lenneberg 1954 and Brown 1976. What the ex- 

periments showed is that the relative complex- 

ity of the descriptions which subjects supply for 

color chips predicts the relative difficulty that 

the subjects have in identifying the chips in a 

recognition-recall task. Brown and Lenneberg 

explain the finding along strictly (though inad- 

vertently) Carnapian lines: complex descrip- 

tions correspond to complex memories because 

it’s the description which the subject (opaquely) 

remembers when he (transparently) remembers 

the color of the chip. 

We can now begin to see one of the ways 

in which Condition V is supposed to work. 

A theory of propositional attitudes specifies a 

construal of the objects of the attitudes. It tells 

for such a theory if it can be shown to mesh 

with an independently plausible story about the 

‘cost accounting’ for mental processes. A cost 

accounting function is just a (partial) ordering 

of mental states by their relative complexity. 

Such an ordering is, in turn, responsive to a va- 

riety of types of empirical data, both intuitive 

and experimental. Roughly, one has a ‘mesh’ 

between an empirically warranted cost account- 

ing and a theory of the objects of PAs when one 

can predict the relative complexity of a mental 

state (or process) from the relative complexity 

of whatever the theory assigns as its object (or 

domain). (So, if Carnap is right, then the rela- 

tive complexity of beliefs should be predictable 

from the relative linguistic complexity of the 

correspondents of belief ascribing sentences, 

all other things being equal.) 

There’s a good deal more to be said about all 

this than I have space for here. Again, roughly: 

to require that the complexity of the putative 

objects of PAs predict the cost accounting for 

the attitudes is to impose empirical constraints 

on the notation of (canonical) belief-ascribing 

sentences. So, for example, we would clearly 

get different predictions about the relative com- 

plexity of beliefs if we take the object of a PA 

to be the correspondent of the belief ascribing 

sentence than if we take it to be, e.g., the cor- 

respondent transformed into disjunctive form. 

The fact that there are empirical consequences 

of the notation we use to specify the objects of 
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PAs is, of course, part and parcel of the fact 

that we are construing the attitude ascriptions 

opaquely; it is precisely under opaque construal 

that we distinguish (e.g.,) the mental state of 

believing that P & Q from the mental state of 

believing that neither not-P nor not-Q. 

In short, Carnap’s theory fares rather well 

with conditions I-V; there’s more to be said in 

its favor than one might gather from the muted 

enthusiasm which philosophers have generally 

accorded it. Nevertheless, I think the philosoph- 

ical consensus is warranted; Carnap’s theory 

won’t do. Here are some of the reasons. 

1. Carnap has a theory about the objects of 

the propositional attitudes (viz., they’re 

sentences) and a theory about the charac- 

ter of the relation to those objects in virtue 

of which one has a belief, desire, etc. Now, 
the latter theory is blatantly behavioristic; 

on Carnap’s view, to believe that so-and- 

so is to be disposed (under presumably 

specifiable conditions) to utter tokens of 

the correspondent of the belief-ascribing 

sentence. But, patently, beliefs aren’t be- 

havioral dispositions; a fortiori, they aren’t 

dispositions to utter. Hence, something’s 

wrong with at least part of Carnap’s ac- 

count of the attitudes. 

I put this objection first because it’s the easi- 

est to meet. So far as I can see, nothing pre- 

vents Carnap from keeping his account of the 

objects of belief while scuttling the behavior- 

istic analysis of the belief relation. This would 

leave him wanting an answer to such questions 

as: what relation to the sentence ‘it’s raining’ is 

such that you believe that it’s raining if you and 

it are in that relation? In particular, he’d want 

some answer other than the behavioristic: ‘It’s 

the relation of being disposed to utter tokens of 

that sentence when. .. .’ 

The natural solution would be for Carnap to 

turn functionalist; to hold that to believe it’s 

raining is to have a token of ‘it’s raining’ play a 

certain role in the causation of your behavior and 

of your (other) mental states, said role eventu- 

ally to be specified in the course of the detailed 

working out of empirical psychology .. . etc., 

etc. This is, perhaps, not much of a story, but 

it’s fashionable, I know of nothing better, and it 

does have the virtue of explaining why propo- 

sitional attitudes are opaque. Roughly, you 

wouldn’t expect to be able to infer from ‘tokens 

of the sentence S, have the causal role R’ to 

‘tokens of the sentences S, have the causal role 

R’ on the basis of any logical relation between 
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S, and S, (except, of course, identity). More 

generally, so far as I can see, a functionalist 

account of the way quoted sentences figure 

in the having of PAs will serve as well as a 

disposition-to-utter account in coping with all 

of conditions I-V. From now on, I’ll take this 

emendation for granted. 

2. The natural way to read the Carnap theory 

is to take type identity of the correspon- 

dents of belief ascribing sentences as nec- 

essary and sufficient for type identity of the 

ascribed beliefs; and it’s at least arguable 

that this cuts the PAs too thin. So, for ex- 

ample, one might plausibly hold that ‘John 
believes Mary bit Bill’ and ‘John believes 

Bill was bitten by Mary’ ascribe the same 

belief (see note 9). In effect, this is the 

sinister side of the strategy of inheriting 

the opacity of belief from the opacity of 

quotation. The strategy fails whenever the 

identity conditions on beliefs are different 

from the identity conditions on sentences. 

A way to cope would be to allow that the 

objects of beliefs are, in effect, translation sets 

of sentences; something like this seems to be 

the impetus for Carnap’s doctrine of intentional 

isomorphism. In any event, the problems in this 

area are well-known. It may well be, for exam- 

ple, that the right way to characterize a transla- 

tion relation for sentences is by referring to the 

communicative intentions of speaker/hearers 

of whatever language the sentences belong to. 

(S, translates S, if the two sentences are both 

standardly used with the same communicative 

intentions.) But, of course, we can’t both iden- 

tify translations by reference to intentions and 

individuate propositional attitudes (including, 

n.b., intentions) by reference to translations. 

This problem holds quite independent of episte- 

mological worries about the facticity of ascrip- 

tions of propositional attitudes, the determinacy 

or otherwise of translations, etc.; which sug- 

gests that it may be serious. 

3. You can believe that it’s raining even if 

you don’t speak English. This is a vari- 

ant of the thickness of slice problem just 

mentioned; it again suggests that the ap- 

propriate objects of belief are translation 

sets and raises the specters that haunt that 

treatment. 

4. You can, surely, believe that it’s raining 

even if you don’t speak any language at 

all. To say this is to say that at least some 

human cognitive psychology generalizes 

to infra-human organisms; if it didn’t, we 
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would find the behavior of animals utterly 

bewildering, which, in fact, we don’t. 

Of course, relations are cheap; there must be 

some relation which a dog bears to ‘it’s raining’ 

if the dog believes that it’s raining; albeit, per- 

haps, some not very interesting relation. So, 

why not choose it as the relation in virtue of 

which the belief-ascription holds of the dog? 

The problem is condition V. It would simply 

be a miracle if there were a relation between 
dogs and tokens of ‘it’s raining’ such that any 

of the empirical facts about the propositional 

attitudinizing of dogs proved explicable in 

terms of that relation. (We can’t, for example, 

choose any functional/causal relation because 

the behavior of dogs is surely not in any way 

caused by tokens of English sentences.) To put 

it generally if crudely, satisfying condition V 

depends on assuming that whatever the theory 

takes to be the object of a PA plays an appropri- 

ate role in the mental processes of the organism 

to which the attitude is ascribed. But English 

sentences play no role in the mental life of dogs. 

(Excepting, perhaps, such sentences as ‘Down, 

Rover!’ which, in any event, don’t play the kind 

of role envisaged.) 

5. We argued that the truth conditions on be- 

liefs are inherited from the truth conditions 

on the correspondents of belief ascribing 

sentences, but this won’t work if, for ex- 

ample, there are inexpressible beliefs. 
This problem is especially serious for 

behaviorist (or functionalist) accounts of 

the belief relation; to believe that P can’t 

be a question of being disposed to utter 

(or of having one’s behavior caused by) 

tokens of the sentence P if, as a matter of 
fact, there is no such sentence. Yet it is the 

appeal to quoted sentences which does the 

work in such theories: which allows them 
to satisfy I-V. 

6. We remarked that there’s a rough cor- 

respondence between the complexity of 

thoughts and the complexity of the sen- 

tences which express them, and that the 

(neo-) Carnapian theory provides for 

this; more generally, that the view that 
the objects of PAs are natural-language 

sentences might mesh reasonably well 

with an empirically defensible cost ac- 
counting for mental states and processes. 
Unfortunately this argument cuts both 
ways if we assume—as seems plausible— 
that the correspondence is no better than 
partial. Whenever it fails, there’s prima 
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facie evidence against the theory that 
sentences are the objects of propositional 

attitudes. 

In fact, we can do rather better than appeal- 

ing to intuitions here. For example: we noted 

above that the ‘codability’ (viz., mean simplic- 

ity of descriptions in English) of colors predicts 

their recallability in a population of English- 

speakers, and that this comports with the view 

that what one remembers when one remembers 

a color is (at least sometimes) its description: 

i.e., with the view that descriptions are the ob- 

jects of (at least some) propositional attitudes. 

It thus comes as a shock to find that codability 

in English also predicts recall for a Dani subject 

population. We can’t explain this by assuming 

a correlation between codability-in-English and 

codability-in-Dani (i.e., by assuming that the 

colors that English speakers find easy to describe 

are the ones that Dani-speakers also find easy to 

describe) since, as it turns out, Dani has no vo- 

cabulary at all for chromatic variation; all such 

variation is infinitely uncodable in Dani. This 

comes close to being the paradox dreaded above: 

how could English sentences be the objects of 

the propositional attitudes of (monolingual) 

Dani? And, if they are not, how could a prop- 

erty defined over English sentences mesh with 

a theory of cost accounting for the mental pro- 

cesses of the Dani? It looks as though either: (a) 

some propositional attitudes are not relations 

to sentences, or (b) if they are—if English sen- 

tences are somehow the objects of Dani PAs— 

then sentences which constitute the objects of 

PAs need play no functional/causal role in the 

having of the attitudes. (For discussion of the 

cross-cultural results on codability, see Brown 

op. cit. For details of the original studies, see 

Heider 1972 and Berlin and Kay 1969.) 

7. If (token) sentences of a natural language 
are the objects of propositional attitudes, 

how are (first) languages learned? On any 

theory of language learning we can now 

imagine that process must involve the col- 

lection of data, the formulation of hypothe- 

ses, the checking of the hypotheses against 

the data, and the decision about which of 

the hypotheses the data best confirm. That 

is, it must involve such mental states and 

processes as beliefs, expectation and per- 

ceptual integration. It’s important to real- 

ize that no account of language learning 

which does not thus involve propositional 

attitudes and mental processes has ever 

been proposed by anyone, barring only 
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behaviorists. And behaviorist accounts of 

language learning are, surely, not tenable. 

So, on pain of circularity, there must be 

some propositional attitudes which are not 

functional/causal relations to natural lan- 

guage sentences. I see no way out of this 

which isn’t a worse option than rejecting 

the Carnap theory. 

So, the situation looks discouraging. On the 

one hand, we have a number of plausible argu- 

ments in favor of accepting the Carnap story 

(viz., I-V) and, on the other, we have a number 

of equally plausible arguments in favor of not 

(viz. 1-7). Never mind; for, at second blush, 

it seems we needn’t accept the whole Carnap 

theory to satisfy I-V and we needn’t reject the 

whole Carnap theory to avoid 1-7. Roughly, all 

that I—V require is the part of the story that says 

that the objects of PAs are sentences (hence have 

logical forms, truth conditions, etc.). Whereas 

what causes the trouble with 1-7 is only that 

part of the story which says that they are natu- 

ral language sentences (hence raising problems 

about non-verbal organisms, first language 

learning, etc.). The recommended solution is 

thus to take the objects of PAs to be sentences 

of a non-natural language; in effect, formulae in 

an Internal Representational System. 

The first point is to establish that this pro- 

posal does what it is supposed to: copes with 

I-V without running afoul of 1-7. In fact, 

I propose to do less than that since, so far as 

I can see, the details would be extremely com- 

plicated. Suffice it here to indicate the general 

strategy. 

Conditions I and III are relatively easy to 

meet. I demands that propositional attitudes be 

relations, and so they are if they are relations 

to internal representations. III demands a con- 

strual of opacity. Carnap met this demand by 

reducing the opacity of belief to the opacity of 

quotation, and so do we: the only difference is 

that, whereas for Carnap, ‘John believes it’s 

raining’ relates John to a sentence of English, 

for us it relates John to an internal formula. 

Conditions II and IV stress logico/syntactic 

parallelism between the complements and the 

correspondents of belief-ascribing sentences; 

such relations are epitomized by the identity 

between the truth conditions on ‘it’s raining’ 

and those on what is believed when it’s be- 

lieved that it’s raining. (Neo-) Carnap explained 

these symmetries by taking the correspondents 

of belief ascriptions to be the objects of beliefs. 

The present alternative is spiritually similar 

but one step less direct: we assume that the 
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correspondent of a belief-ascriber inherits its 

logico-semantic properties from the same inter- 

nal formula which functions as the object of the 

belief ascribed. 
There are three pieces in play: there are (a) 

belief-ascribers (like ‘John believes it’s rain- 

ing’); (b) complements of belief ascribers (like 

rit’s raining? in ‘John believes it’s raining’); 

and (c) correspondents of belief ascribers (like 

‘it’s raining’ standing free). The idea is to get 

all three to converge (though, of course, by 

different routes) on the same internal formula 

(call it ‘F (it’s raining)’ '') thereby providing the 
groundwork for explaining the analogies that II 

and IV express. 

To get this to work out right would be to 

supply detailed instructions for connecting the 

theory of PAs with the theory of sentence in- 

terpretation, and I have misplaced mine. But 

the general idea is apparent. Belief ascribers 

are true in virtue of functional/causal (call them 

‘belief making’) relations between organisms 

and tokens of internal formulae. Thus, in partic- 

ular, ‘John believes it’s raining’ is true in virtue 

of a belief-making relation between John and 

a token of F (it’s raining). It is, of course, the 

complement of a belief-ascriber that determines 

which internal formula is involved in its truth 

conditions; in effect ‘it’s raining’ in ‘John be- 

lieves it’s raining’ functions as an index which 

picks out F (it’s raining) and not, for example, F 

(elephants have wings) as the internal formula 

that John is related to if ‘John believes it’s rain- 

ing’ is true. 

So, viewed along one vector, the complement 

of a belief-ascriber connects it with an internal 

formula. But, viewed along another vector, the 

complement of a belief ascriber connects it to 

its correspondent: if the correspondent of ‘John 

believes it’s raining’ is ‘it’s raining,’ that is 

because the form of words ‘it’s raining’ con- 

stitutes its complement. And now we can close 

the circle, since, of course, F (it’s raining) is 

also semantically connected with the corre- 

spondent of ‘John believes it’s raining’ viz., by 

the principle that ‘it’s raining’ is the sentence 

that English speakers use when they are in the 

belief-making relation to a token of F (it’s rain- 

ing) and wish to use a sentence of English to say 
what it is that they believe. 

There are various ways of thinking about the 
relation between internal formulae and the cor- 

respondents of belief-ascribers. One is to think 

of the conventions of a natural language as 

functioning to establish a pairing of its verbal 

forms with the internal formulae that mediate 
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the propositional attitudes of its users; in par- 

ticular, as pairing the internal objects of beliefs 

with the form of words that speaker/hearers use 

to express their beliefs. This is a natural way 

to view the situation if you think of a natural 

language as a system of conventional vehicles 

for the expression of thoughts (a view to which 

I know of no serious objections). So in the pres- 

ent case, the conventions of English pair: “it’s 

raining’ with F (it’s raining) (viz., with the 

object of the belief that it’s raining); “elephants 

have wings’ with F (elephants have wings) 

(viz., with the object of the belief that elephants 

have wings); and, generally, the object of each 

belief with the correspondent of some belief- 

ascribing sentence.! 
Another option is to assume that F (it’s rain- 

ing) is distinguished by the fact that its tokens 

play a causal/functional role (not only as the 

object of the belief that it’s raining, but also) 

in the production of linguistically regular ut- 

terances of ‘it’s raining.’ Indeed, this option 

would plausibly be exercised in tandem with 

the one mentioned just above since it would 

be reasonable to construe ‘linguistically regu- 

lar’ utterances as the ones that are produced in 

light of the speaker’s knowledge of the linguis- 

tic conventions. The basic idea, in any event, 

would be to implicate F (it’s raining) as the 

object of the communicative intentions that ut- 

terances of ‘it’s raining’ standardly function to 

express; hence, as among the mental causes of 

such utterances. I take it that, given this rela- 

tion, it ought to be possible to work out detailed 

tactics for the satisfaction of conditions II and 

IV, but this is the bit I propose to leave to the 

ingenuity of the reader. What I want to empha- 

size here is the way the linguistic structure of 

the complement of a belief ascriber connects 

it with free declaratives (in one direction) and 

with internal formulae (in the other). Contrary 

to the fusion story, it’s no accident that ‘it’s 

raining’ occurs in ‘John believes it’s raining.’ 

Rather, the availability of natural languages for 

saying both what one believes and that one be- 
lieves it turns on the exploitation of this elegant 
symmetry. 

What about condition V? I shall consider 
this in conjunction with 2-7, since what’s 
noteworthy about the latter is that they all reg- 
ister empirical complaints against the Carnap 
account. For example, 3, 4 and 6 would be 
without force if only everybody (viz., every 
subject of true propositional attitude ascrip- 
tions) talked English. 2 and 5 depend upon the 
empirical likelihood that English sentences fail 
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to correspond one-to-one to objects of proposi- 

tional attitudes. 7 would be met if only English 

were innate. Indeed, I suppose an ultra-hard- 

line Neo-Carnapian might consider saving the 

bacon by claiming that—appearances to the 

contrary notwithstanding—English is innate, 

universal, just rich enough, etc. My point is that 

this is the right kind of move to make; all we 

have against it is its palpable untruth. 

Whereas, it’s part of the charm of the internal 

language story that, since practically nothing is 

known about the details of cognitive processes, 

we can make the corresponding assumptions 

about the internal representational system risk- 

ing no more than gross implausibility at the 

very worst. 
So, let’s assume—what we don’t, at any 

event, know to be false—that the internal lan- 

guage is innate, that its formulae correspond 

one-one with the contents of propositional atti- 

tudes (e.g., that ‘John bit Mary’ and ‘Mary was 

bitten by John’ correspond to the same ‘internal 

sentence’), and that it is as universal as human 

psychology; viz., that to the extent that an organ- 

ism shares our mental processes, it also shares 

our system of internal representations. On these 

assumptions, everything works. It’s no longer 

paradoxical, for example, that codability in 

English predicts the relative complexity of the 

mental processes of the Dani; for, by assump- 

tion, it’s not really the complexity of English 

sentences that predicts our cost accounting; 

we wouldn’t expect that correspondence to be 

better than partial (see objection 6). What really 

predicts our cost accounting is the relative com- 

plexity of the internal representations that we 

use English sentences to express. And, again by 

assumption, the underlying system of internal 

representations is common to the Dani and to 

us. If you don’t like this assumption, try and 

find some other hypothesis that accounts for the 

facts about the Dani. 
Notice that to say that we can have our 

empirical assumptions isn’t to say that we 

can have them for free. They carry a body of 

empirical commitments which, if untenable, 

will defeat the internal representation view. 

Imagine, for example, that cost accounting for 

English speakers proves utterly unrelated to 

cost accounting for (e.g.,) speakers of Latvian. 

(Imagine, in effect, that the Whorf-Sapir hy- 

pothesis turns out to be more or less true.) It’s 

then hard to see how the system of internal rep- 

resentations could be universal. But if it’s not 

universal, it’s presumably not innate. And if 

it’s not innate, it’s not available to mediate the 
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learning of first languages. And if it’s not avail- 

able to mediate the learning of first languages, 

we lose our means of coping with objection 7. 

There are plenty of ways in which we could find 

out that the theory’s wrong if, in fact, it is. 

Where we’ve gotten to is this: the general 

characteristics of propositional attitudes appear 

to demand sentence-like entities to be their ob- 

jects. And broadly empirical conditions appear 

to preclude identifying these entities with sen- 

tences of natural languages; hence internal 

representations and private languages. How 

bad is it to have gotten here? I now want to 

argue that the present conclusion is indepen- 

dently required because it is presupposed by the 

best-—indeed the only—psychology that we’ ve 

got. Not just, as one philosopher has rather ir- 

responsibly remarked, that ‘some psychologists 

like to talk that way,’ but that the best accounts 

of mental processes we have are quite unintel- 

ligible unless something like the internal repre- 

sentation story is true. 

The long way of making this point is via a de- 

tailed discussion of such theories, but I’ ve done 

that elsewhere and enough is enough. Suffice 

it here to consider a single example which is, 

however, prototypical. I claim again that the 

details don’t matter; that one could make the 

same points by considering phenomena drawn 

from any area of cognitive psychology which is 

sufficiently well worked out to warrant talk of 

a theory in situ. 

So, consider a fragment of contemporary 

(psycho)linguistics; consider the explanation 

of the ambiguity of a sentence like ‘they are 

flying planes’ (hereinafter, frequently S$). The 

conventional story goes as follows: the sen- 

tence is ambiguous because there are two ways 

of grouping the word sequence into phrases, 

two ways of ‘bracketing’ it. One bracketing, 

corresponding to the reading of the sentence 

which answers ‘what are those things?,’ goes: 

(they) (are) (flying planes). Viz., the sentence is 

copular, the main verb is ‘are’ and ‘flying’ is an 

adjectival modifier of ‘planes.’ Whereas, on the 

other bracketing, corresponding to the reading 

on which the sentence answers ‘what are those 

guys doing?,’ the bracketing goes: (they) (are 

flying) (planes); viz. the sentence is transitive, 

the main verb is ‘flying’ and ‘are’ belongs to 

the auxiliary. I assume without argument that 

something like this is, or at least contributes 

to, the explanation of the ambiguity of S. The 

evidence for such treatments is overwhelming 

and there is, literally, no alternative theory in 

the field. 
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But what could it mean to speak of S as 

‘having’ two bracketings? I continue to tread 

the well-worn path: S has two bracketings in 

that there exists a function (call it G-proper) 

from (as it might be) the word ‘sentence’ onto 

precisely those bracketed word strings which 

constitute the sentences of English. And both 

‘(they) (are) (flying planes)’ and ‘(they) (are 

flying) (planes)’ are in the range of that function. 

(Moreover, no other bracketing of that word se- 

quence is in the range of G-proper . . . etc.) 

Now, the trouble with this explanation, as it 

stands, is that it is either enthymemic or silly. 

For, one wants to ask, how could the mere, 

as it were Platonic, existence of G-proper 

account for the facts about the ambiguity of 

English sentences? Or, to put it another way, 

sure there is, Platonically, a function under 

which S gets two bracketings. But there is 

also, Platonically, a function G’ under which it 

gets sixteen; and a function G” under which it 

gets seven; and a function G” under which 

it gets none. Since G’, G”, and G” are all, 

qua functions, just as good as G-proper, how 

could the mere existence of the latter explain 

the linguistic properties of S$? (You may feel 
inclined to say: ‘Ah, but G-proper is the [or 

perhaps is the] grammar of English, and that 

distinguishes it from G’, G” and the rest.’ But 

this explanation takes one nowhere, since it 

invites the question: why does the grammar 

of English play a special role in the expla- 

nation of English sentences? Or, to put the 

same question minutely differently: call G’ 

the schmamar of English. We now want to 

know how come it’s the bracketing assigned 

by English grammar and not the bracketing as- 

signed by English schmamar, which predicts 

the ambiguity of ‘they are flying planes’ ?) 

So far as I can see, there’s only one way such 

questions can conceivably be answered; viz., by 

holding that G-proper (not only exists but) is 

the very system of (internal [what else?]) for- 

mulae that English speaker/hearers use to repre- 
sent the sentences of their language. But, then, 

if we accept this, we are willy-nilly involved 

in talking of at least some mental processes 

(processes of understanding and producing sen- 

tences) as involving at least some relations to at 

least some internal representations. And, if we 

have to have internal representations anyhow, 

why not take them to be the objects of proposi- 
tional attitudes, thereby placating I-V? I say ‘if 

we accept this’; but really we have no choice. 

For the account is well-evidenced, not demon- 

strably incoherent, and, again, it’s the only one 
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in the field. A working science is ipso facto in 

philosophical good repute. 
So, by a series of non-demonstrative argu- 

ments: there are internal representations and 

propositional attitudes are relations that we 

bear to them. It remains to discuss two closely 

related objections. 
Objection 1: Why not take the object of prop- 

ositional attitudes to be propositions? 

This suggestion has, no doubt, a ring of ety- 

mological plausibility; in fact, for all I know, 

it may be right. The mistake is in supposing it 

somehow conflicts with the present proposal. 
I am taking seriously the idea that the system 

of internal representations constitutes a (com- 

putational) language. Qua language, it presum- 

ably has a syntax and a semantics; specifying 

the language involves saying what the proper- 

ties are in virtue of which its formulae are well- 

formed, and what relations(s) obtain between 

the formulae and things in the (non-linguistic) 

world. I have no idea what an adequate seman- 

tics for a system of internal representations 

would look like; suffice it that, if propositions 

come in at all, they come in here. In particular, 

nothing stops us from specifying a semantics 

for the IRS by saying (inter alia) that some of 

its formulae express propositions. If we do say 

this, then we can make sense of the notion that 

propositional attitudes are relations to proposi- 

tions; viz., they are mediated relations to propo- 

sitions, with internal representations doing the 

mediating. 

This is, quite generally, the way that repre- 

sentational theories of the mind work. So, in 

classical versions, thinking of John (construed 

opaquely) is a relation to an ‘idea’; viz., to an 

internal representation of John. But this is quite 

compatible with its also being (transparently) 

construable as a relation to John. In particular, 

when Smith is thinking of John, he (normally) 

stands in relation to John and does so in virtue 
of his standing in relation to an idea of John. 

Similarly, mutatis mutandis, if thinking that it 

will rain is standing in relation to a proposition, 

then, on the present account, you stand in that 

relation in virtue of your (functional/causal) 
relation to an internal formula which expresses 
the proposition. No doubt, the ‘expressing’ bit is 
obscure; but that’s a problem about propositions, 
not a problem about internal representations. 

‘Ah, but if you are going to allow proposi- 
tions as the mediate objects of propositional 
attitudes, why bother with internal represen- 
tations as their immediate objects? Why not 
just say: ‘propositional attitudes are relations 
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to propositions. Punkt!”” There’s a small reason 

and a big reason. The small reason is that prop- 

ositions don’t have the right properties for our 

purposes. In particular, one anticipates prob- 

lems of cost-accounting. Condition V, it will be 

remembered, permits us to choose among theo- 

ries of PAs in virtue of the form of the entities 

they assign as objects of the attitudes. Now, the 

problem with propositions is that they are the 

sorts of things which, presumably, don’t have 

forms. Propositions are sheer contents; they 

neutralize the lexico-syntactic differences be- 

tween various ways of saying the same thing. 

That’s what they’re for. I say that this is a 

small problem but it looms prodigious if you 

hanker after a theory of the object of PAs which 

claims empirical repute. After all, it’s not just 

cost-accounting which is supposed to be deter- 

mined by formal aspects of the objects of PAs; 
it’s all the mental processes and properties that 

cognitive psychology explains. That’s what it 

means to speak of a computational psychology. 

Computational principles are ones that apply in 

virtue of the form of entities in their domain. 

But my main reason for not saying ‘propo- 

sitional attitudes are relations to propositions. 

Punkt’ is that I don’t understand it. I don’t see 

how an organism can stand in an (interesting 

epistemic) relation to a proposition except by 

standing in a (causal/functional) relation to some 

token of a formula which expresses the propo- 

sition. I am aware that there is a philosophical 

tradition to the contrary. Plato says (I think) that 

there is a special intellectual faculty (theoria) 

wherewith one peers at abstract objects. Frege 

says that one apprehends (what I’m calling) 

propositions, but I can find no doctrine about 

what apprehension comes to beyond the remark 

(in ‘The Thought’) that it’s not sense perception 

because its objects are abstract and it’s not intro- 

spection because its objects aren’t mental. (He 

also says that grasping a thought isn’t much like 

grasping a hammer. To be sure. As for me, I want 

a mechanism for the relation between organisms 

and propositions, and the only one I can think of 

is mediation by internal representations.'°) 
Objection 2: Surely it’s conceivable that 

propositional attitudes are not relations to inter- 

nal representations. 
I think it is; the theory that propositional atti- 

tudes are relations to internal representations is 

a piece of empirical psychology, not an analy- 

sis. For, there might have been angels, or be- 

haviorism might have been true, and then the 

internal representation story would have been 
false. The moral is, I think, that we ought to 
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give up asking for analyses; psychology is all 

the philosophy of mind that we are likely to get. 

But, moreover, it may be empirically pos- 

sible that there should be creatures which have 

the same propositional attitudes we do (e.g., 

the same beliefs) but not the same system of 

internal representations; creatures which, as 

it were, share our epistemic states but not our 

psychology. Suppose, for example, it turns out 

that Martians, or porpoises, believe what we do 

but have a very different sort of cost account- 

ing. We might then want to say that there are 

translation relations among systems of internal 

representation (viz., that formally distinct rep- 

resentations can express the same proposition). 

Whether we can make sense of saying this re- 

mains to be seen; we can barely think about 

the question prior to the elaboration of theories 

about how such systems are semantically in- 

terpreted; and as things now stand, we haven’t 

got semantic theories for natural languages, to 

say nothing of languages of thought. Perhaps it 

goes without saying that it’s no objection to a 

doctrine that it may run us into incoherencies. 

Or, rather, if it is an objection, there’s an ad- 

equate reply: “Yes, but also it may not.’ 

I’ llend on the note just sounded. Contemporary 

cognitive psychology is, in effect, a revival of 

the representational theory of the mind. The 

favored treatment of PAs arises in this context. 

So, in particular, the mind is conceived of as 

an organ whose function is the manipulation of 

representations and these, in turn, provide the 

domain of mental processes and the (ammedi- 

ate) objects of mental states. That’s what it is to 

see the mind as something like a computer. (Or 

rather, to put the horse back in front of the cart, 

that’s what it is to see a computer as something 

like the mind. We give sense to the analogy by 

treating selected states of the machine as formu- 

lae and by specifying which semantic interpreta- 

tions the formulae are to bear. It is in the context 

of such specifications that we speak of machine 

processes as computations and of machine states 

as intensional.) 

If the representational theory of the mind is 

true, then we know what propositional attitudes 

are. But the net total of philosophical problems 

is surely not decreased thereby. We must now 

face what has always been the problem for 

representational theories to solve: what relates 

internal representations to the world? What is 

it for a system of internal representations to be 

semantically interpreted? I take it that this prob- 

lem is now the main content of the philosophy 

of mind." 
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NOTES 

1. I shall have nothing at all to say about knowing, 
discovering, recognizing, or any other of the ‘fac- 

tive’ attitudes. The justification for this restriction is 
worth discussing, but not here. 

2. I haven’t space to discuss here the idea that ‘John 
believes’ should be construed as an operator on ‘it’s 

raining.’ Suffice it (a) that it’s going to be hard to 

square that account with such observations as I-b 

below; and (b) that it seems quite implausible for 
such sentences as ‘John believes what Mary said’ 

(and what Mary said might be that it’s raining). In 

general, the objects of propositional attitude verbs 
exhibit the syntax of object noun phrases, which is 

just what the operator account would not predict. 
3. I assume that this is approximately correct: given 

a sentence of the syntactic form NP, (V [NP,]) V 

expresses a relation if NP, and NP, refer. So, for 
present purposes, the question whether ‘believes’ 

expresses a relation in ‘John believes it’s raining’ 
comes down to the question whether there are such 

things as objects of beliefs. I shan’t, therefore, 
bother to distinguish among these various ways of 

putting the question in the discussion which follows. 

4. Of course, it might refer in virtue of a relation be- 
tween Mary and something other than a voice. ‘John 

is taller than the average man’ isn’t true in virtue of 
a relation between John and the average man (‘the 

average man’ doesn’t refer). But the sentence is re- 
lational for all that. It’s for this sort of reason that 
such principles as the one announced in n3 hold only 
to a first approximation. 

5. N.b., verbs of propositional attitude are transparent, 
in this sense, only when their objects are comple- 

ments; one can’t infer ‘there is something Ponce 

de Leon sought’ from ‘Ponce de Leon sought the 

Fountain of Youth.’ It may, however, be worth 

translating ‘seek’ to ‘try to find’ to save the general- 

ization. This would give us: ‘Ponce de Leon tried to 
find the Fountain of Youth,’ which does, I suppose, 

entail that there is something that Ponce de Leon 

tried (viz., tried to do; viz., to find the Fountain of 

Youth). 

Also, to say that EG applies to the complement of verbs 

of PA is, of course, not to say that it applies in the 

complement of verbs of PA. ‘John wants to marry 
Marie of Rumania’ implies that there is something 
that John wants (viz., to marry Marie of Rumania); 

it notoriously does not imply that there is someone 

whom John wants to marry (see III below). 

6. Fusion has been contemplated as a remedy for un- 
transparency in several philosophical contexts; see 

Goodman 1968, Dennett 1969, Nagel 1965. N.b., 
‘contemplated,’ not ‘embraced.’ 

7. 3 is not a point about EG. On the fusion view, 

there’s no representation of the fact that ‘the belief 
that Sam is nice’ is about Sam even when ‘belief’ 
and ‘about’ are both construed opaquely. 

8. Defining ‘correspondent’ gets complicated where 

verbs of PA take transformed sentences as their ob- 

jects, but the technicalities needn’t concern us here. 
Suffice it that we want the correspondent of ‘John 
wants to leave’ to be ‘John leaves’; the correspon- 

dent of ‘John objects to Mary and Bill being elected’ 
to be ‘Mary and Bill are elected,’ etc. 

9. I am assuming that two sentences with correspon- 
dents of different logico-syntactic form cannot 

assign the same (opaque) belief, and someone might 

wish to challenge this; consider ‘John believes that 

Mary bit Bill’ and ‘John believes that Bill was bitten 
by Mary.’ This sort of objection is serious and will 
be accommodated later on. 

10. In speaking of Carnap’s theory, I don’t wish to 
imply that Carnap would endorse the uses to which 
I’m putting it; quite the contrary, I should imagine. 

11. Where F might be thought of as a function from 
(e.g., English) sentences onto internal formulae. 

12. Assuming, as we may but now needn’t do, that all 
beliefs are expressible in English. It is, of course, a 
consequence of the present view that all the beliefs 
we can entertain are expressible in the internal code. 
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13. The notion that the apprehension of propositions 
is mediated by linguistic objects is not entirely 

foreign even to the Platonistic tradition. Church 

says: *.. . the preference of (say) seeing over un- 

derstanding as a method of observation seems 

to me capricious. For just as an opaque body 

may be seen, so a concept may be understood or 

grasped. . . . In both cases the observation is not 

True Believers 

437 

direct but through intermediaries . . . linguistic 

expressions in the case of the concept’ (1951a). 

See also the discussion in Dummett 1973, 
pp. 156-57. 

14. All of the following helped: Professors Ned Block, 
Noam Chomsky, Dan Dennett, Hartry Field, Janet 

Dean Fodor, Keith Lehrer, and Brian Loar. Many 

thanks. 

The Intentional Strategy and Why It Works 

DanielL@sDennest 

Death Speaks 

There was a merchant in Baghdad who sent 
his servant to market to buy provisions and in 
a little while the servant came back, white and 

trembling, and said, “Master, just now when 

I was in the marketplace I was jostled by a 
woman in the crowd and when I turned I saw it 
was Death that jostled me. She looked at me and 
made a threatening gesture; now, lend me your 

horse, and I will ride away from this city and 

avoid my fate. I will go to Samarra and there 
Death will not find me.’ The merchant lent him 
his horse, and the servant mounted it, and he 
dug his spurs in its flanks and as fast as the 
horse could gallop he went. Then the merchant 
went down to the marketplace and he saw me 
standing in the crowd, and he came to me and 

said, ‘Why did you make a threatening gesture 
to my servant when you saw him this morning?’ 

‘That was not a threatening gesture,’ I said, ‘it 

was only a start of surprise. I was astonished to 
see him in Baghdad, for I had an appointment 
with him tonight in Samarra.’ 

W. Somerset Maugham 

In the social sciences, talk about belief is ubiq- 

uitous. Since social scientists are typically self- 

conscious about their methods, there is also a 

lot of talk about talk about belief: And since 

belief is a genuinely curious and perplexing 

phenomenon, showing many different faces 

to the world, there is abundant controversy. 

Sometimes belief attribution appears to be 

a dark, risky, and imponderable business— 

especially when exotic, and more particularly 

religious or superstitious, beliefs are in the 

limelight. These are not the only troublesome 

cases; we also court argument and skepticism 

when we attribute beliefs to nonhuman ani- 

mals, or to infants, or to computers or robots. 

Or when the beliefs we feel constrained to at- 

tribute to an apparently healthy, adult member 

of our own society are contradictory, or even 
just wildly false. A biologist colleague of mine 

was once called on the telephone by a man in 

a bar who wanted him to settle a bet. The man 

asked: ‘Are rabbits birds?’ ‘No,’ said the biolo- 

gist. ‘Damn!’ said the man as he hung up. Now 

could he really have believed that rabbits were 

birds? Could anyone really and truly be attrib- 

uted that belief? Perhaps, but it would take a bit 

of a story to bring us to accept it. 

In all of these cases belief attribution appears 

beset with subjectivity, infected with cultural 

relativism, prone to “indeterminacy of radical 

translation’—clearly an enterprise demanding 

special talents: the art of phenomenological 

analysis, hermeneutics, empathy, Verstehen, 

and all that. On other occasions, normal occa- 

sions, when familiar beliefs are the topic, belief 

attribution looks as easy as speaking prose and 

as objective and reliable as counting beans in 

a dish. Particularly when these straightforward 

cases are before us, it is quite plausible to sup- 

pose that in principle (if not yet in practice) it 

would be possible to confirm these simple, ob- 

jective belief attributions by finding something 

inside the believer’s head—by finding the be- 

liefs themselves, in effect. “Look,’ someone 

Reprinted from A. F. Heath, ed., Scientific Explanations (Oxford University Press, 1981), with 

permission of Oxford University Press. Copyright © Oxford University Press 1981. 
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might say, ‘You either believe there’s milk in 

the fridge or you don’t believe there’s milk 

in the fridge’ (you might have no opinion, in 

the latter case). But if you do believe this, 

that’s a perfectly objective fact about you, and 

it must come down in the end to your brain’s 

being in some particular physical state. If we 

knew more about physiological psychology, 

we could in principle determine the facts about 

your brain state and thereby determine whether 

or not you believe there is milk in the fridge, 

even if you were determined to be silent or 

disingenuous on the topic. In principle, on this 

view physiological psychology could trump 

the results—or nonresults—of any “black box’ 

method in the social sciences that divines be- 

liefs (and other mental features) by behavioral, 

cultural, social, historical, external criteria. 

These differing reflections congeal into two 

opposing views on the nature of belief attri- 

bution, and hence on the nature of belief. The 

latter, a variety of realism, likens the question 

of whether a person has a particular belief to 

the question of whether a person is infected 

with a particular virus—a perfectly objective 

internal matter of fact about which an observer 

can often make educated guesses of great reli- 

ability. The former, which we could call inter- 

pretationism if we absolutely had to give it a 

name, likens the question of whether a person 

has a particular belief to the question of whether 

a person is immoral, or has style, or talent, or 

would make a good wife. Faced with such ques- 

tions, we preface our answers with ‘well, it all 

depends on what you’re interested in,’ or make 

some similar acknowledgment of the relativ- 

ity of the issue. ‘It’s a matter of interpretation,’ 

we say. These two opposing views, so baldly 

stated, do not fairly represent any serious theo- 

rists’ positions, but they do express views that 

are typically seen as mutually exclusive and ex- 

haustive; the theorist must be friendly with one 

and only one of these themes. 

I think this is a mistake. My thesis will be 

that while belief is a perfectly objective phe- 

nomenon (that apparently makes me a realist), 

it can be discerned only from the point of view 

of one who adopts a certain predictive strategy, 

and its existence can be confirmed only by an 

assessment of the success of that strategy (that 

apparently makes me an interpretationist). 

First I will describe the strategy, which I call 

the intentional strategy or adopting the inten- 

tional stance. To a first approximation, the in- 

tentional strategy consists of treating the object 

whose behavior you want to predict as a rational 
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agent with beliefs and desires and other mental 

stages exhibiting what Brentano and others call 

intentionality. The strategy has often been de- 

scribed before, but I shall try to put this very 
familiar material in a new light by showing how 

it works and by showing how well it works. 
Then I will argue that any object—or as I shall 

say, any system—whose behavior is well pre- 

dicted by this strategy is in the fullest sense of the 

word a believer. What it is to be a true believer is 

to be an intentional system, a system whose be- 

havior is reliably and voluminously predictable 

via the intentional strategy. I have argued for this 

position before (Dennett 1971, 1976, 1978), and 

my arguments have so far garnered few converts 

and many presumed counterexamples. I shall try 

again here, harder, and shall also deal with sev- 

eral compelling objections. 

The Intentional Strategy and 
How It Works 

There are many strategies, some good, some 

bad. Here is a strategy, for instance, for predict- 

ing the future behavior of a person: determine 

the date and hour of the person’s birth and then 

feed this modest datum into one or another as- 

trological algorithm for generating predictions 

of the person’s prospects. This strategy is de- 

plorably popular. Its popularity is deplorable 

only because we have such good reasons for be- 

lieving that it does not work (pace Feyerabend 

1978). When astrological predictions come true 

this is sheer luck, or the result of such vague- 

ness or ambiguity in the prophecy that almost 

any eventuality can be construed to confirm it. 

But suppose the astrological strategy did in fact 

work well on some people. We could call those 

people astrological systems—systems whose 

behavior was, as a matter of fact, predictable 

by the astrological strategy. If there were such 

people, such astrological systems, we would be 

more interested than most of us in fact are in 

how the astrological strategy works—that is, 

we would be interested in the rules, principles, 

or methods of astrology. We could find out how 

the strategy works by asking astrologers, read- 
ing their books, and observing them in action. 
But we would also be curious about why it 
worked. We might find that astrologers had 
no useful opinions about this latter question— 
they either had no theory of why it worked or 
their theories were pure hokum. Having a good 
strategy is one thing; knowing why it works is 
another. 
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So far as we know, however, the class of as- 

trological systems is empty, so the astrological 

strategy is of interest only as a social curios- 

ity. Other strategies have better credentials. 

Consider the physical strategy, or physical 

stance; if you want to predict the behavior of 

a system, determine its physical constitution 

(perhaps all the way down to the microphysical 

level) and the physical nature of the impinge- 

ments upon it, and use your knowledge of the 

laws of physics to predict the outcome for any 

input. This is the grand and impractical strategy 

of Laplace for predicting the entire future of ev- 

erything in the universe, but it has more modest, 

local, actually usable versions. The chemist or 

physicist in the laboratory can use this strategy 

to predict the behavior of exotic materials, but 

equally the cook in the kitchen can predict the 

effect of leaving the pot on the burner too long. 

The strategy is not always practically avail- 

able, but that it will always work in principle is 

a dogma of the physical sciences (I ignore the 

minor complications raised by the subatomic 

indeterminacies of quantum physics). 

Sometimes, in any event, it is more effec- 

tive to switch from the physical stance to what 

I call the design stance, where one ignores the 

actual (possibly messy) details of the physical 

constitution of an object, and, on the assump- 

tion that it has a certain design, predicts that it 

will behave as it is designed to behave under 

various circumstances. For instance, most users 

of computers have not the foggiest idea what 

physical principles are responsible for the com- 

puter’s highly reliable, and hence predictable, 

behavior. But if they have a good idea of what 

the computer is designed to do (a description 

of its operation at any one of the many possible 

levels of abstraction), they can predict its be- 

havior with great accuracy and reliability, sub- 

ject to disconfirmation only in cases of physical 

malfunction. Less dramatically, almost anyone 

can predict when an alarm clock will sound on 

the basis of the most casual inspection of its 

exterior. One does not know or care to know 

whether it is spring wound, battery driven, sun- 

light powered, made of brass wheels and jewel 

bearings or silicon chips—one just assumes that 

it is designed so that the alarm will sound when 

it is set to sound, and it is set to sound where it 
appears to be set to sound, and the clock will 

keep on running until that time and beyond, and 

is designed to run more or less accurately, and 

so forth. For more accurate and detailed design 

stance predictions of the alarm clock, one must 

descend to a less abstract level of description 
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of its design; for instance, to the level at which 

gears are described, but their material is not 

specified. 

Only the designed behavior of a system is 

predictable from the design stance, of course. 

If you want to predict the behavior of an alarm 

clock when it is pumped full of liquid helium, 

revert to the physical stance. Not just artifacts 

but also many biological objects (plants and an- 

imals, kidneys and hearts, stamens and pistils) 

behave in ways that can be predicted from the 

design stance. They are not just physical sys- 

tems but designed systems. 

Sometimes even the design stance is practi- 

cally inaccessible, and then there is yet another 

stance or strategy one can adopt: the intentional 

stance. Here is how it works: first you decide 

to treat the object whose behavior is to be pre- 

dicted as a rational agent; then you figure out 

what beliefs that agent ought to have, given its 

place in the world and its purpose. Then you 

figure out what desires it ought to have, on the 

same considerations, and finally you predict 

that this rational agent will act to further its 

goals in the light of its beliefs. A little practi- 

cal reasoning from the chosen set of beliefs and 

desires will in many—but not all—instances 

yield a decision about what the agent ought to 

do; that is what you predict the agent will do. 

The strategy becomes clearer with a little 

elaboration. Consider first how we go about 

populating each other’s heads with beliefs. 

A few truisms: sheltered people tend to be ig- 

norant; if you expose someone to something he 

comes to know all about it. In general, it seems, 

we come to believe all the truths about the parts 

of the world around us we are put in a position 

to learn about. Exposure to x, that is, sensory 

confrontation with x over some suitable period 

of time, is the normally sufficient condition for 

knowing (or having true beliefs) about x. As 

we say, we come to know all about the things 

around us. Such exposure is only normally suf- 

ficient for knowledge, but this is not the large 

escape hatch it might appear; our threshold for 

accepting abnormal ignorance in the face of 

exposure is quite high. ‘I didn’t know the gun 

was loaded,’ said by one who was observed to 

be present, sighted, and awake during the load- 

ing, meets with a variety of utter skepticism that 

only the most outlandish supporting tale could 

overwhelm. 

Of course we do not come to learn or remem- 

ber all the truths our sensory histories avail us. 

In spite of the phrase ‘know all about,’ what 

we come to know, normally, are only all the 
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relevant truths our sensory histories avail us. 

I do not typically come to know the ratio of 

spectacle-wearing people to trousered people in 

a room I inhabit, though if this interested me, 

it would be readily learnable. It is not just that 

some facts about my environment are below my 

thresholds of discrimination or beyond the inte- 

gration and holding power of my memory (such 

as the height in inches of all the people pres- 

ent), but that many perfectly detectable, grasp- 

able, memorable facts are of no interest to me 

and hence do not come to be believed by me. So 

one rule for attributing beliefs in the intentional 

strategy is this: attribute as beliefs all the truths 

relevant to the system’s interests (or desires) 

that the system’s experience to date has made 

available. This rule leads to attributing some- 

what too much—since we all are somewhat 

forgetful, even of important things. It also fails 

to capture the false beliefs we are all known 

to have. But the attribution of false belief, any 

false belief, requires a special genealogy, which 

will be seen to consist in the main in true be- 

liefs. Two paradigm cases: S believes (falsely) 

that p, because S believes (truly) that Jones told 

him that p, that Jones is pretty clever, that Jones 

did not intend to deceive him, .. . etc. Second 

case: S believes (falsely) that there is a snake 

on the barstool, because S believes (truly) that 

he seems to see a snake on the barstool, 1s him- 

self sitting in a bar not a yard from the barstool 

he sees, and so forth. The falsehood has to start 

somewhere; the seed may be sown in hallu- 

cination, illusion, a normal variety of simple 

misperception, memory deterioration, or de- 

liberate fraud, for instance, but the false beliefs 

that are reaped grow in a culture medium of true 
beliefs. 

Then there are the arcane and sophisticated 

beliefs, true and false, that are so often at the 

focus of attention in discussions of belief at- 

tribution. They do not arise directly, goodness 

knows, from exposure to mundane things and 

events, but their attribution requires tracing out 

a lineage of mainly good argument or reason- 

ing from the bulk of beliefs already attributed. 

An implication of the intentional strategy, then, 

is that true believers mainly believe truths. If 

anyone could devise an agreed-upon method 

of individuating and counting beliefs (which 

I doubt very much), we would see that all but 

the smallest portion (say, less than ten percent) 

of a person’s beliefs were attributable under our 

first rule.! 

Note that this rule is a derived rule, an 

elaboration and further specification of the 
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fundamental rule: attribute those beliefs the 

system ought to have. Note also that the rule 

interacts with the attribution of desires. How 

do we attribute the desires (preferences, goals, 

interests) on whose basis we will shape the list 

of beliefs? We attribute the desires the system 

ought to have. That is the fundamental rule. It 

dictates, on a first pass, that we attribute the fa- 

miliar list of highest, or most basic, desires to 

people: survival, absence of pain, food, com- 

fort, procreation, entertainment. Citing any one 

of these desires typically terminates the ‘Why?’ 

game of reason giving. One is not supposed to 

need an ulterior motive for desiring comfort or 

pleasure or the prolongation of one’s existence. 

Derived rules of desire attribution interact with 

belief attributions. Trivially, we have the rule: 

attribute desires for those things a system be- 

lieves to be good for it. Somewhat more infor- 

matively, attribute desires for those things a 

system believes to be best means to other ends 

it desires. The attribution of bizarre and detri- 

mental desires thus requires, like the attribution 

of false beliefs, special stories. 

The interaction between belief and desire be- 

comes trickier when we consider what desires 

we attribute on the basis of verbal behavior. The 

capacity to express desires in language opens 

the floodgates of desire attribution. ‘I want a 

two-egg mushroom omelette, some French 

bread and butter, and a half bottle of lightly 
chilled white Burgundy.’ How could one begin 

to attribute a desire for anything so specific in 

the absence of such verbal declaration? How, 

indeed, could a creature come to contract such 

a specific desire without the aid of language? 

Language enables us to formulate highly spe- 
cific desires, but it also forces us on occasion 

to commit ourselves to desires altogether more 

stringent in their conditions of satisfaction than 

anything we would otherwise have any reason 

to endeavor to satisfy. Since in order to get 

what you want you often have to say what you 

want, and since you often cannot say what you 

want without saying something more specific 

than you antecedently mean, you often end up 

giving others evidence—the very best of evi- 
dence, your unextorted word—that you desire 
things or states of affairs far more particular 
than would satisfy you—or better, than would 
have satisfied you, for once you have declared, 
being a man of your word, you acquire an inter- 
est in satisfying exactly the desire you declared 
and no other. 

‘T’'d like some baked beans, please.’ 

“Yes, sir. How many?’ 
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You might well object to having such a speci- 

fication of desire demanded of you, but in fact 

we are all socialized to accede to similar re- 

quirements in daily life—to the point of not no- 

ticing it, and certainly not feeling oppressed by 

it. I dwell on this because it has a parallel in the 

realm of belief, where our linguistic environ- 

ment is forever forcing us to give—or concede— 

precise verbal expression to convictions that 

lack the hard edges verbalization endows 

them with (see Dennett 1969, pp. 184-85, 

and Dennett 1978, chapter 16). By concentrat- 

ing on the results of this social force, while 

ignoring its distorting effect, one can easily be 

misled into thinking that it is obvious that be- 

liefs and desires are rather like sentences stored 

in the head. Being language-using creatures, it 

is inevitable that we should often come to be- 

lieve that some particular, actually formulated, 

spelled and punctuated sentence is true, and 

that on other occasions we should come to want 

such a sentence to come true, but these are spe- 

cial cases of belief and desire and as such may 

not be reliable models for the whole domain. 

That is enough, on this occasion, about the 

principles of belief and desire attribution to 

be found in the intentional strategy. What 

about the rationality one attributes to an in- 

tentional system? One starts with the ideal of 

perfect rationality and revises downward as 

circumstances dictate. That is, one starts with 

the assumption that people believe all the im- 

plications of their beliefs and believe no con- 

tradictory pairs of beliefs. This does not create 

a practical problem of clutter (infinitely many 

implications, for instance), for one is interested 

only in ensuring that the system one is predict- 

ing is rational enough to get to the particular 

implications that are relevant to its behavioral 

predicament of the moment. Instances of irra- 

tionality, or of finitely powerful capacities of 

inferences, raise particularly knotty problems 

of interpretation, which I will set aside on this 

occasion (see Dennett 1987, chapter 4, and 

Cherniak 1986). 

For I want to turn from the description of the 

strategy to the question of its use. Do people 

actually use this strategy? Yes, all the time. 

There may someday be other strategies for at- 

tributing belief and desire and for predicting 

behavior, but this is the only one we all know 

now. And when does it work? It works with 

people almost all the time. Why would it not be 

a good idea to allow individual Oxford colleges 

to create and grant academic degrees when- 

ever they saw fit? The answer is a long story, 
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but very easy to generate. And there would be 

widespread agreement about the major points. 

We have no difficulty thinking of the reasons 

people would then have for acting in such ways 

as to give others reasons for acting in such ways 

as to give others reasons for . . . creating a cir- 

cumstance we would not want. Our use of the 

intentional strategy is so habitual and effortless 

that the role it plays in shaping our expectations 

about people is easily overlooked. The strategy 

also works on most other mammals most of 

the time. For instance, you can use it to design 

better traps to catch those mammals, by reason- 

ing about what the creature knows or believes 

about various things, what it prefers, what it 

wants to avoid. The strategy works on birds, 

and on fish, and on reptiles, and on insects and 

spiders, and even on such lowly and unenter- 

prising creatures as clams (once a clam believes 

there is danger about, it will not relax its grip 

on its closed shell until it is convinced that 

the danger has passed). It also works on some 

artifacts: the chess-playing computer will not 

take your knight because it knows that there is 

a line of ensuing play that would lead to losing 

its rook, and it does not want that to happen. 

More modestly, the thermostat will turn off the 

boiler as soon as it comes to believe the room 
has reached the desired temperature. 

The strategy even works for plants. In a locale 

with late spring storms, you should plant apple 

varieties that are particularly cautious about 

concluding that it is spring—which is when 

they want to blossom, of course. It even works 

for such inanimate and apparently undesigned 

phenomena as lightning. An electrician once 

explained to me how he worked out how to pro- 

tect my underground water pump from light- 

ning damage: lightning, he said, always wants 

to find the best way to ground, but sometimes it 

gets tricked into taking second-best paths. You 

can protect the pump by making another, better 

path more obvious to the lightning. 

True Believers as Intentional 

Systems 

Now clearly this is a motley assortment of 

‘serious’ belief attributions, dubious belief at- 

tributions, pedagogically useful metaphors, 

facons de parler, and, perhaps worse, outright 

frauds. The next task would seem to be distin- 

guishing those intentional systems that really 

have beliefs and desires from those we may 

find it handy to treat as if they had beliefs and 
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desires. But that would be a Sisyphean labor, 

or else would be terminated by fiat. A better 

understanding of the phenomenon of belief 

begins with the observation that even in the 

worst of these cases, even when we are surest 

that the strategy works for the wrong reasons, 

it is nevertheless true that it does work, at least 

a little bit. This is an interesting fact, which dis- 

tinguishes this class of objects, the class of in- 

tentional systems, from the class of objects for 

which the strategy never works. But is this so? 

Does our definition of an intentional system ex- 

clude any objects at all? For instance, it seems 

the lectern in this lecture room can be construed 

as an intentional system, fully rational, believ- 

ing that it is currently located at the center of 

the civilized world (as some of you may also 

think), and desiring above all else to remain at 

that center. What should such a rational agent 

so equipped with belief and desire do? Stay put, 

clearly, which is just what the lectern does. I 

predict the lectern’s behavior, accurately, from 

the intentional stance, so is it an intentional 

system? If it is, anything at all is. 

What should disqualify the lectern? For one 

thing, the strategy does not recommend itself in 

this case, for we get no predictive power from it 

that we did not antecedently have. We already 
knew what the lectern was going to do—namely 

nothing—and tailored the beliefs and desires to 

fit in a quite unprincipled way. In the case of 

people or animals or computers, however, the 

situation is different. In these cases often the only 

strategy that is at all practical is the intentional 

strategy; it gives us predictive power we can get 

by no other method. But, it will be urged, this 

is no difference in nature, but merely a differ- 

ence that reflects upon our limited capacities as 

scientists. The Laplacean omniscient physicist 

could predict the behavior of a computer—or of 

a live human body, assuming it to be ultimately 

governed by the laws of physics—without any 

need for the risky, short-cut methods of either 

the design or intentional strategies. For people 

of limited mechanical aptitude, the intentional 

interpretation of a simple thermostat is a handy 

and largely innocuous crutch, but the engineers 

among us can quite fully grasp its internal oper- 

ation without the aid of this anthropomorphiz- 

ing. It may be true that the cleverest engineers 

find it practically impossible to maintain a clear 

conception of more complex systems, such as 

a time-sharing computer system or remote- 

controlled space probe, without lapsing into an 

intentional stance (and viewing these devices as 

asking and telling, trying and avoiding, wanting 
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and believing), but this is just a more advanced 

case of human epistemic frailty. We would not 

want to classify these artifacts with the true 

believers—ourselves—on such variable and 

parochial grounds, would we? Would it not be 

intolerable to hold that some artifact or creature 

or person was a believer from the point of view 

of one observer, but not a believer at all from 

the point of view of another, cleverer observer? 

That would be a particularly radical version 

of interpretationism, and some have thought 

I espoused it in urging that belief be viewed in 

terms of the success of the intentional strategy. 

I must confess that my presentation of the view 

has sometimes invited that reading, but I now 

want to discourage it. The decision to adopt the 
intentional stance is free, but the facts about 

the success or failure of the stance, were one to 

adopt it, are perfectly objective. 

Once the intentional strategy is in place, 

it is an extraordinarily powerful tool in 

prediction—a fact that is largely concealed by 

our typical concentration on the cases in which 

it yields dubious or unreliable results. Consider, 

for instance, predicting moves in a chess game. 

What makes chess an interesting game, one can 

see, is the unpredictability of one’s opponent’s 

moves, except in those cases where moves 

are ‘forced’—where there is clearly one best 

move—typically the least of the available evils. 

But this unpredictability is put in context when 

one recognizes that in the typical chess situation 

there are very many perfectly legal and hence 

available moves, but only a few—perhaps half 

a dozen—with anything to be said for them, and 

hence only a few high-probability moves ac- 

cording to the intentional strategy. Even when 

the intentional strategy fails to distinguish a 

single move with a highest probability, it can 

dramatically reduce the number of live options. 

The same feature is apparent when the inten- 

tional strategy is applied to ‘real world’ cases. 

It is notoriously unable to predict the exact 

purchase and sell decisions of stock traders, 

for instance, or the exact sequence of words a 

politician will utter when making a scheduled 
speech, but one’s confidence can be very high 

indeed about slightly less specific predictions: 

that the particular trader will not buy utilities 

today, or that the politician will side with the 

unions against his party, for example. This 
inability to predict fine-grained descriptions 
of actions, looked at another way, iS a source 
of strength for the intentional strategy, for it 
is this neutrality with regard to details of im- 
plementation that permits one to exploit the 
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intentional strategy in complex cases, for in- 

stance, in chaining predictions (see Dennett 

1978). Suppose the US Secretary of State were 

to announce he was a paid agent of the KGB. 

What an unparalleled event! How unpredictable 

its consequences! Yet in fact we can predict 

dozens of not terribly interesting but perfectly 

salient consequences, and consequences of 

consequences. The President would confer with 

the rest of the Cabinet, which would support 

his decision to relieve the Secretary of State 

of his duties pending the results of various in- 

vestigations, psychiatric and political, and all 

this would be reported at a news conference 

to people who would write stories that would 

be commented upon in editorials that would 

be read by people who would write letters to 

the editors, and so forth. None of that is daring 

prognostication, but note that it describes an arc 

of causation in space-time that could not be pre- 

dicted under any description by any imaginable 

practical extension of physics or biology. 

The power of the intentional strategy can 

be seen even more sharply with the aid of an 

objection first raised by Robert Nozick some 

years ago. Suppose, he suggested, some beings 

of vastly superior intelligence—from Mars, let 

us say—were to descend upon us, and suppose 

that we were to them as simple thermostats are 

to clever engineers. Suppose, that is, that they 

did not need the intentional stance—or even the 

design stance—to predict our behavior in all its 

detail. They can be supposed to be Laplacean 

super-physicists, capable of comprehending 

the activity on Wall Street, for instance, at the 

microphysical level. Where we see brokers 

and buildings and sell orders and bids, they 

see vast congeries of subatomic particles mill- 

ing about—and they are such good physicists 

that they can predict days in advance what ink 

marks will appear each day on the paper tape la- 

belled ‘Closing Dow Jones Industrial Average.’ 

They can predict the individual behaviors of all 

the various moving bodies they observe with- 

out ever treating any of them as intentional sys- 

tems. Would we be right then to say that from 

their point of view we really were not believers 

at all (any more than a simple thermostat is)? If 

so, then our status as believers is nothing ob- 

jective, but rather something in the eye of the 

beholder—provided the beholder shares our in- 

tellectual limitations. 
Our imagined Martians might be able to pre- 

dict the future of the human race by Laplacean 

methods, but if they did not also see us as 

intentional systems, they would be missing 
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something perfectly objective: the patterns in 

human behavior that are describable from the 

intentional stance, and only from that stance, 

and that support generalizations and _ predic- 

tions. Take a particular instance in which 

the Martians observe a stockbroker deciding 

to place an order for 500 shares of General 

Motors. They predict the exact motions of his 

fingers as he dials the phone and the exact vi- 

brations of his vocal cords as he intones his 

order. But if the Martians do not see that indefi- 

nitely many different patterns of finger motions 

and vocal cord vibrations—even the motions of 

indefinitely many different individuals—could 

have been substituted for the actual particulars 

without perturbing the subsequent operation of 

the market, then they have failed to see a real 

pattern in the world they are observing. Just 

as there are indefinitely many ways of being a 

spark plug—and one has not understood what 

an internal combustion engine is unless one 

realizes that a variety of different devices can 

be screwed into these sockets without affecting 

the performance of the engine—so there are in- 

definitely many ways of ordering 500 shares of 

General Motors, and there are societal sockets 

in which one of these ways will produce just 

about the same effect as any other. There are 

also societal pivot points, as it were, where 

which way people go depends on whether they 

believe that p, or desire A, and does not depend 

on any of the other infinitely many ways they 

may be alike or different. 

Suppose, pursuing our Martian fantasy a little 

further, that one of the Martians were to engage 

in a predicting contest with an Earthling. The 

Earthling and the Martian observe (and observe 

each other observing) a particular bit of local 

physical transaction. From the Earthling’s point 

of view, this is what is observed, The telephone 

rings in Mrs. Gardner’s kitchen. She answers, 

and this is what she says: ‘Oh, hello dear. You’re 

coming home early? Within the hour? And bring- 

ing the boss to dinner? Pick up a bottle of wine 

on the way home, then, and drive carefully.’ On 

the basis of this observation, our Earthling pre- 

dicts that a large metallic vehicle with rubber 

tires will come to a stop in the drive within one 

hour, disgorging two human beings, one of 

whom will be holding a paper bag containing a 

bottle containing an alcoholic fluid. The predic- 

tion is a bit risky, perhaps, but a good bet on all 

counts. The Martian makes the same prediction, 

but has to avail himself of much more informa- 

tion about an extraordinary number of interac- 

tions of which, so far as he can tell, the Earthling 
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is entirely ignorant. For instance, the decelera- 

tion of the vehicle at intersection A, five miles 

from the house, without which there would have 

been a collision with another vehicle—whose 

collision course had been laboriously calculated 

over some hundreds of meters by the Martian. 

The Earthling’s performance would look like 

magic! How did the Earthling know that the 

human being who got out of the car and got the 

bottle in the shop would get back in? The coming 

true of the Earthling’s prediction, after all the va- 

garies, intersections, and branches in the paths 
charted by the Martian, would seem to anyone 

bereft of the intentional strategy as marvelous 

and inexplicable as the fatalistic inevitability of 

the appointment in Samarra. Fatalists—for in- 

stance, astrologers—believe that there is a pat- 
tern in human affairs that is inexorable, that will 

impose itself come what may, that is, no matter 

how the victims scheme and second-guess, no 

matter how they twist and turn in their chains. 

These fatalists are wrong, but they are almost 

right. There are patterns in human affairs that 

impose themselves, not quite inexorably but with 

great vigor, absorbing physical perturbations 

and variations that might as well be considered 

random; these are the patterns that we character- 

ize in terms of the beliefs, desires, and intentions 

of rational agents. 

No doubt you will have noticed, and been 

distracted by, a serious flaw in our thought 

experiment: the Martian is presumed to treat 

his Earthling opponent as an intelligent being 

like himself, with whom communication is pos- 

sible, a being with whom one can make a wager, 

against whom one can compete. In short, a being 

with beliefs (such as the belief he expressed in 

his prediction) and desires (such as the desire 

to win the prediction contest). So if the Martian 

sees the pattern in one Earthling, how can he fail 

to see it in the others? As a bit of narrative, our 

example could be strengthened by supposing that 

our Earthling cleverly learned Martian (which is 

transmitted by X-ray modulation) and disguised 

himself as a Martian, counting on the species- 

chauvinism of these otherwise brilliant aliens 

to permit him to pass as an intentional system 

while not giving away the secret of his fellow 

human beings. This addition might get us over a 

bad twist in the tale, but might obscure the moral 
to be drawn: namely, the unavoidability of the in- 

tentional stance with regard to oneself and one’s 

fellow intelligent beings. This unavoidability is 

itself interest relative; it is perfectly possible to 

adopt a physical stance, for instance, with regard 

to an intelligent being, oneself included, but not 
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to the exclusion of maintaining at the same time 

an intentional stance with regard to oneself at a 

minimum, and one’s fellows if one intends, for 

instance, to learn what they know (a point that 

has been powerfully made by Stuart Hampshire 

in a number of writings). We can perhaps sup- 

pose our super-intelligent Martians fail to rec- 

ognize us as intentional systems, but we cannot 

suppose them to lack the requisite concepts.” If 

they observe, theorize, predict, communicate, 

they view themselves as intentional systems.’ 

Where there are intelligent beings, the patterns 

must be there to be described, whether or not we 

care to see them. 

It is important to recognize the objective real- 

ity of the intentional patterns discernible in the 

activities of intelligent creatures, but also im- 

portant to recognize the incompleteness and im- 

perfections in the patterns. The objective fact is 

that the intentional strategy works as well as it 

does, which is not perfectly. No one is perfectly 

rational, perfectly unforgetful, all-observant, or 

invulnerable to fatigue, malfunction, or design 

imperfection. This leads inevitably to circum- 

stances beyond the power of the intentional 

strategy to describe, in much the same way 

that physical damage to an artifact, such as a 

telephone or an automobile, may render it inde- 

scribable by the normal design terminology for 

that artifact. How do you draw the schematic 

wiring diagram of an audio amplifier that has 

been partially melted, or how do you charac- 

terize the program state of a malfunctioning 

computer? In cases of even the mildest and most 

familiar cognitive pathology—where people 

seem to hold contradictory beliefs or to be de- 

ceiving themselves, for instance—the canons of 

interpretation of the intentional strategy fail to 

yield clear, stable verdicts about which beliefs 

and desires to attribute to a person. 

Now a strong realist position on beliefs and 

desires would claim that in these cases the person 

in question really does have some particular be- 

liefs and desires which the intentional strategy, 

as I have described it, is simply unable to divine. 

On the milder sort of realism I am advocating, 

there is no fact of the matter of exactly which 

beliefs and desires a person has in these degen- 
erate cases, but this is not a surrender to relativ- 
ism or subjectivism, for when and why there is 
no fact of the matter is itself a matter of objec- 
tive fact. On this view one can even acknowl- 
edge the interest relativity of belief attributions 
and grant that given the different interests of 
different cultures, for instance, the beliefs and 
desires one culture would attribute to a member 
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might be quite different from the beliefs and 

desires another culture would attribute to that 

very same person. But supposing that were so 

in a particular case, there would be the further 

facts about how well each of the rival intentional 

strategies worked for predicting the behavior of 

that person. We can be sure in advance that no 

intentional interpretation of an individual will 

work to perfection, and it may be that two rival 

schemes are about equally good, and better than 

any others we can devise. That this is the case 

is itself something about which there can be a 

fact of the matter. The objective presence of one 

pattern (with whatever imperfections) does not 

rule out the objective presence of another pat- 

tern (with whatever imperfections). 

The bogey of radically different interpreta- 

tions with equal warrant from the intentional 

strategy is theoretically important—one might 

better say metaphysically important—but prac- 

tically negligible once one restricts one’s atten- 

tion to the largest and most complex intentional 

systems we know: human beings.’ 

Until now I have been stressing our kinship 

to clams and thermostats, in order to emphasize 

a view of the logical status of belief attribu- 

tion, but the time has come to acknowledge the 

obvious differences and say what can be made 

of them. The perverse claim remains: all there 

is to being a true believer is being a system 

whose behavior is reliably predictable via the 

intentional strategy, and hence all there is to 

really and truly believing that p (for any proposi- 

tion p) is being an intentional system for which 

p occurs as a belief in the best (most predictive) 

interpretation. But once we turn our attention 

to the truly interesting and versatile intentional 

systems, we see that this apparently shallow 

and instrumentalistic criterion of belief puts a 

severe constraint on the internal constitution of 

a genuine believer, and thus yields a robust ver- 

sion of belief after all. 

Consider the lowly thermostat, as degen- 

erate a case of an intentional system as could 

conceivably hold our attention for more than a 

moment. Going along with the gag, we might 

agree to grant it the capacity for about half a 

dozen different beliefs and fewer desires—it 

can believe the room is too cold or too hot, that 

the boiler is on or off, and that if it wants the 

room warmer it should turn on the boiler, and 

so forth. But surely this is imputing too much to 

the thermostat; it has no concept of heat or of a 

boiler, for instance. So suppose we de-interpret 

its beliefs and desires: it can believe the A is 

too F or G, and if it wants the A to be more F it 
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should do K, and so forth. After all, by attaching 

the thermostatic control mechanism to different 

input and output devices, it could be made to 

regulate the amount of water in a tank, or the 

speed of a train, for instance. Its attachment to 

a heat-sensitive transducer and a boiler is too 

impoverished a link to the world to grant any 

rich semantics to its belief-like states. 

But suppose we then enrich these modes of 

attachment. Suppose we give it more than one 

way of learning about the temperature, for in- 

stance. We give it an eye of sorts that can dis- 

tinguish huddled, shivering occupants of the 

room and an ear so that it can be told how cold 

it is. We give it some facts about geography 

so that it can conclude that it is probably in a 

cold place if it learns that its spatiotemporal 

location is Winnipeg in December. Of course 

giving it a visual system that is multipurpose 

and general—not a mere shivering-object 

detector—will require vast complications of 

its inner structure. Suppose we also give our 

system more behavioral versatility: it chooses 

the boiler fuel, purchases it from the cheapest 

and most reliable dealer, checks the weather 

stripping, and so forth. This adds another di- 

mension of internal complexity; it gives indi- 

vidual belief-like states more to do, in effect, 

by providing more and different occasions for 

their derivation or deduction from other states, 

and by providing more and different occasions 

for them to serve as premises for further reason- 

ing. The cumulative effect of enriching these 

connections between the device and the world 

in which it resides is to enrich the semantics 

of its dummy predicates, F and G and the rest. 

The more of this we add, the less amenable our 

device becomes to serving as the control struc- 

ture of anything other than a room-temperature 

maintenance system. A more formal way of 

saying this is that the class of indistinguish- 

ably satisfactory models of the formal system 

embodied in its internal states gets smaller and 

smaller as we add such complexities; the more 

we add, the richer or more demanding or spe- 

cific the semantics of the system, until even- 

tually we reach systems for which a unique 

semantic interpretation is practically (but never 

in principle) dictated (cf. Hayes 1979). At that 

point we say this device (or animal or person) 

has beliefs about heat and about this very room, 

and so forth, not only because of the system’s 

actual location in, and operations on, the world, 

but because we cannot imagine another niche in 

which it could be placed where it would work 

(see also Dennett 1987, chapters 5 and 8). 
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Our original simple thermostat had a state 

we called a belief about a particular boiler, 

to the effect that it was on or off. Why about 

that boiler? Well, what other boiler would you 

want to say it was about? The belief is about 

the boiler because it is fastened to the boiler.° 

Given the actual, if mimimal, causal link to the 

world that happened to be in effect, we could 

endow a state of the device with meaning (of a 

sort) and truth conditions, but it was altogether 

too easy to substitute a different minimal link 

and completely change the meaning (in this 

impoverished sense) of that internal state. But 

as systems become perceptually richer and be- 

haviorally more versatile, it becomes harder 

and harder to make substitutions in the actual 

links of the system to the world without chang- 

ing the organization of the system itself. If you 

change its environment, it will notice, in effect, 

and make a change in its internal state in re- 

sponse. There comes to be a two-way constraint 

of growing specificity between the device and 

the environment. Fix the device in any one state 

and it demands a very specific environment in 

which to operate properly (you can no longer 

switch it easily from regulating temperature to 

regulating speed or anything else); but at the 

same time, if you do not fix the state it is in, 

but just plonk it down in a changed environ- 

ment, its sensory attachments will be sensitive 

and discriminative enough to respond appropri- 

ately to the change, driving the system into a 

new state, in which it will operate effectively in 

the new environment. There is a familiar way 

of alluding to this tight relationship that can 

exist between the organization of a system and 

its environment: you say that the organism con- 

tinuously mirrors the environment, or that there 

is a representation of the environment in—or 

implicit in—the organization of the system. 

It is not that we attribute (or should attribute) 

beliefs and desires only to things in which we 

find internal representations, but rather that 

when we discover some object for which the in- 

tentional strategy works, we endeavor to inter- 

pret some of its internal states or processes as 

internal representations. What makes some in- 

ternal feature of a thing a representation could 

only be its role in regulating the behavior of an 

intentional system. 

Now the reason for stressing our kinship 

with the thermostat should be clear. There 

is nO magic moment in the transition from a 

simple thermostat to a system that really has 

an internal representation of the world around 

it. The thermostat has a minimally demanding 
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representation of the world, fancier thermo- 

stats have more demanding representations of 

the world, fancier robots for helping around the 

house would have still more demanding repre- 

sentations of the world. Finally you reach us. 

We are so multifariously and intricately con- 

nected to the world that almost no substitution 

is possible—though it is clearly imaginable in 

a thought experiment. Hilary Putnam imagines 

the planet Twin Earth, which is just like Earth 

right down to the scuff marks on the shoes of 

the Twin Earth replica of your neighbor, but 

which differs from Earth in some property that 

is entirely beneath the thresholds of your capac- 

ities to discriminate. (What they call water on 

Twin Earth has a different chemical analysis.) 

Were you to be whisked instantaneously to 

Twin Earth and exchanged for your Twin Earth 

replica, you would never be the wiser—just 

like the simple control system that cannot tell 

whether it is regulating temperature, speed, or 

volume of water in a tank. It is easy to devise 

radically different Twin Earths for something 

as simple and sensorily deprived as a thermo- 

stat, but your internal organization puts a much 

more stringent demand on substitution. Your 

Twin Earth and Earth must be virtual replicas 

or you will change state dramatically on arrival. 

So which boiler are your beliefs about when 

you believe the boiler is on? Why, the boiler in 

your cellar (rather than its twin on Twin Earth, 

for instance). What other boiler would your be- 

liefs be about? The completion of the semantic 

interpretation of your beliefs, fixing the refer- 

ents of your beliefs, requires, as in the case of 

the thermostat, facts about your actual embed- 

ding in the world. The principles, and problems, 

of interpretation that we discover when we at- 

tribute beliefs to people are the same principles 

and problems we discover when we look at the 

ludicrous, but blessedly simple, problem of at- 

tributing beliefs to a thermostat. The differences 

are of degree, but nevertheless of such great 

degree that understanding the internal organi- 

zation of a simple intentional system gives one 

very little basis for understanding the internal 

organization of a complex intentional system, 
such as a human being. 

Why Does the Intentional 
Strategy Work? 

When we turn to the question of why the inten- 
tional strategy works as well as it does, we find 
that the question is ambiguous, admitting of 
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two very different sorts of answers. If the inten- 

tional system is a simple thermostat, one answer 

is simply this: the intentional strategy works 

because the thermostat is well designed; it was 

designed to be a system that could be easily and 

reliably comprehended and manipulated from 

this stance. That is true, but not very informa- 

tive, if what we are after are the actual fea- 

tures of its design that explain its performance. 

Fortunately, however, in the case of a simple 

thermostat those features are easily discovered 

and understood, so the other answer to our why 

question, which is really an answer about how 

the machinery works, is readily available. 

If the intentional system in question is a 

person, there is also an ambiguity in our ques- 

tion. The first answer to the question of why 

the intentional strategy works is that evolution 

has designed human beings to be rational, to 

believe what they ought to believe and want 

what they ought to want. The fact that we are 

products of a long and demanding evolutionary 

process guarantees that using the intentional 

strategy on us is a safe bet. This answer has the 

virtues of truth and brevity, and on this occa- 

sion the additional virtue of being an answer 

Herbert Spencer would applaud, but it is also 

strikingly uninformative. The more difficult 

version of the question asks, in effect, how 

the machinery which Nature has provided us 

works. And we cannot yet give a good answer 

to that question. We just do not know. We do 

know how the strategy works, and we know the 

easy answer to the question of why it works, but 

knowing these does not help us much with the 

hard answer. 

It is not that there is any dearth of doctrine, 

however. A Skinnerian behaviorist, for in- 

stance, would say that the strategy works be- 

cause its imputations of beliefs and desires are 

short-hand, in effect, for as yet unimaginably 

complex descriptions of the effects of prior his- 

tories of response and reinforcement. To say 

that someone wants some ice cream is to say 

that in the past the ingestion of ice cream has 

been reinforced in him by the results, creating 

a propensity under certain background condi- 

tions (also too complex to describe) to engage 

in ice-cream-acquiring behavior. In the absence 

of detailed knowledge of those historical facts 

we can nevertheless make shrewd guesses on 

inductive grounds; these guesses are embodied 

in our intentional stance claims. Even if all this 

were true, it would tell us very little about the 

way such propensities were regulated by the in- 

ternal machinery. 
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A currently more popular explanation is 

that the account of how the strategy works and 

the account of how the mechanism works will 

(roughly) coincide: for each predictively attrib- 

utable belief, there will be a functionally salient 

internal state of the machinery, decomposable 

into functional parts in just about the same way 

the sentence expressing the belief is decompos- 

able into parts—that is, words or terms. The in- 

ferences we attribute to rational creatures will 

be mirrored by physical, causal processes in 

the hardware; the logical form of the proposi- 

tions believed will be copied in the structural 

form of the states in correspondence with them. 

This is the hypothesis that there is a language of 

thought coded in our brains, and our brains will 

eventually be understood as symbol manipulat- 

ing systems in at least rough analogy with com- 

puters. Many different versions of this view are 

currently being explored, in the new research 

program called cognitive science, and provided 

one allows great latitude for attenuation of the 

basic, bold claim, I think some version of it will 

prove correct. 

But I do not believe that this is obvious. Those 

who think that it is obvious, or inevitable, that 

such a theory will prove true (and there are 

many who do), are confusing two different em- 

pirical claims. The first is that intentional stance 

description yields an objective, real pattern in 

the world—the pattern our imaginary Martians 

missed. This is an empirical claim, but one that 

is confirmed beyond skepticism. The second 

is that this real pattern is produced by another 

real pattern roughly isomorphic to it within the 

brains of intelligent creatures. Doubting the ex- 

istence of the second real pattern is not doubt- 

ing the existence of the first. There are reasons 

for believing in the second pattern, but they are 

not overwhelming. The best simple account I 

can give of the reasons is as follows. 

As we ascend the scale of complexity from 

simple thermostat, through sophisticated robot, 

to human being, we discover that our efforts 

to design systems with the requisite behavior 

increasingly run foul of the problem of combi- 

natorial explosion. Increasing some parameter 

by, say, ten percent—ten percent more inputs 

or more degrees of freedom in the behavior to 

be controlled or more words to be recognized 

or whatever—tends to increase the internal 

complexity of the system being designed by 

orders of magnitude. Things get out of hand 

very fast and, for instance, can lead to com- 

puter programs that will swamp the largest, 

fastest machines. Now somehow the brain has 
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solved the problem of combinatorial explosion. 

It is a gigantic network of billions of cells, but 

still finite, compact, reliable, and swift, and ca- 

pable of learning new behaviors, vocabularies, 
theories, almost without limit. Some elegant, 

generative, indefinitely extendable principles 

of representation must be responsible. We 
have only one model of such a representation 

system: a human language. So the argument for 

a language of thought comes down to this: what 

else could it be? We have so far been unable to 
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imagine any plausible alternative in any detail. 

That is a good enough reason, I think, for rec- 

ommending as a matter of scientific tactics that 

we pursue the hypothesis in its various forms 

as far as we can.° But we will engage in that 

exploration more circumspectly, and fruitfully, 

if we bear in mind that its inevitable rightness is 

far from assured. One does not well understand 

even a true empirical hypothesis so long as one 

is under the misapprehension that it is neces- 

sarily true. 
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NOTES 

1. The idea that most of anyone’s beliefs must be true 

seems obvious to some people. Support for the idea 
can be found in works by Quine, Putnam, Shoemaker, 

Davidson, and myself. Other people find the idea 

equally incredible—so probably each side is calling 
a different phenomenon belief. Once one makes the 
distinction between belief and opinion (in my tech- 
nical sense—see “How to Change Your Mind” in 

Dennett 1978, chapter 16), according to which opin- 

ions are linguistically infected, relatively sophisti- 

cated cognitive states—roughly states of betting on 

the truth of a particular, formulated sentence—one 
can see the near triviality of the claim that most be- 

liefs are true. A few reflections on peripheral matters 
should bring it out. Consider Democritus, who had a 
systematic, all-embracing, but (let us say, for the sake 

of argument) entirely false physics. He had things 
all wrong, though his views held together and had 
a sort of systematic utility. But even if every claim 

that scholarship permits us to attribute to Democritus 
(either explicit or implicit in his writings) is false, 

these represent a vanishingly small fraction of his 

beliefs, which include both the vast numbers of hum- 
drum standing beliefs he must have had (about which 

house he lived in, what to look for in a good pair of 
sandals, and so forth) and also those occasional be- 

liefs that came and went by the millions as his per- 
ceptual experience changed. 

But, it may be urged, this isolation of his hum- 
drum beliefs from his science relies on an insup- 

portable distinction between truths of observation 
and truths of theory; all Democritus’s beliefs are 

theory-laden, and since his theory is false, they are 
false. The reply is as follows: Granted that all ob- 

servation beliefs are theory laden, why should we 

choose Democritus’s explicit, sophisticated theory 

(couched in his opinions) as the theory with which 
to burden his quotidian observations? Note that the 

least theoretical compatriot of Democritus also had 
myriads of theory-laden observation beliefs—and 
was, in one sense, none the wiser for it. Why should 

we not suppose Democritus’s observations are laden 
with the same (presumably innocuous) theory? If 
Democritus forgot his theory, or changed his mind, 

his observational beliefs would be largely un- 

touched. To the extent that his sophisticated theory 
played a discernible role in his routine behavior and 

expectations and so forth, it would be quite appro- 
priate to couch his humdrum beliefs in terms of the 
sophisticated theory, but this will not yield a mainly 
false catalogue of beliefs, since so few of his beliefs 

will be affected. (The effect of theory on observation 
is nevertheless often underrated. See Churchland 
1979 for dramatic and convincing examples of the 
tight relationship that can sometimes exist between 
theory and experience. [The discussion in this note 
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was distilled from a useful conversation with Paul 
and Patricia Churchland and Michael Stack.]) 

2. A member of the audience in Oxford pointed out 
that if the Martian included the Earthling in his 
physical stance purview (a possibility I had not ex- 
plicitly excluded), he would not be surprised by the 

Earthling’s prediction. He would indeed have pre- 

dicted exactly the pattern of X-ray modulations pro- 

duced by the Earthling speaking Martian. True, but 

as the Martian wrote down the results of his calcu- 
lations, his prediction of the Earthling’s prediction 
would appear, word by Martian word, as on a Ouija 
board, and what would be baffling to the Martian 

was how this chunk of mechanism, the Earthling 

predictor dressed up like a Martian, was able to 
yield this true sentence of Martian when it was so 

informationally isolated from the events the Martian 

needed to know of in order to make his own predic- 

tion about the arriving automobile. 
3. Might there not be intelligent beings who had no 

use for communicating, predicting, observing .. . ? 

There might be marvelous, nifty, invulnerable enti- 

ties lacking these modes of action, but I cannot see 
what would lead us to call them intelligent. 

4. John McCarthy’s analogy to cryptography nicely 
makes this point. The larger the corpus of cipher 
text, the less chance there is of dual, systematically 

unrelated decipherings. For a very useful discus- 
sion of the principles and presuppositions of the 

intentional stance applied to machines—explicitly 
including thermostats—see McCarthy 1979. 

5. This idea is the ancestor in effect of the species of 
different ideas lumped together under the rubric of 
de re belief. If one builds from this idea toward its 
scions, one can see better the difficulties with them, 
and how to repair them. (For more on this topic, see 

Dennett 1987, chapter 5.) 

6. The fact that all language of thought models of 

mental representation so far proposed fall victim 

to combinatorial explosion in one way or another 

should temper one’s enthusiasm for engaging in 

what Fodor aptly calls ‘the only game in town.’ 

Eliminative Materialism and the 
Propositional Attitudes 
Paul M. Churchland 

Eliminative materialism is the thesis that our 

common-sense conception of psychological 

phenomena constitutes a radically false theory, 

a theory so fundamentally defective that both 

the principles and the ontology of that theory 

will eventually be displaced, rather than 

smoothly reduced, by completed neuroscience. 

Our mutual understanding and even our intro- 

spection may then be reconstituted within the 

conceptual framework of completed neurosci- 

ence, a theory we may expect to be more pow- 

erful by far than the common-sense psychology 

it displaces, and more substantially integrated 

within physical science generally. My purpose 

in this paper is to explore these projections, 

especially as they bear on (1) the principal el- 

ements of common-sense psychology: the prop- 

ositional attitudes (beliefs, desires, etc.), and 

(2) the conception of rationality in which these 

elements figure. 
This focus represents a change in the for- 

tunes of materialism. Twenty years ago, emo- 

tions, qualia, and ‘raw feels’ were held to be 

the principal stumbling blocks for the material- 

ist program. With these barriers dissolving,' the 

locus of opposition has shifted. Now it is the 

realm of the intentional, the realm of the propo- 

sitional attitude, that is most commonly held up 

as being both irreducible to and ineliminable 

in favor of anything from within a materialist 

framework. Whether and why this is so, we 

must examine. 

Such an examination will make little sense, 

however, unless it is first appreciated that the 

relevant network of common-sense concepts 

does indeed constitute an empirical theory, with 

all the functions, virtues, and perils entailed by 

that status. I shall therefore begin with a brief 

sketch of this view and a summary rehearsal 

of its rationale. The resistance it encounters 

still surprises me. After all, common sense has 

yielded up many theories. Recall the view that 

space has a preferred direction in which all 

things fall; that weight is an intrinsic feature 

of a body; that a force-free moving object will 

promptly return to rest; that the sphere of the 

From Journal of Philosophy 78 (1981): pp. 67-90. Reprinted with permission of author and 

publisher. 
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heavens turns daily; and so on. These exam- 

ples are clear, perhaps, but people seem will- 

ing to concede a theoretical component within 

common sense only if (1) the theory and the 

common sense involved are safely located in 

antiquity, and (2) the relevant theory is now so 

clearly false that its speculative nature is ines- 
capable. Theories are indeed easier to discern 

under these circumstances. But the vision of 

hindsight is always 20/20. Let us aspire to some 

foresight for a change. 

|. Why Folk Psychology Is a 
Theory 

Seeing our common-sense conceptual frame- 

work for mental phenomena as a theory brings a 

simple and unifying organization to most of the 

major topics in the philosophy of mind, includ- 

ing the explanation and prediction of behav- 

ior, the semantics of mental predicates, action 

theory, the other-minds problem, the intention- 

ality of mental states, the nature of introspec- 

tion, and the mind-body problem. Any view 

that can pull this lot together deserves careful 

consideration. 

Let us begin with the explanation of human 

(and animal) behavior. The fact is that the aver- 

age person is able to explain, and even predict, 

the behavior of other persons with a facility 

and success that is remarkable. Such explana- 

tions and predictions standardly make reference 

to the desires, beliefs, fears, intentions, per- 

ceptions, and so forth, to which the agents are 

presumed subject. But explanations presuppose 

laws—rough and ready ones, at least—that con- 

nect the explanatory conditions with the behav- 

ior explained. The same is true for the making of 

predictions, and for the justification of subjunc- 

tive and counterfactual conditionals concern- 

ing behavior. Reassuringly, a rich network of 

common-sense laws can indeed be reconstructed 

from this quotidian commerce of explanation 

and anticipation; its principles are familiar 

homilies; and their sundry functions are trans- 

parent. Each of us understands others, as well as 

we do, because we share a tacit command of an 

integrated body of lore concerning the law-like 

relations holding among external circumstances, 

internal states, and overt behavior. Given its 

nature and functions, this body of lore may quite 

aptly be called ‘folk psychology.’? 
This approach entails that the semantics of 

the terms in our familiar mentalistic vocabulary 

is to be understood in the same manner as the 
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semantics of theoretical terms generally: the 

meaning of any theoretical term is fixed or con- 

stituted by the network of laws in which it fig- 

ures. (This position is quite distinct from logical 

behaviorism. We deny that the relevant laws are 

analytic, and it is the lawlike connections gen- 

erally that carry the semantic weight, not just 

the connections with overt behavior. But this 

view does account for what little plausibility 

logical behaviorism did enjoy.) 

More importantly, the recognition that folk 

psychology is a theory provides a simple and 

decisive solution to an old skeptical problem, 

the problem of other minds. The problematic 

conviction that another individual is the subject 

of certain mental states is not inferred deduc- 

tively from his behavior, nor is it inferred by 

inductive analogy from the perilously isolated 

instance of one’s own case. Rather, that con- 

viction is a singular explanatory hypothesis of 

a perfectly straightforward kind. Its function, 

in conjunction with the background laws of 

folk psychology, is to provide explanations/ 

predictions/understanding of the individual’s 

continuing behavior, and it is credible to the 

degree that it is successful in this regard over 

competing hypotheses. In the main, such hy- 

potheses are successful, and so the belief that 

others enjoy the internal states comprehended 

by folk psychology is a reasonable belief. 

Knowledge of other minds thus has no es- 

sential dependence on knowledge of one’s own 

mind. Applying the principles of our folk psy- 

chology to our behavior, a Martian could justly 

ascribe to us the familiar run of mental states, 

even though his own psychology were very dif- 

ferent from ours. He would not, therefore, be 

‘generalizing from his own case.’ 

As well, introspective judgments about one’s 

own case turn out not to have any special status 

or integrity anyway. On the present view, an in- 

trospective judgment is just an instance of an 

acquired habit of conceptual response to one’s 

internal states, and the integrity of any particular 

response is always contingent on the integrity 

of the acquired conceptual framework (theory) 

in which the response is framed. Accordingly, 

one’s introspective certainty that one’s mind is 

the seat of beliefs and desires may be as badly 
misplaced as was the classical man’s visual cer- 
tainty that the star-flecked sphere of the heav- 
ens turns daily. 

Another conundrum is the intentionality of 
mental states. The ‘propositional attitudes,’ as 
Russell called them, form the systematic core 
of folk psychology; and their uniqueness and 
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anomalous logical properties have inspired 

some to see here a fundamental contrast with 

anything that mere physical phenomena might 

conceivably display. The key to this matter 

lies again in the theoretical nature of folk psy- 

chology. The intentionality of mental states 

here emerges not as a mystery of nature, but 

as a structural feature of the concepts of folk 

psychology. Ironically, those same structural 

features reveal the very close affinity that folk 

psychology bears to theories in the physical sci- 

ences. Let me try to explain. 

Consider the large variety of what might be 

called ‘numerical attitudes’ appearing in the 

conceptual framework of physical science: 

ris hasia mass, , of n,’ ‘... has a velocity of n,’ 

*... has a temperature, of n,’ and so forth. These 

expressions are predicate-forming expressions: 

when one substitutes a singular term for a 

number into the place held by ‘n,’ a determinate 

predicate results. More interestingly, the rela- 

tions between the various ‘numerical attitudes’ 

that result are precisely the relations between 

the numbers ‘contained’ in those attitudes. 

More interesting still, the argument place that 

takes the singular terms for numbers is open to 

quantification. All this permits the expression 

of generalizations concerning the lawlike rela- 

tions that hold between the various numerical 

attitudes in nature. Such laws involve quantifi- 

cation over numbers, and they exploit the math- 

ematical relations holding in that domain. Thus, 

for example, 

(1) (x) () (m)[((x has a mass of m) & 

(x suffers a net force of f )) 

> (x accelerates at f/m)] 

Consider now the large variety of propositional 

attitudes: ‘. . . believes that p,’ ‘. . . desires that 

p,’ ‘... fears that p,’ *. . . is happy that p,’ etc. 

These expressions are predicate-forming ex- 

pressions also. When one substitutes a singular 

term for a proposition into the place held by ‘p,’ 

a determinate predicate results, e.g., ‘. . . be- 

lieves that Tom is tall.’ (Sentences do not gener- 

ally function as singular terms, but it is difficult 

to escape the idea that when a sentence occurs 

in the place held by ‘p,’ it is there functioning 

as or like a singular term. On this, more below.) 

More interestingly, the relations between the 

resulting propositional attitudes are characteris- 

tically the relations that hold between the prop- 

ositions ‘contained’ in them, relations such as 

entailment, equivalence, and mutual inconsis- 

tency. More interesting still, the argument place 

that takes the singular terms for propositions is 

open to quantification. All this permits the ex- 

pression of generalizations concerning the law- 

like relations that hold among propositional 

attitudes. Such laws involve quantification over 

propositions, and they exploit various relations 

holding in that domain. Thus, for example, 

(2) (x) (p)[(@ fears that p) 

> (x desires that ~ p)] 

(3) (x) (p)[((x hopes that p) & (x discovers 

that p)) D (x is pleased that p)] 

(4) (x) (p) (g)L(& believes that p) & 

(x believes that (if p then q))) 

> (barring confusion, distraction, 

etc., x believes that g)] 

(5) (x) (p) (*)L[(& desires that p) & 

(xbelieves that (if g then p)) & (x is 

able to bring it about that g)) D 

(barring conflicting desires or preferred 

strategies, x brings it about that g)]° 

Not only is folk psychology a theory, it is so 

obviously a theory that it must be held a major 

mystery why it has taken until the last half of the 

twentieth century for philosophers to realize it. 

The structural features of folk psychology par- 

allel perfectly those of mathematical physics; 

the only difference lies in the respective domain 

of abstract entities they exploit—numbers in 

the case of physics, and propositions in the case 

of psychology. 

Finally, the realization that folk psychology 

is a theory puts a new light on the mind—body 

problem. The issue becomes a matter of how 

the ontology of one theory (folk psychology) is, 

or is not, going to be related to the ontology of 

another theory (completed neuroscience); and 

the major philosophical positions on the mind— 

body problem emerge as so many different an- 

ticipations of what future research will reveal 

about the intertheoretic status and integrity of 

folk psychology. 

The identity theorist optimistically expects 

that folk psychology will be smoothly reduced 

by completed neuroscience, and its ontology 

preserved by dint of transtheoretic identities. 

The dualist expects that it will prove irreduc- 

ible to completed neuroscience, by dint of being 

a nonredundant description of an autonomous, 

nonphysical domain of natural phenomena. The 

functionalist also expects that it will prove ir- 

reducible, but on the quite different grounds 

that the internal economy characterized by 

folk psychology is not, in the last analysis, a 

law-governed economy of natural states, but 

an abstract organization of functional states, an 

organization instantiable in a variety of quite 
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different material substrates. It is therefore irre- 

ducible to the principles peculiar to any of them. 

Finally, the eliminative materialist is also 

pessimistic about the prospects for reduction, 

but his reason is that folk psychology is a radi- 

cally inadequate account of our internal ac- 

tivities, too confused and too defective to win 

survival through intertheoretic reduction. On 

his view it will simply be displaced by a better 

theory of those activities. 

Which of these fates is the real destiny of 

folk psychology, we shall attempt to divine 

presently. For now, the point to keep in mind is 

that we shall be exploring the fate of a theory, a 

systematic, corrigible, speculative theory. 

Il. Why Folk Psychology 
Might (Really) Be False 

Given that folk psychology is an empirical 

theory, it is at least an abstract possibility that its 

principles are radically false and that its ontol- 

ogy is an illusion. With the exception of elimi- 

native materialism, however, none of the major 

positions takes this possibility seriously. None 

of them doubts the basic integrity or truth of folk 

psychology (hereafter, “FP’), and all of them an- 

ticipate a future in which its laws and categories 

are conserved. This conservatism is not without 

some foundation. After all, FP does enjoy a sub- 

stantial amount of explanatory and predictive 

success. And what better grounds than this for 

confidence in the integrity of its categories? 

What better grounds indeed? Even so, the 

presumption in FP’s favor is spurious, born of 

innocence and tunnel vision. A more searching 

examination reveals a different picture. First, 

we must reckon not only with FP’s successes, 

but with its explanatory failures, and with their 

extent and seriousness. Second, we must con- 

sider the long-term history of FP, its growth, 

fertility, and current promise of future develop- 

ment. And third, we must consider what sorts of 

theories are likely to be true of the etiology of 

our behavior, given what else we have learned 

about ourselves in recent history. That is, we 

must evaluate FP with regard to its coherence 

and continuity with fertile and well-established 

theories in adjacent and overlapping domains— 

with evolutionary theory, biology, and neurosci- 

ence, for example—because active coherence 

with the rest of what we presume to know is 

perhaps the final measure of any hypothesis. 

A serious inventory of this sort reveals a 

very troubled situation, one which would evoke 

CONTENT 

open skepticism in the case of any theory less 

familiar and dear to us. Let me sketch some 

relevant detail. When one centers one’s atten- 

tion not on what FP can explain, but on what 

it cannot explain or fails even to address, one 

discovers that there is a very great deal. As 

examples of central and important mental phe- 
nomena that remain largely or wholly myste- 

rious within the framework of FP, consider 

the nature and dynamics of mental illness, the 

faculty of creative imagination, or the ground 

of intelligence differences between individu- 

als. Consider our utter ignorance of the nature 

and psychological functions of sleep, that curi- 

ous state in which a third of one’s life is spent. 

Reflect on the common ability to catch an out- 

field fly ball on the run, or hit a moving car with 

a snowball. Consider the internal construction 

of a 3-D visual image from subtle differences in 

the 2-D array of stimulations in our respective 

retinas. Consider the rich variety of perceptual 

illusions, visual and otherwise. Or consider the 

miracle of memory, with its lightning capacity 

for relevant retrieval. On these and many other 

mental phenomena, FP sheds negligible light. 

One particularly outstanding mystery is the 

nature of the learning process itself, especially 

where it involves large-scale conceptual change, 

and especially as it appears in its pre-linguistic 

or entirely nonlinguistic form (as in infants and 

animals), which is by far the most common form 

in nature. FP is faced with special difficulties 

here, since its conception of learning as the ma- 

nipulation and storage of propositional attitudes 

founders on the fact that how to formulate, ma- 

nipulate, and store a rich fabric of propositional 

attitudes is itself something that is learned, and is 

only one among many acquired cognitive skills. 

FP would thus appear constitutionally incapable 

of even addressing this most basic of mysteries.4 

Failures on such a large scale do not (yet) 

show that FP is a false theory, but they do move 

that prospect well into the range of real possi- 

bility, and they do show decisively that FP is 

at best a highly superficial theory, a partial and 

unpenetrating gloss on a deeper and more com- 

plex reality. Having reached this opinion, we 
may be forgiven for exploring the possibility 
that FP provides a positively misleading sketch 
of our internal kinematics and dynamics, one 
whose success is owed more to selective appli- 
cation and forced interpretation on our part than 
to genuine theoretical insight on FP’s part. 

A look at the history of FP does little to allay 
such fears, once raised. The story is one of re- 
treat, infertility, and decadence. The presumed 
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domain of FP used to be much larger than it is 

now. In primitive cultures; the behavior of most 

of the elements of nature were understood in 

intentional terms. The wind could know anger, 

the moon jealousy, the river generosity, the sea 

fury, and so forth. These were not metaphors. 

Sacrifices were made and auguries undertaken 

to placate or divine the changing passions of 

the gods. Despite its sterility, this animistic ap- 

proach to nature has dominated our history, and 

it is only in the last two or three thousand years 

that we have restricted FP’s literal application 

to the domain of the higher animals. 

Even in this preferred domain, however, both 

the content and the success of FP have not ad- 

vanced sensibly in two or three thousand years. 

The FP of the Greeks is essentially the FP we 

use today, and we are negligibly better at ex- 

plaining human behavior in its terms than was 

Sophocles. This is a very long period of stag- 

nation and infertility for any theory to display, 

especially when faced with such an enormous 

backlog of anomalies and mysteries in its own 

explanatory domain. Perfect theories, perhaps, 

have no need to evolve. But FP is profoundly 

imperfect. Its failure to develop its resources 

and extend its range of success is therefore 

darkly curious, and one must query the integrity 

of its basic categories. To use Imre Lakatos’ 

terms, FP is a stagnant or degenerating research 

program, and has been for millennia. 

Explanatory success to date is of course not 

the only dimension in which a theory can dis- 

play virtue or promise. A troubled or stagnant 

theory may merit patience and solicitude on 

other grounds; for example, on grounds that it is 

the only theory or theoretical approach that fits 

well with other theories about adjacent subject 

matters, or the only one that promises to reduce 

to or be explained by some established back- 

ground theory whose domain encompasses the 

domain of the theory at issue. In sum, it may rate 

credence because it holds promise of theoretical 

integration. How does FP rate in this dimension? 

It is just here, perhaps, that FP fares poorest 

of all. If we approach homo sapiens from the 

perspective of natural history and the physical 

sciences, we can tell a coherent story of his con- 

stitution, development, and behavioral capaci- 

ties which encompasses particle physics, atomic 

and molecular theory, organic chemistry, evo- 

lutionary theory, biology, physiology, and ma- 

terialistic neuroscience. That story, though still 

radically incomplete, is already extremely pow- 

erful, outperforming FP at many points even 

in its own domain. And it is deliberately and 

self-consciously coherent with the rest of our 

developing world picture. In short, the greatest 

theoretical synthesis in the history of the human 

race 1s currently in our hands, and parts of it al- 

ready provide searching descriptions and expla- 

nations of human sensory input, neural activity, 

and motor control. 

But FP is no part of this growing synthesis. 

Its intentional categories stand magnificently 

alone, without visible prospect of reduction 

to that larger corpus. A successful reduction 

cannot be ruled out, in my view, but FP’s ex- 

planatory impotence and long stagnation in- 

spire little faith that its categories will find 

themselves neatly reflected in the framework of 

neuroscience. On the contrary, one is reminded 

of how alchemy must have looked as elemental 

chemistry was taking form, how Aristotelean 

cosmology must have looked as classical me- 

chanics was being articulated, or how the vi- 

talist conception of life must have looked as 

organic chemistry marched forward. 

In sketching a fair summary of this situation, 

we must make a special effort to abstract from 

the fact that FP is a central part of our current leb- 

enswelt, and serves as the principal vehicle of our 

interpersonal commerce. For these facts provide 

FP with a conceptual inertia that goes far beyond 

its purely theoretical virtues. Restricting our- 

selves to this latter dimension, what we must say 

is that FP suffers explanatory failures on an epic 

scale, that it has been stagnant for at least twenty- 

five centuries, and that its categories appear (so 

far) to be incommensurable with or orthogonal 

to the categories of the background physical sci- 

ence whose long-term claim to explain human 

behavior seems undeniable. Any theory that 

meets this description must be allowed a serious 

candidate for outright elimination. 

We can of course insist on no stronger con- 

clusion at this stage. Nor is it my concern to 

do so. We are here exploring a possibility, and 

the facts demand no more, and no less, than it 

be taken seriously. The distinguishing feature 

of the eliminative materialist is that he takes it 

very seriously indeed. 

Ili. Arguments against 
Elimination 

Thus the basic rationale of eliminative material- 

ism: FP is a theory, and quite probably a false 

one; let us attempt, therefore to transcend it. 

The rationale is clear and simple, but many 

find it uncompelling. It will be objected that FP 
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is not, strictly speaking, an empirical theory; 

that it is not false, or at least not refutable by 

empirical considerations; and that it ought not 

or cannot be transcended in the fashion of a 

defunct empirical theory. In what follows we 

shall examine these objections as they flow 

from the most popular and best-founded of the 

competing positions in the philosophy of mind: 

functionalism. 
An antipathy toward eliminative materialism 

arises from two distinct threads running through 

contemporary functionalism. The first thread 

concerns the normative character of FP, or at 

least of that central core of FP which treats of 

the propositional attitudes. FP, some will say, is 

a characterization of an ideal, or at least praise- 

worthy mode of internal activity. It outlines not 

only what it is to have and process beliefs and 

desires, but also (and inevitably) what it is to be 

rational in their administration. The idea] laid 

down by FP may be imperfectly achieved by 

empirical humans, but this does not impugn FP 

as a normative characterization. Nor need such 

failures seriously impugn FP even as a descrip- 

tive characterization, for it remains true that our 

activities can be both usefully and accurately 

understood as rational except for the occa- 

sional lapse due to noise, interference, or other 

breakdown, which defects empirical research 

may eventually unravel. Accordingly, though 

neuroscience may usefully augment it, FP has 

no pressing need to be displaced, even as a de- 

scriptive theory; nor could it be replaced, qua 

normative characterization, by any descriptive 

theory of neural mechanisms, since rationality 

is defined over propositional attitudes like be- 

liefs and desires. FP, therefore, is here to stay. 

Daniel Dennett has defended a view along 

these lines.> And the view just outlined gives 

voice to a theme of the property dualists as well. 

Karl Popper and Joseph Margolis both cite the 

normative nature of mental and linguistic activ- 

ity as a bar to their penetration or elimination 

by any descriptive/materialist theory.° I hope to 

deflate the appeal of such moves below. 

The second thread concerns the abstract 

nature of FP. The central claim of functional- 

ism is that the principles of FP characterize our 

internal states in a fashion that makes no refer- 

ence to their intrinsic nature or physical consti- 

tution. Rather, they are characterized in terms 

of the network of causal relations they bear to 

one another, and to sensory circumstances and 

overt behavior. Given its abstract specifica- 

tion, that internal economy may therefore be 

realized in a nomically heterogeneous variety 
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of physical systems. All of them may differ, 

even radically, in their physical constitution, 

and yet at another level, they will all share the 

same nature. This view, says Fodor, ‘is compat- 

ible with very strong claims about the inelim- 

inability of mental language from behavioral 

theories.’? Given the real possibility of mul- 

tiple instantiations in heterogeneous physical 

substrates, we cannot eliminate the functional 

characterization in favor of any theory peculiar 

to one such substrate. That would preclude our 

being able to describe the (abstract) organiza- 

tion that any one instantiation shares with all 

the others. A functional characterization of our 

internal states is therefore here to stay. 

This second theme, like the first, assigns 

a faintly stipulative character to FP, as if the 

onus were on the empirical systems to instan- 

tiate faithfully the organization that FP speci- 

fies, instead of the onus being on FP to describe 

faithfully the internal activities of a naturally 

distinct class of empirical systems. This im- 

pression is enhanced by the standard examples 

used to illustrate the claims of functionalism— 

mousetraps, valve-lifters, arithmetical calcula- 

tors, computers, robots, and the like. These are 

artifacts, constructed to fill a preconceived bill. 

In such cases, a failure of fit between the physi- 

cal system and the relevant functional char- 

acterization impugns only the former, not the 

latter. The functional characterization is thus 
removed from empirical criticism in a way that 

is most unlike the case of an empirical theory. 

One prominent functionalist—Hilary Putnam— 
has argued outright that FP is not a corrigible 

theory at all.* Plainly, if FP is construed on 
these models, as regularly it is, the question of 

its empirical integrity is unlikely ever to pose 

itself, let alone receive a critical answer. 

Although fair to some functionalists, the pre- 

ceding is not entirely fair to Fodor. On his view 

the aim of psychology is to find the best func- 

tional characterization of ourselves, and what 

that is remains an empirical question. As well, 
his argument for the ineliminability of mental 

vocabulary from psychology does not pick out 

current FP in particular as ineliminable. It need 
claim only that some abstract functional charac- 
terization must be retained, some articulation or 
refinement of FP perhaps. 

His estimate of eliminative materialism re- 
mains low, however. First, it is plain that Fodor 
thinks there is nothing fundamentally or inter- 
estingly wrong with FP. On the contrary, FP’s 
central conception of cognitive activity—as 
consisting in the manipulation of propositional 
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attitudes—turns up as the central element in 

Fodor’s own theory on the nature of thought 

(The Language of Thought, op. cit.). And 

second, there remains the point that, whatever 

tidying up FP may or may not require, it cannot 

be displaced by any naturalistic theory of our 

physical substrate, since it is the abstract func- 

tional features of his internal states that make a 

person, not the chemistry of his substrate. 

All of this is appealing. But almost none of it, 

I think, is right. Functionalism has too long en- 

joyed its reputation as a daring and avant garde 

position. It needs to be revealed for the short- 

sighted and reactionary position it is. 

IV. The Conservative Nature 

of Functionalism 

A valuable perspective on functionalism can 

be gained from the following story. To begin 

with, recall the alchemists’ theory of inanimate 

matter. We have here a long and variegated tra- 

dition, of course, not a single theory, but our 

purposes will be served by a gloss. 

The alchemists conceived the ‘inanimate’ 

as entirely continuous with animated matter, 

in that the sensible and behavioral properties 

of the various substances are owed to the en- 

soulment of baser matter by various spirits or 

essences. These nonmaterial aspects were held 

to undergo development, just as we find growth 

and development in the various souls of plants, 

animals, and humans. The alchemist’s peculiar 

skill lay in knowing how to seed, nourish, and 

bring to maturity the desired spirits enmattered 

in the appropriate combinations. 

On one orthodoxy, the four fundamental 

spirits (for ‘inanimate’ matter) were named 

‘mercury,’ ‘sulphur,’ ‘yellow arsenic,’ and 

‘sal ammoniac.’ Each of these spirits was held 

responsible for a rough but characteristic syn- 

drome of sensible, combinatorial, and causal 

properties. The spirit mercury, for example, 

was held responsible for certain features typi- 

cal of metallic substances—their shininess, 

liquefiability, and so forth. Sulphur was held re- 

sponsible for certain residual features typical of 

metals, and for those displayed by the ores from 

which running metal could be distilled. Any 

given metallic substance was a critical orches- 

tration principally of these two spirits. A similar 

story held for the other two spirits, and among 

the four of them a certain domain of physical 

features and transformations was rendered in- 

telligible and controllable. 

The degree of control was always limited, of 

course. Or better, such prediction and control as 

the alchemists possessed was owed more to the 

manipulative lore acquired as an apprentice to 

a master, than to any genuine insight supplied 

by the theory. The theory followed, more than 

it dictated, practice. But the theory did supply 

some rhyme to the practice, and in the absence 

of a developed alternative it was sufficiently 

compelling to sustain a long and stubborn 

tradition. 

The tradition had become faded and frag- 

mented by the time the elemental chemistry 

of Lavoisier and Dalton arose to replace it for 

good. But let us suppose that it had hung on a 

little longer—perhaps because the four-spirit 

orthodoxy had become a thumb-worn part of 

everyman’s common sense—and let us examine 

the nature of the conflict between the two theo- 

ries and some possible avenues of resolution. 

No doubt the simplest line of resolution, and 

the one which historically took place, is outright 

displacement. The dualistic interpretation of 

the four essences—as immaterial spirits—will 

appear both feckless and unnecessary given 

the power of the corpuscularian taxonomy of 

atomic chemistry. And a reduction of the old 

taxonomy to the new will appear impossible, 

given the extent to which the comparatively 

toothless old theory cross-classifies things rela- 

tive to the new. Elimination would thus appear 

the only alternative—unless some cunning and 

determined defender of the alchemical vision 

has the wit to suggest the following defense. 

Being ‘ensouled by mercury,’ or ‘sulphur,’ or 

either of the other two so-called spirits, is actu- 

ally a functional state. The first, for example, 

is defined by the disposition to reflect light, to 

liquefy under heat, to unite with other matter in 

the same state, and so forth. And each of these 

four states is related to the others, in that the syn- 

drome for each varies as a function of which of 
the other three states is also instantiated in the 

same substrate. Thus the level of description 

comprehended by the alchemical vocabulary is 

abstract: various material substances, suitably 

‘ensouled,’ can display the features of a metal, 

for example, or even of gold specifically. For 

it is the total syndrome of occurrent and causal 

properties which matters, not the corpuscularian 

details of the substrate. Alchemy, it is concluded, 

comprehends a level of organization in reality 

distinct from and irreducible to the organization 

found at the level of corpuscularian chemistry. 

This view might have had considerable 

appeal. After all, it spares alchemists the burden 
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of defending immaterial souls that come and 

go; it frees them from having to meet the very 

strong demands of a naturalistic reduction; and 

it spares them the shock and confusion of out- 

right elimination. Alchemical theory emerges 

as basically all right! Nor need they appear 

too obviously stubborn or dogmatic in this. 

Alchemy as it stands, they concede, may need 

substantial tidying up, and experience must be 

our guide. But we need not fear its naturalis- 

tic displacement, they remind us, since it is the 

particular orchestration of the syndromes of 

occurrent and causal properties which makes a 

piece of matter gold, not the idiosyncratic de- 

tails of its corpuscularian substrate. A further 

circumstance would have made this claim even 

more plausible. For the fact is, the alchemists 

did know how to make gold, in this relevantly 

weakened sense of ‘gold,’ and they could do so 

in a variety of ways. Their ‘gold’ was never as 

perfect, alas, as the ‘gold’ nurtured in nature’s 

womb, but what mortal can expect to match the 

skills of nature herself? 

What this story shows is that it is at least pos- 

sible for the constellation of moves, claims, and 

defenses characteristic of functionalism to con- 

stitute an outrage against reason and truth, and 

to do so with a plausibility that is frightening. 

Alchemy is a terrible theory, well-deserving of 

its complete elimination, and the defense of it 

just explored is reactionary, obfuscatory, retro- 

grade, and wrong. But in historical context, that 

defense might have seemed wholly sensible, 

even to reasonable people. 

The alchemical example is a deliberately 

transparent case of what might well be called 

‘the functionalist stratagem,’ and other cases 

are easy to imagine. A cracking good defense 

of the phlogiston theory of combustion can also 

be constructed along these lines. Construe being 

highly phlogisticated and being dephlogisticated 

as functional states defined by certain syndromes 

of causal dispositions; point to the great variety 

of natural substrates capable of combustion and 

calxification; claim an irreducible functional in- 

tegrity for what has proved to lack any natural 

integrity; and bury the remaining defects under 

a pledge to contrive improvements. A similar 

recipe will provide new life for the four humors 

of medieval medicine, for the vital essence or ar- 

cheus of pre-modern biology, and so forth. 

If its application in these other cases is any 

guide, the functionalist stratagem is a smoke- 

screen for the preservation of error and con- 

fusion. Whence derives our assurance that in 

contemporary journals the same charade is not 
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being played out on behalf of FP? The parallel 

with the case of alchemy is in all other respects 

distressingly complete, right down to the paral- 

lel between the search for artificial gold and the 

search for artificial intelligence! 

Let me not be misunderstood on this last 

point. Both aims are worthy aims: thanks to nu- 

clear physics, artificial (but real) gold is finally 

within our means, if only in submicroscopic 

quantities; and artificial (but real) intelligence 

eventually will be. But just as the careful or- 

chestration of superficial syndromes was the 

wrong way to produce genuine gold, so may the 

careful orchestration of superficial syndromes 

be the wrong way to produce genuine intelli- 

gence. Just as with gold, what may be required 

is that our science penetrate to the underlying 

natural kind that gives rise to the total syn- 

drome directly. 

In summary, when confronted with the ex- 

planatory impotence, stagnant history, and sys- 

tematic isolation of the intentional idioms of FP, 

it is not an adequate or responsive defense to 

insist that those idioms are abstract, functional, 

and irreducible in character. For one thing, this 

same defense could have been mounted with 

comparable plausibility no matter what hay- 

wire network of internal states our folklore had 

ascribed to us. And for another, the defense as- 

sumes essentially what is at issue: it assumes 

that it is the intentional idioms of FP, plus or 

minus a bit, that express the important features 

shared by all cognitive systems. But they may 

not. Certainly it is wrong to assume that they 

do, and then argue against the possibility of a 

materialistic displacement on grounds that it 

must describe matters at a level that is differ- 

ent from the important level. This just begs the 

question in favor of the older framework. 

Finally, it is very important to point out that 

eliminative materialism is strictly consistent 

with the claim that the essence of a cognitive 

system resides in the abstract functional orga- 

nization of its internal states. The eliminative 

materialist is not committed to the idea that the 

correct account of cognition must be a natural- 
istic account, though he may be forgiven for 

exploring the possibility. What he does hold is 
that the correct account of cognition, whether 
functionalistic or naturalistic, will bear about as 
much resemblance to FP as modern chemistry 
bears to four-spirit alchemy. 

Let us now try to deal with the argument, 
against eliminative materialism, from the nor- 
mative dimension of FP. This can be dealt with 
rather swiftly, I believe. 
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First, the fact that the regularities ascribed by 

the intentional core of FP are predicated on cer- 

tain logical relations among propositions is not 

by itself grounds for claiming anything essen- 

tially normative about FP. To draw a relevant 

parallel, the fact that the regularities ascribed 

by the classical gas law are predicated on ar- 

ithmetical relations between numbers does not 

imply anything essentially normative about the 

classical gas law. And logical relations between 

propositions are as much an objective matter 

of abstract fact as are arithmetical relations be- 

tween numbers. In this respect, the law 

(4) (x) (p) (g) [C(x believes that p) & 

(x believes that (if p then q))) 

> (barring confusion, distraction, etc., 

x believes that g)] 

is entirely on a par with the classical gas law 

(6) (x) (P) (V) (4) [((& has a pressure P) & 

(x has a volume V) & (x has a quantity 

)) D (barring very high pressure or 

density, x has a temperature of 

PV/UR)] 

A normative dimension enters only because we 

happen to value most of the patterns ascribed by 

FP. But we do not value all of them. Consider 

(7) (x) (p) [((& desires with all his heart that 

p) & (x learns that ~ p)) 

> (barring unusual strength of character, 

x is shattered that ~ p)] 

Moreover, and as with normative convictions 

generally, fresh insight may motivate major 

changes in what we value. 

Second, the laws of FP ascribe to us only a 

very minimal and truncated rationality, not an 

ideal rationality as some have suggested. The 

rationality characterized by the set of all FP 

laws falls well short of an ideal rationality. This 

is not surprising. We have no clear or finished 

conception of ideal rationality anyway; cer- 

tainly the ordinary man does not. Accordingly, 

it is just not plausible to suppose that the ex- 

planatory failures from which FP suffers are 
owed primarily to human failure to live up to 

the ideal standard it provides. Quite to the con- 

trary, the conception of rationality it provides 

appears limping and superficial, especially 

when compared with the dialectical complexity 

of our scientific history, or with the ratiocina- 

tive virtuosity displayed by any child. 

Third, even if our current conception of 

rationality—and more generally, of cogni- 

tive virtue—is largely constituted within the 

sentential/propositional framework of FP, there 

is no guarantee that this framework is adequate 

to the deeper and more accurate account of 

cognitive virtue which is clearly needed. Even 

if we concede the categorial integrity of FP, 

at least as applied to language-using humans, 

it remains far from clear that the basic param- 

eters of intellectual virtue are to be found at the 

categorial level comprehended by the proposi- 

tional attitudes. After all, language use is some- 

thing that is learned, by a brain already capable 

of vigorous cognitive activity; language use 

is acquired as only one among a great variety 

of learned manipulative skills; and it is mas- 

tered by a brain that evolution has shaped for a 

great many functions, language use being only 

the very latest and perhaps the least of them. 

Against the background of these facts, language 

use appears as an extremely peripheral activity, 

as a racially idiosyncratic mode of social inter- 

action which is mastered thanks to the versatil- 

ity and power of a more basic mode of activity. 

Why accept then, a theory of cognitive activ- 

ity that models its elements on the elements 

of human language? And why assume that the 

fundamental parameters of intellectual virtue 

are or can be defined over the elements at this 

superficial level? 

A serious advance in our appreciation of cog- 

nitive virtue would thus seem to require that we 

go beyond FP, that we transcend the poverty of 

FP’s conception of rationality by transcending 

its propositional kinematics entirely, by devel- 

oping a deeper and more general kinematics of 

cognitive activity, and by distinguishing within 

this new framework which of the kinematically 

possible modes of activity are to be valued and 
encouraged (as more efficient, reliable, produc- 

tive, or whatever). Eliminative materialism thus 

does not imply the end of our normative con- 

cerns. It implies only that they will have to be 

reconstituted at a more revealing level of under- 

standing, the level that a matured neuroscience 

will provide. 

What a theoretically informed future might 

hold in store for us, we shall now turn to ex- 

plore. Not because we can foresee matters with 

any special clarity, but because it is important 

to try to break the grip on our imagination held 

by the propositional kinematics of FP. As far 

as the present section is concerned, we may 

summarize our conclusions as follows. FP is 

nothing more and nothing less than a culturally 

entrenched theory of how we and the higher an- 

imals work. It has no special features that make 

it empirically invulnerable, no unique functions 
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that make it irreplaceable, no special status of 

any kind whatsoever. We shall turn a skeptical 

ear then, to any special pleading on its behalf. 

V. Beyond Folk Psychology 

What might the elimination of FP actually 

involve—not just the comparatively straight- 

forward idioms for sensation, but the entire ap- 

paratus of propositional attitudes? That depends 

heavily on what neuroscience might discover, 

and on our determination to capitalize on it. 

Here follow three scenarios in which the opera- 

tive conception of cognitive activity is progres- 

sively divorced from the forms and categories 

that characterize natural language. If the reader 

will indulge the lack of actual substance, I shall 

try to sketch some plausible form. 

First suppose that research into the structure 

and activity of the brain, both fine-grained and 

global, finally does yield a new kinematics and 

correlative dynamics for what is now thought of 

as cognitive activity. The theory is uniform for 

all terrestrial brains, not just human brains, and 

it makes suitable conceptual contact with both 

evolutionary biology and non-equilibrium ther- 

modynamics. It ascribes to us, at any given time, 

a set or configuration of complex states, which 
are specified within the theory as figurative 

‘solids’ within a four- or five-dimensional phase 

space. The laws of the theory govern the interac- 

tion, motion, and transformation of these ‘solid’ 

states within that space, and also their relations 

to whatever sensory and motor transducers the 

system possesses. As with celestial mechanics, 

the exact specification of the ‘solids’ involved 

and the exhaustive accounting of all dynami- 

cally relevant adjacent ‘solids’ is not practically 

possible, for many reasons, but here also it turns 

out that the obvious approximations we fall 

back on yield excellent explanations/predictions 

of internal change and external behavior, at least 

in the short term. Regarding long-term activ- 

ity, the theory provides powerful and unified 

accounts of the learning process, the nature of 

mental illness, and variations in character and 

intelligence across the animal kingdom as well 

as across individual humans. 

Moreover, it provides a straightforward ac- 

count of ‘knowledge,’ as traditionally conceived. 

According to the new theory, any declarative 

sentence to which a speaker would give confi- 

dent assent is merely a one-dimensional projec- 

tion—through the compound lens of Wernicke’s 

and Broca’s areas onto the idiosyncratic surface 
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of the speaker’s language—a one-dimensional 

projection of a four- or five-dimensional ‘solid’ 

that is an element in his true kinematical state. 

(Recall the shadows on the wall of Plato’s cave.) 

Being projections of that inner reality, such sen- 

tences do carry significant information regard- 

ing it and are thus fit to function as elements in 

a communication system. On the other hand, 

being subdimensional projections, they reflect 

but a narrow part of the reality projected. They 

are therefore unfit to represent the deeper reality 

in all its kinematically, dynamically, and even 

normatively relevant respects. That is to say, a 

system of propositional attitudes, such as FP, 

must inevitably fail to capture what is going on 

here, though it may reflect just enough super- 

ficial structure to sustain an alchemy-like tra- 

dition among folk who lack any better theory. 

From the perspective of the newer theory, how- 

ever, it is plain that there simply are no law- 

governed states of the kind FP postulates. The 

real laws governing our internal activities are 

defined over different and much more complex 

kinematical states and configurations, as are the 

normative criteria for developmental integrity 

and intellectual virtue. 

A theoretical outcome of the kind just de- 

scribed may fairly be counted as a case of elimi- 

nation of one theoretical ontology in favor of 

another, but the success here imagined for sys- 

tematic neuroscience need not have any sensible 

effect on common practice. Old ways die hard, 

and in the absence of some practical necessity, 

they may not die at all. Even so, it is not incon- 

ceivable that some segment of the population, 

or all of it, should become intimately familiar 

with the vocabulary required to characterize 

our kinematical states, learn the laws governing 

their interactions and behavioral projections, 

acquire a facility in their first-person ascription, 

and displace the use of FP altogether, even in 

the marketplace. The demise of FP’s ontology 

would then be complete. 

We may now explore a second and rather 

more radical possibility. Everyone is familiar 

with Chomsky’s thesis that the human mind or 

brain contains innately and uniquely the abstract 

structures for learning and using specifically 

human natural languages. A competing hypoth- 
esis is that our brain does indeed contain innate 
structures, but that those structures have as their 
original and still primary function the organiza- 
tion of perceptual experience, the administration 
of linguistic categories being an acquired and 
additional function for which evolution has only 
incidentally suited them.? This hypothesis has 



ELIMINATIVE MATERIALISM AND THE PROPOSITIONAL ATTITUDES 459 

the advantage of not requiring the evolutionary 

saltation that Chomsky’s view would seem to 
require, and there are other advantages as well. 

But these matters need not concern us here. 

Suppose, for our purposes, that this competing 

view is true, and consider the following story. 

Research into the neural structures that fund 

the organization and processing of percep- 

tual information reveals that they are capable 

of administering a great variety of complex 

tasks, some of them showing a complexity far 

in excess of that shown by natural language. 

Natural languages, it turns out, exploit only a 

very elementary portion of the available ma- 

chinery, the bulk of which serves far more 

complex activities beyond the ken of the prop- 

ositional conceptions of FP. The detailed un- 

ravelling of what that machinery is and of the 

capacities it has makes it plain that a form of 

language far more sophisticated than ‘natural’ 

language, though decidedly ‘alien’ in its syn- 

tactic and semantic structures, could also be 

learned and used by our innate systems. Such 

a novel system of communication, it is quickly 

realized, could raise the efficiency of infor- 

mation exchange between brains by an order 

of magnitude, and would enhance epistemic 

evaluation by a comparable amount, since it 

would reflect the underlying structure of our 

cognitive activities in greater detail than does 

natural language. 

Guided by our new understanding of those in- 

ternal structures, we manage to construct a new 
system of verbal communication entirely dis- 

tinct from natural language, with a new and more 

powerful combinatorial grammar over novel el- 

ements forming novel combinations with exotic 

properties. The compounded strings of this al- 

ternative system—call them ‘tibersatzen’—are 

not evaluated as true or false, nor are the rela- 

tions between them remotely analogous to the 

relations of entailment, etc., that hold between 

sentences. They display a different organization 

and manifest different virtues. 

Once constructed, this ‘language’ proves to 

be learnable; it has the power projected; and 

in two generations it has swept the planet. 

Everyone uses the new system. The syntac- 

tic forms and semantic categories of so-called 

‘natural’ language disappear entirely. And with 

them disappear the propositional attitudes of 

FP, displaced by a more revealing scheme in 

which (of course) ‘iibersatzenal attitudes’ play 

the leading role. FP again suffers elimination. 

This second story, note, illustrates a theme 

with endless variations. There are possible as 

many different ‘folk psychologies’ as there are 

possible differently structured communication 

systems to serve as models for them. 

A third and even stranger possibility can 

be outlined as follows. We know that there is 

considerable lateralization of function between 

the two cerebral hemispheres, and that the two 

hemispheres make use of the information they 

get from each other by way of the great cerebral 

commissure—the corpus callosum—a_ giant 

cable of neurons connecting them. Patients 

whose commissure has been surgically sev- 

ered display a variety of behavioral deficits that 

indicate a loss of access by one hemisphere 

to information it used to get from the other. 

However, in people with callosal agenesis 

(a congenital defect in which the connecting 

cable is simply absent), there is little or no be- 

havioral deficit, suggesting that the two hemi- 

spheres have learned to exploit the information 

carried in other less direct pathways connecting 

them through the subcortical regions. This sug- 

gests that, even in the normal case, a developing 

hemisphere learns to make use of the informa- 

tion the cerebral commissure deposits at its 

doorstep. What we have then, in the case of a 

normal human, is two physically distinct cogni- 

tive systems (both capable of independent func- 

tion) responding in a systematic and learned 

fashion to exchanged information. And what is 

especially interesting about this case is the sheer 

amount of information exchanged. The cable 

of the commissure consists of ~ 200 million 

neurons,'° and even if we assume that each of 

these fibres is capable of one of only two pos- 

sible states each second (a most conservative 

estimate), we are looking at a channel whose 

information capacity is > 2 x 10° binary bits/ 

second. Compare this to the < 500 bits/second 

capacity of spoken English. 

Now, if two distinct hemispheres can learn 

to communicate on so impressive a scale, why 

shouldn’t two distinct brains learn to do it also? 

This would require an artificial “commissure’ of 

some kind, but let us suppose that we can fashion a 

workable transducer for implantation at some site 

in the brain that research reveals to be suitable, a 

transducer to convert a symphony of neural activ- 

ity into (say) microwaves radiated from an aerial 

in the forehead, and to perform the reverse func- 

tion of converting received microwaves back into 

neural activation. Connecting it up need not be an 

insuperable problem. We simply trick the normal 

processes of dendritic arborization into growing 

their own myriad connections with the active mi- 

crosurface of the transducer. 
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Once the channel is opened between two 

or more people, they can learn (learn) to ex- 

change information and coordinate their be- 

havior with the same intimacy and virtuosity 

displayed by your own cerebral hemispheres. 

Think what this might do for hockey teams, and 

ballet companies, and research teams! If the 

entire population were thus fitted out, spoken 

language of any kind might well disappear 

completely, a victim of the ‘why crawl when 

you can fly?’ principle. Libraries become filled 

not with books, but with long recordings of ex- 

emplary bouts of neural activity. These consti- 

tute a growing cultural heritage, an evolving 

‘Third World,’ to use Karl Popper’s terms. But 

they do not consist of sentences or arguments. 

How will such people understand and con- 

ceive of other individuals? To this question I can 

only answer, ‘In roughly the same fashion that 

your right hemisphere ‘understands’ and ‘con- 

ceives of’ your left hemisphere—intimately and 

efficiently, but not propositionally!’ 

These speculations, I hope, will evoke the 

required sense of untapped possibilities, and 

I shall in any case bring them to a close here. 

Their function is to make some inroads into the 

aura of inconceivability that commonly sur- 

rounds the idea that we might reject FP. The felt 

conceptual strain even finds expression in an ar- 

gument to the effect that the thesis of elimina- 

tive materialism is incoherent since it denies the 

very conditions presupposed by the assumption 

that it is meaningful. I shall close with a brief 

discussion of this very popular move. 

As I have received it, the reductio proceeds 

by pointing out that the statement of elimina- 

tive materialism is just a meaningless string 

of marks or noises, unless that string is the ex- 

pression of a certain belief, and a certain inten- 

tion to communicate, and a knowledge of the 

grammar of the language, and so forth. But if 

the statement of eliminative materialism is true, 

then there are no such states to express. The 

statement at issue would then be a meaningless 

string of marks or noises. It would therefore not 

be true. Therefore it is not true. Q.E.D. 

The difficulty with any nonformal reductio is 

that the conclusion against the initial assumption 

CONTENT 

is always no better than the material assumptions 

invoked to reach the incoherent conclusion. In 

this case the additional assumptions involve a 

certain theory of meaning, one that presupposes 

the integrity of FP. But formally speaking, one 
can as well infer, from the incoherent result, that 

this theory of meaning is what must be rejected. 

Given the independent critique of FP levelled ear- 

lier, this would even seem the preferred option. 

But in any case, one cannot simply assume that 

particular theory of meaning without begging the 

question at issue, namely, the integrity of FP. 

The question-begging nature of this move is 

most graphically illustrated by the following 

analogue, which I owe to Patricia Churchland."' 
The issue here, placed in the seventeenth cen- 

tury, is whether there exists such a substance 

as vital spirit. At the time, this substance was 

held, without significant awareness of real al- 

ternatives, to be that which distinguished the 

animate from the inanimate. Given the mo- 

nopoly enjoyed by this conception, given the 

degree to which it was integrated with many of 

our other conceptions, and given the magnitude 

of the revisions any serious alternative concep- 

tion would require, the following refutation of 

any anti-vitalist claim would be found instantly 

plausible. 

The anti-vitalist says that there is no such thing 
as vital spirit. But this claim is self-refuting. 
The speaker can expect to be taken seriously 

only if his claim cannot. For if the claim is true, 
then the speaker does not have vital spirit and 
must be dead. But if he is dead, then his state- 
ment is a meaningless string of noises, devoid 
of reason and truth. 

The question-begging nature of this argument 

does not, I assume, require elaboration. To 

those moved by the earlier argument, I com- 

mend the parallel for examination. 

The thesis of this paper may be summarized 

as follows. The propositional attitudes of folk 

psychology do not constitute an unbreachable 

barrier to the advancing tide of neuroscience. 

On the contrary; the principled displacement of 

folk psychology is not only richly possible, it 

represents one of the most intriguing theoretical 

displacements we can currently imagine. 

NOTES 

An earlier draft of this paper was presented at the 
University of Ottawa and to the Brain, Mind, and Person 
colloquium at SUNY/Oswego. My thanks for the sugges- 

tions and criticisms that have informed the present version. 
1. See Paul Feyerabend, “Materialism and the Mind- 

Body Problem,” Review of Metaphysics XVII 1, 
65 (September 1963): pp. 49-66; Richard Rorty, 

“Mind-Body Identity, Privacy, and Categories,” 
ibid., XIX 1, 73 (September 1965): pp. 24-54; and 
my Scientific Realism and the Plasticity of Mind 
(New York: Cambridge University Press, 1979). 

2. We shall examine a handful of these laws pres- 
ently. For a more comprehensive sampling of the 
laws of folk psychology, see my Scientific Realism 
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and Plasticity of Mind, op. cit., chapter 4. For a 
detailed examination of the folk principles that un- 
derwrite action explanations in particular, see my 
“The Logical Character of Action Explanations,” 

Philosophical Review LXXIX, no. 2 (April 1970): 

pp. 214-36. 

3. Staying within an objectual interpretation of the 

quantifiers, perhaps the simplest way to make sys- 

tematic sense of expressions like ‘x believes that 
p) and closed sentences formed therefrom is just 

to construe whatever occurs in the nested position 
held by ‘p,’ ‘q,’ etc. as there having the function 

of a singular term. Accordingly, the standard con- 

nectives, as they occur between terms in that nested 

position, must be construed as there functioning as 
Operators that form compound singular terms from 
other singular terms, and not as sentence operators. 
The compound singular terms so formed denote the 

appropriate compound propositions. Substitutional 
quantification will of course underwrite a differ- 

ent interpretation, and there are other approaches 

as well. Especially appealing is the prosentential 
approach of Dorothy Grover, Joseph Camp, and 

Nuel Belnap, “A Prosentential Theory of Truth,” 
Philosophical Studies XXVII, no. 2 (February 
1975): pp. 73-125. But the resolution of these issues 
is not vital to the present discussion. 

4. A possible response here is to insist that the cogni- 

tive activity of animals and infants is linguaformal 

in its elements, structures, and processing right from 

birth. J. A. Fodor, in The Language of Thought (New 

York: Crowell 1975), has erected a positive theory 

Alief and Belief’ 

Tamar Gendler 

In March 2007, 4,000 feet above the floor of 

the Grand Canyon, a horseshoe-shaped cantile- 

vered glass walkway was opened to the public. 

Extending 70 feet from the canyon’s rim, the 
Grand Canyon Skywalk soon drew hundreds of 

visitors each day, among them New York Times 

reporter Edward Rothstein, who filed the fol- 

lowing dispatch: 

A visitor to these stark and imposing lands 
of the Hualapai Indians on the western rim of 
the Grand Canyon knows what sensation is 

being promised at the journey’s climax. After 
driving for a half-hour over bone-jolting dirt 
roads ... you take a shuttle bus from the park- 
ing lot.... You deposit all cameras at a security 
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desk, slip on yellow surgical booties and stride 

out onto a horseshoe-shaped walkway with 
transparent sides and walls that extends 70 feet 
into space, seemingly unsupported. 

Below the floor’s five layers of glass (pro- 

tected from scratches by the booties) can be 

seen the cracked, sharp-edged rock face of the 

canyon’s rim and a drop of thousands of feet to 
the chasm below. The promise is the dizzying 
thrill of vertigo. 

And indeed, last week some visitors to this 

steel-supported walkway anchored in rock felt 
precisely that. One woman, her left hand desper- 
ately grasping the 60-inch-high glass sides and 

the other clutching the arm of a patient security 
guard, didn’t dare move toward the transparent 

center of the walkway. The words imprinted on 

From The Journal of Philosophy, 105:10, 2008, pp. 634-63. 
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the $20 souvenir photographs taken of many 
venturesome souls herald completion of a dare- 

devil stunt: ‘I did it!!!7' 

Though some readers may find this story po- 

litically or aesthetically disturbing, none—I 

take it—find it perplexing. While the sarcasm 

of ‘venturesome souls’ is surely well placed, 

and the price of the “I did it!!!” photo is surely 

excessive, the basic phenomenon—that step- 

ping onto a high transparent safe surface can 

induce feelings of vertigo—is both familiar and 

unmysterious.? 
How should we describe the cognitive state 

of those who manage to stride to the Skywalk’s 

center? Surely they believe that the walkway 

will hold: no one would willingly step onto a 

mile-high platform if they had even a scintilla 

of doubt concerning its stability. But alongside 

that belief there is something else going on. 

Although the venture-some souls wholeheart- 

edly believe that the walkway is completely 

safe, they also alieve something very different. 

The alief has roughly the following content: 

‘Really high up, long long way down. Not a 

safe place to be! Get off!!’4 

In a series of ingenious studies spanning 

several decades, psychologist Paul Rozin has 

demonstrated a widespread tendency for well- 

educated Western adults to exhibit behaviors 

consonant with a commitment to the existence 

of ‘laws of sympathetic magic:’° that ‘there can 

be a permanent transfer of properties from one 

object . . . to another by brief contact’ (conta- 

gion) and that ‘the action taken on an object af- 

fects similar objects’ (similarity).° 
So, for example, subjects are reluctant to 

drink from a glass of juice in which a com- 

pletely sterilized dead cockroach has been 

stirred, hesitant to wear a laundered shirt that 

has been previously worn by someone they 

dislike, and loath to eat soup from a brand- 

new bedpan. They are disinclined to put their 

mouths on a piece of newly purchased vomit- 

shaped rubber (though perfectly willing to do so 

with sink stopper of similar size and material), 

averse to eating fudge that has been formed into 

the shape of dog feces, and far less accurate in 

throwing darts at pictures of faces of people 

they like than at neutral faces.’ 

How should we describe the cognitive state 

of those who hesitate to eat the feces-shaped 

fudge or wear their adversary’s shirt? Surely 

they believe that the fudge has not changed its 

chemical composition, and that the shirt does 

not bear cooties’—just as they believe that that 
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the newly purchased bedpan is sterile and that 

the fake vomit is actually made of rubber: asked 

directly, subjects show no hesitation in endors- 

ing such claims. But alongside these beliefs 

there is something else going on, Although they 

believe that the items in question are harmless, 

they also alieve something very different. The 

alief has roughly the following content: ‘Filthy 

object! Contaminated! Stay away!’ 

Last month, when I was traveling to the APA 

Program Committee meeting, I accidentally left 

my wallet at home. I noticed its absence when 

I arrived at the check-in desk at the Hartford 

Airport and fully expected to be turned away 

from my flight. Much to my surprise, the desk 

agent simply wrote the words ‘No ID’ on my 

boarding pass and told me to allow for a few extra 

minutes at security.” The various scans showed 

nothing amiss, so I boarded my plane, flew to 

Baltimore, and made my way to the meeting site. 

Though the TSA may not require identifica- 

tion, restaurants and hotels do require payment, 

so when I got to Baltimore, I arranged to borrow 

money from a friend who was also attending 

the meeting. As he handed me the bills, I said: 

‘Thanks so much for helping me out like this. 

It is really important for me to have this much 

cash since I don’t have my wallet.’ Rooting 

through my bag as | talked, I continued: ‘It’s a 

lot of cash to be carrying loose, though, so let 

me just stash it in my wallet... .’ 

How should we describe my mental state 

as my fingers searched for my wallet to house 

the explicitly wallet-compensatory money? 

Surely I believed that I had left my wallet in 

New Haven; after all, the reason I was borrow- 

ing so much money was because I knew I had 

no credit cards or cash with me. But alongside 

that belief there was something else going on. 

Although I believed that my wallet was several 

hundred miles away as I rooted through my bag, 

I simultaneously alieved something very differ- 
ent. The alief had roughly the following content: 

‘Bunch of money. Needs to go into a safe place. 

Activate wallet-retrieval motor routine now.’ 

Charles is watching a horror movie about a ter- 
rible green slime. He cringes in his seat as the 
slime oozes slowly but relentlessly over the 
earth destroying everything in its path. Soon a 
greasy head emerges from the undulating mass, 
and two beady eyes roll around, finally fixing on 
the camera. The slime, picking up speed, oozes 
on a new course straight towards the viewers. 
Charles emits a shriek and clutches desperately 
at his chair.!° 
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How should we describe Charles’s cognitive 

state? Surely he does not believe that that he 

is in physical peril; as Kendall Walton writes 

‘Charles knows perfectly well that the slime is 

not real and that he is in no danger’ (ibid., p. 6). 

But alongside that belief there is something else 

going on. Although Charles believes that he is 

sitting safely in a chair in a theater in front of 

a movie screen, he also alieves something very 

different. The alief has roughly the following 

content: “Dangerous two-eyed creature heading 

towards me! H-e-l-p ! Activate fight or flight 

adrenaline now!’ 

|. Introducing Alief 

I.1. Belief-Behavior Mismatch and _ Belief- 

Discordant Alief. In each of the cases pre- 

sented above, it seems clear what the subject 

believes'': that the walkway is safe, that the 
substance is edible or potable, that the wallet is 

in New Haven, that the theater is in no danger 

of being invaded by slime, and so on. Ask the 

subject directly and she will show no hesitation 

in endorsing such claims as true. Ask her to bet, 

and this is where she will place her money. Ask 

her to think about what her other beliefs imply 

and this is what she will conclude. Look at her 

overarching behavior and this is what it will 

point to. At the same time, the belief fails to be 

accompanied by certain belief-appropriate be- 

haviors and attitudes: something is awry. 

When else do we find this sort of belief- 

behavior mismatch? One sort of case is that of 

deliberate deception. If I believe that I have a 

winning hand, but I am trying to mislead you 

into thinking that I do not, I will behave in ways 

discordant with my belief. But clearly, this is 

not a good model for the cases just considered: 

Charles is not trying to fool the movie-maker; 

Rozin’s subjects are not trying to mislead the 

experimenters. In contrast to the cases of delib- 

erate deception, the belief-behavior mismatch 

in our cases is not the result of something other- 

directed and deliberately controlled. 

Perhaps, then, it is akin to a case of self- 

deception? A self-deceived subject believes, 

say, that her child has committed some ter- 

rible crime, but somehow brings herself to 

represent the situation—both to herself and to 

others—as if she believed precisely the oppo- 

site, resulting in the requisite belief-behavior 

mismatch.'* This is an improvement on the 

previous model; it corrects the problem of 

other-directedness, and—to some extent—the 
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problem of deliberate control. But it still mis- 

represents the structure of the situation: it is 

not that the reluctant walker on the Hulapai 

Skywalk believes that the surface is safe, but 

has somehow deceived herself into thinking 

that it is risky; it is not that Rozin’s subject 

believes that the bedpan is sterile, but some- 

how deceives herself into thinking that there’s 

some reason not to drink from it. The mismatch 

runs two directions: unlike in cases of self- 

deception, the subjects in our cases show no 

reluctance to endorse explicitly the belief with 

which their behavior fails to accord. And unlike 

in cases of self-deception, their behavioral re- 

sponses do not result from some deliberate or 

quasi-deliberate process of misrepresentation. 

Perhaps, then, the subjects’ hesitation to 

act on their beliefs is the result of some sort 

of doubt or uncertainty? In setting out for the 

day, I might dither a bit before leaving my um- 

brella at home: ‘it’s not going to rain,’ I might 

aver—though I am not completely certain that 

Tam right. Though the action-pattern is strikingly 

similar to some of the cases above, the model 

is still inadequate. Stepping onto the Skyway, 

eating the stool-shaped fudge, or staying seated 

in the theater is not like willing oneself to play 

Russian roulette: it is not a case of discounting 

a low-probability outcome and hoping for the 

best. Charles dees not leave the theater thinking: 

‘Phew! It’s lucky the slime stayed on the screen 

this time!’ Rozin’s subject does not breathe a 

sigh of relief that the dart hitting the photograph 

did not actually harm her friend. I was not root- 

ing around on the off-chance that maybe my 

wallet really was in my bag after all.'° 

Perhaps, then, the belief is temporarily 

forgotten? When I reach for my wallet, perhaps 

it is that I just do not remember that it is not 

with me. When I hesitate before the fudge, per- 

haps I have just lost track of the fact that it is 

not dog feces. When I step timidly on the walk- 

way, perhaps I have just forgotten that it is solid. 

Perhaps. But I do not think this could be the full 

story. Rozin’s subjects hesitate to eat the soup 

even if they are vividly and occurrently enter- 

taining the thought ‘this is a completely sterile 

bedpan,’ fully, consciously and with explicit at- 

tention to its meaning and implications. I was 

rooting around in my bag for my wallet at the 

exact moment that I was vividly and occur- 

rently entertaining the thought ‘I left my wallet 

in New Haven,’ fully, consciously, with explicit 

attention to its meaning and implications. And 

certainly the Hulapai Canyon steppers have 

not forgotten that the platform is safe, else they 
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would do something a good deal more dramatic 

than hesitate before taking the next step. 

But if it is not a case where the subject is 

deceiving others, or self-deceived, or uncer- 

tain, or forgetful, then why is stepping onto the 

Skywalk different from stepping onto the back 

porch? The reason, of course, is that each ac- 

tivates a different set of affective, cognitive, 

and behavioral association-patterns. When the 

subject steps onto the wooden porch, input to 

her visual system affirms her explicit conscious 

belief that the surface is solid and secure; this 

sets into motion a train of associations and ac- 

tivates a number of motor routines. But since 

these motor routines coincide with those acti- 

vated by her explicit intention to walk across 

a surface that she believes to be solid, there is 

no belief-behavior mismatch. When she steps 

onto the glass platform, by contrast, input to her 

visual system suggests that she is striding off 

the edge of a cliff. This visual input activates 

a set of affective response patterns (feelings of 

anxiety) and motor routines (muscle contrac- 

tions associated with hesitation and retreat), 

and the visual-vestibular mismatch produces 

feelings of dizziness and discomfort, leading to 

additional activation of motor routines associ- 

ated with hesitation and withdrawal.'* These 
motor routines compete with those activated by 

her explicit intention to walk across a surface 

that she believes to be solid; the result is the 

belief-behavior mismatch adverted to above. 

Nor do we need anything so dramatic to make 

the point. The same phenomenon occurs when 

I set my watch five minutes fast. The effective- 

ness of the strategy does not depend on my for- 

getting that the watch is inaccurate, or on my 

doubting that it is really 9:40 rather than 9:45, 
or my deceiving myself or others into thinking 

that it is five minutes later than it is. Rather, 

as with the glass-bottomed Skywalk, when 

I look at my watch, input to my visual system 

suggests that I am in a world where the time 

is +5. This visual input activates a set of af- 

fective response patterns (feelings of urgency) 

and motor routines (tensing of the muscles, an 

overcoming of certain sorts of inertia), leading 

to the activation of behavior patterns that would 

not be triggered by my explicit, conscious, 

vivid, occurrent belief that it is actually only 

9:40.'° The activation of these response patterns 
constitutes the rendering occurrent of what 

I hereby dub a belief-discordant alief. The alief 

has representational-affective-behavioral con- 

tent that includes, in the case of the Skywalk, 
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the visual appearance as of a cliff, the feeling of 

fear and the motor routine of retreat.'® Similar 

appeal to belief-discordant alief can be made in 

each of the other cases. The visual appearance 

of the feces-shaped fudge renders occurrent a 

belief-discordant alief with the content: “dog- 

feces, disgusting, refuse-to-eat’—an alief that 

runs counter to the subject’s explicit belief that 

the object before her is composed of a substance 

that she considers delicious and appealing. The 

visual-motor input associated with throwing a 

dart at a representation of a loved one renders 

occurrent a belief-discordant alief with the con- 

tent: ‘harmful action directed at beloved, dan- 

gerous and ill-advised, don’t-throw’—an alief 

that runs counter to the subject’s explicit belief 

that damaging a representation has no effects on 

the entity represented. The visual-motor input 

associated with handling cash rendered occur- 

rent my belief-discordant alief with the content: 

‘Bunch of money. Needs to go into a safe place. 

Activate wallet-retrieval motor routine now’— 

an alief that ran counter to my explicit belief 

that my wallet was in Connecticut while I was 

in Maryland. And so on. 

1.2. A Provisional Characterization of Alief: 

In the remainder of the article, I argue for the 

importance of recognizing the existence of 

alief—so-called because alief is associative, au- 

tomatic, and arational. As aclass, aliefs are states 

that we share with nonhuman animals; they are 

developmentally and conceptually antecedent to 

other cognitive attitudes that the creature may 

go on to develop. And they are typically also 

affect-laden and action generating.'’ I will argue 
that any theory that helps itself to notions like 

belief, desire, and pretense needs to include a 

notion like alief in order to make proper sense of 

a wide range of otherwise perplexing phenom- 

ena. Without such a notion, I will contend, either 

such phenomena remain overlooked or misde- 

scribed, or they seem to mandate such a radi- 

cal reconceptualization of the relation between 

cognition and behavior that traditional notions 

like belief seem quaint and inadequate. In short, 

I will argue that if you want to take seriously 

how human minds really work, and you want to 

save belief, then you need to make conceptual 

room for the notion of alief. 

Because alief is a novel notion, introduced 

to make sense of a cluster of otherwise baffling 

cases, most of the paper will proceed by exami- 

nation of specific examples. The heart of the 

paper lies in that discussion, and in the claim 

that consideration of such cases brings to light 
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issues of philosophical importance. At the same 

time, I will tentatively offer a more abstract 

characterization of the concept that I am intro- 

ducing, so that the general claim that I making 

can be properly assessed. 

The account that follows is explicitly pro- 

visional. I have little doubt that I have gotten 

some of the details wrong—and perhaps a good 

deal more than the details. But it seems to me 

better to make an honest mistake by attempting 

to be precise than to avoid error by refusing to 

be explicit. With that in mind, I offer the fol- 

lowing tentative characterization of a paradig- 

matic alief: 

A paradigmatic alief is a mental state with asso- 
ciatively linked content that is representational, 
affective and behavioral, and that is activated— 

consciously or nonconsciously—by features of 
the subject’s internal or ambient environment. 
Aliefs may be either occurrent or dispositional. 

Nearly every clause in this characterization 

merits a quick remark or highlighting: 

(1) Alief is a mental state. . . 

Since I incline towards physicalism, this means 

that I think alief is also a physical state. But 

it is a special sort of physical state—one that 

occurs in the brain of a conscious subject. And 

it occurs in her brain as the result of her (or her 

genetic ancestors) having undergone certain 

sorts of experiences—experiences that result 

in the creation of clusters of associations with 

representational-affective-behavioral content. 

(2) Alief is a mental state... 

Alief is a state and not, say, an attitude. It is 

(I think) roughly what Aristotle would call a 

hexis. 

(3) ... with associatively linked content. . . 

That is, a cluster of contents that tend to be 

co-activated. The contrast here is with discrete 

contents that fail to be linked through such an 

association. 

(4) ... that is representational, affective, and 

behavioral .. . 

In paradigmatic cases, an activated alief has 

three sorts of components: (a) the representa- 

tion of some object or concept or situation or 

circumstance, perhaps propositionally, per- 

haps nonpropositionally, perhaps conceptually, 

perhaps nonconceptually; (b) the experience 

of some affective or emotional state;'® (c) the 

readying of some motor routine.'? 
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(5) Paradigmatic alief is a mental state with 

content that is representational, affective, 

and behavioral .. . 

Notwithstanding the characterization offered in 

(4), [do not want to rule out the possibility of there 

being aliefs that involve the mental activation of 

a different sort of associative cluster. Perhaps 

there are cases where the activation occurs at a 

sufficiently low level to render the notion of rep- 

resentation inapplicable. Perhaps there are states 

that lack an obvious affective ingredient, or that 

do not include the clear activation of a motor rou- 

tine, but that nonetheless sufficiently resemble 

our paradigm cases that we want to count them 

as aliefs. Perhaps there are cases where the most 

noticeable associations are not easily subsumed 

under the three categories offered—cases that 

primarily involve the heightening or dampening 

of certain sorts of attention, or the heightening or 

dampening of certain perceptual sensitivities. 

(6) Alief is a mental state with 

behavioral ... content. 

That is: alief itself does not involve the execu- 

tion of these motor routines; it merely involves 

their activation (alief is a mental state). At the 

same time, this activation renders it more likely 

that the routine will actually be performed.” 

(7) Alief . . . content . . . [may be] acti- 

vated . . . consciously or nonconsciously. 

That is: a subject may (occurrently) alieve 

something with or without being aware of being 

(put into) in such a state. 

(8) Alief content [may be] 

activated .. . via features of the subject’s 

internal or ambient environment. 

That is: the activation of an alief may be the 

result either of (conscious or nonconscious) 

(quasi-)perception, or of (conscious or noncon- 

scious) nonperceptual thought.’! 

(9) Aliefs may be either occurrent or 

dispositional.” 

A subject has an occurrent alief with 

representational-affective-behavioral content 

R-A-B when a cluster of dispositions to enter- 

tain simultaneously R-ish thoughts, experience 

A, and engage in B are activated—consciously 

or unconsciously—by some feature of the 

subject’s internal or ambient environment. 

A subject has a dispositional alief with repre- 

sentational-affective-behavioral content R-A-B 
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when there is some (potential) internal or exter- 

nal stimulus such that, were she to encounter it, 

would cause her to occurrently alieve R-A-B.*? 

(10) Tentative characterization... 

Despite all that I have said in this section, 

I continue to waver on whether it would be 

better to think of the term as two-place (S 

alieves R) rather than four-place (S alieves R-A- 

B) relation. Had I opted for the former, I might 

have introduced the expression as follows: 

S (occurrently) alieves R when S’s R-related as- 
sociations are activated and thereby rendered 
cognitively, affectively and behaviorally salient. 

In most of the discussion that follows, I will 

make use of the expression in its four-place ver- 

sion, occasionally noting cases where the two- 

place version seems more appropriate. 

1.3. Examples and Usage. How does the ter- 

minology just introduced help us with our open- 

ing examples? Consider, for example, Rozin’s 

subject who shows reluctance to put a piece of 
vomit-shaped rubber in her mouth. When the 

visual experience as of vomit awakens in the 

subject the entertainment of vomit-related trains 
of thought, the affective experience of disgust, 

and the activation of motor routines associ- 

ated with behaviors like retreat and avoidance, 

Rozin’s subjects come to alieve occurrently 

the representational-affective-behavioral con- 

tent: ‘Vomit! Disgusting! Stay away!’** And 

anyone whose inclinations to feel disgust and 

avoidance would be activated by encountering 

a vomit-like visual stimulus (a class which for 

evolutionary reasons is likely to include nearly 

everyone) dispositionally alieves what Rozin’s 

subjects occurrently alieve. 

Of course, occurrently alieving ‘Vomit! 

Disgusting! Stay away!’ is fully compatible with 

occurrently believing that there is no vomit in 

one’s vicinity. An occurrent alief whose content 

is P may well be accompanied by an occurrent 

belief whose content includes not-P. Indeed, 

it is precisely when they are belief-discordant 

that aliefs tend to be evident to us. It is because 

Rozin’s hesitating subjects occurrently believe 

something like: ‘the object in front of me is 
made of sterilized rubber and poses no risk to my 

health’ that we need to explain their reluctance 

in terms of their alief. (Actually, I think that alief 

plays a major role in explaining behavior even 

when it is belief-concordant, an issue to which 

I return briefly in the closing section. But since 

the most convincing cases are those involving 
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belief-discordant alief, I will focus primarily on 

those in making my initial argument.) 

One final remark concerning usage. Given 

that I have opted for the four-place charac- 

terization, I need to say that Rozin’s subjects 

occurrently alieve something like ‘Vomit! 

Disgusting! Stay away!’ while believing that 

there is no vomit in their vicinity. Had I opted 

for the two-place characterization, I might 

have said instead: Rozin’s subjects believe that 

that the object before them is a piece of rubber, 

but they alieve that it is a mound of vomit. This 

usage seems particularly tempting in cases 

where the associational clusters are awakened 

by the presence of a particular object or situa- 

tion, and where the associations awakened tend 

to be similar across individuals. Indeed, there 

is a natural tendency to loosen usage yet fur- 

ther, saying, for example, that visitors to the 

Skywalk believe that the glass surface is safe, 

but alieve that it is dangerous; that Rozin’s 

dart-throwers believe that damaging the pic- 

ture will not harm their loved one, but alieve 

that it will; that Rozin’s shirt-avoiders believe 

that their enemy’s laundered chemise is utterly 

harmless, but alieve that wearing it is ill ad- 

vised; that Charles believes that he is at no risk 

from the slime, but alieves that it is about to 

attack him. I consider it a live possibility that 

careful reflection on natural patterns of usage 
will reveal that I have made the wrong deci- 

sion in opting for the four-place characteriza- 

tion. But for the time being, I will explore the 

advantages of employing the term in the way 

that I have characterized it thus far. 

This ends the official introduction of the 

notion of alief. In the remainder of the paper, I 

do three things. In section II, I offer some brief 

additional general remarks about the relation 

between the state of alief and propositional 

attitudes such as belief, desire, and pretense. 

In section iii, I offer a series of examples— 

drawn from recent empirical work in psychol- 

ogy—that played a central role in convincing 

me that appeal to the notion of alief is crucial 

if we wish to hold on to a notion like belief 

that relates to action in anything like the way 

philosophers have traditionally assumed. In 

section iv, I close with a few speculative re- 

marks about ways that appeal to the notion of 
alief may be help us to make sense of two ap- 
parently unrelated phenomena: the tendency 
of examples to affect us in ways that abstract 
descriptions do not; and the role of habit in 
Aristotelian ethics. 
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ll. Alief and Other Attitudes 

11.1. Alief, Belief and Imagination. Why can’t 

alief be assimilated to one of the more famil- 

iar cognitive attitudes—belief, for example, or 

imagining? There are a number of reasons that 

I think that it cannot, which I will present in the 

remainder of this section. 
Alief differs from both imagining and believ- 

ing along certain crucial dimensions. If I be- 

lieve that P, I believe that it is true that P, and 

my belief is nondefective only if, as a matter 

of fact, it is true that P. If I suppose or imag- 

ine or pretend that P, I suppose or imagine or 

pretend that it is true that P, but the actual truth 

or falsity of P is explicitly irrelevant to my suc- 

cessfully supposing or imagining or pretending 

it to be. Both classes of states, then, involve 

what Velleman helpfully calls accepting a 

proposition: to believe or imagine or suppose 

or pretend that P is to regard P as true (in some 

way~°). But though they coincide in this dimen- 
sion, they differ in another: whereas belief is 

reality-sensitive, supposition and imagination 

and pretense are explicitly reality-insensitive. 

It is this latter disparity that is typically taken 

to underlie one important difference between 

belief on the one hand, and supposition, imagi- 

nation, and pretense on the other: whereas 

(modulo certain complications) we can imagine 

pretty much any content, we can (without ac- 

robatics) believe only what we take to be true. 

How does alief fare along these dimensions? 

Strictly speaking, it lies in another plane alto- 
gether. Believing and supposing and imagining 

and pretending are all (at least on certain uses 

of the expressions in question) propositional 

attitudes, whereas alieving (as I am provision- 

ally using the expression) is not. But we can, by 

employing the ‘loose’ usage adverted to above, 

make reasonable sense of the notion of aliev- 

ing that P, and we can ask—keeping in mind 

that our usage is loose—whether alieving that 

P involves accepting that P. We will need to be 

a bit more careful when we ask whether alief 

is reality-sensitive or reality-insensitive, and 
whether we are in a position to alieve at will. 

But again, we will be able to draw certain fairly 

sharp contrasts between alief and other attitudes. 

Let us begin with the question of accep- 

tance. Does alieving that P involve accept- 

ing that P? (That is, does being an alief state 

with the content R-A-B involve regarding it as 

true in some way that R is part of one’s real 

or imagined environment??’) Interestingly, the 

467 

answer to this question turns out to be: no, and 

the way in which it turns out to be no reveals 

something important about the nature of alief. 

Unlike belief or pretense or imagination or 

supposition, alief does not involve acceptance. 

Though the point can be made on conceptual 

grounds alone, it is helpful to begin with a spe- 

cific example. 

In a 1986 study by Rozin, subjects saw ‘sugar 

poured into two bottles, and then applied labels 

of sugar and sodium cyanide, each to one of 

the bottles, making their own choice.’ Despite 

having applied the labels themselves, subjects 

‘showed a reluctance to consume sugar from 

the cyanide-labeled bottle.’** So far, the case is 
a familiar one: while Rozin’s subjects believed 

that both bottles contained sugar, consideration 

of the second rendered occurrent an alief state 

with the content ‘cyanide, dangerous, avoid’ as- 

sociated with the second bottle—and this belief- 

discordant alief played a role in governing their 

behavior.”’ Up to this point, there is no reason 

to posit a case of alief without acceptance: in 

alieving ‘cyanide, dangerous, avoid’ the subject 

is regarding as true (perhaps in imagination) 

that the bottle contains cyanide. 

The interesting case comes from a follow-up 

study four years later. In that study: 

Subjects facea two empty brown 500 ml bottles. 

In the presence of the subject, the experimenter 
opened a container of Domino cane sugar, and 

poured some into each bottle, so that about 4 
of each bottle was filled. The experimenter in- 
formed subjects that she was pouring sugar into 
each bottle. The experimenter then presented 
the subject with two typed labels. One had not 
sodium cyanide, not poison written on it, with a 

red skull and cross bones preceded by the word 
not. The other label had sucrose, table sugar 
typed on it. The subject was invited to put one 
label on each bottle, in any way he or she chose. 
The experimenter then set out two different col- 
ored plastic cups, one in front of each bottle, 
and poured unsweetened red (tropical punch) 
Kool-Aid from a glass pitcher into both, until 
they were about half full. Now, using separate, 
new plastic spoons for each bottle, the experi- 
menter put a half spoonful of powder from one 
sugar bottle into the glass standing in front of 
that bottle, and repeated this with the other glass 
for the other sugar bottle (ibid.). 

Subjects then faced the choice of drinking from 
the cup containing the sugar that had been la- 

beled ‘sucrose, table sugar’ or from the cup 

containing the sugar that had been labeled ‘not 
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sodium cyanide, not poison.’ Though the effect 

was somewhat less pronounced than in the orig- 

inal study, subjects showed considerable reluc- 

tance to drink from the latter. 

Here again, while Rozin’s subjects believed 

that both bottles contained sugar, consideration 

of the second bottle rendered occurrent an alief 

state with the content ‘cyanide, dangerous, 

avoid.’ But in this case, the label read precisely 

the opposite: it ‘had not sodium cyanide, not 

poison written on it, with a red skull and cross 

bones preceded by the word not.’ So, although 

these subjects were in an alief state with the 

content ‘cyanide, dangerous, avoid,’ the con- 

tent they were prompted to imagine was exactly 

the opposite. They did not—as the acceptance 

condition requires—regard it as true in some 

way that cyanide is to be found in the vicinity; 

instead, it was the negated presence of the word 

‘cyanide’ that rendered occurrent their cyanide- 

associated aliefs. 

Can we explain this with the resources of only 

belief and imagining? Clearly, belief cannot do 

the work: it is implausible to suggest that the sub- 

ject believed that the bottle she had labeled ‘not 

sodium cyanide, not poison’ contained cyanide. 

But what about imagining? Can’t we say that the 

source of the subject’s hesitation is that she first 

imagines that the bottle does contain poison, and 

that she then somehow negates this, and that this 

enables her (perhaps in some special Sartrean 

fashion) to imagine the absence of poison?*” 
Perhaps this is indeed what happens. But 

how is this supposed to explain the subject’s 

hesitancy to drink the liquid? Is the reason for 

her hesitancy supposed to be that she had been 

imagining that the bottle contained cyanide, 

though now she is not—and that what she imag- 

ined in the past (though fails to imagine now) 

somehow explains her action at present? Or 

that her current imagining that the bottle does 

not contain cyanide somehow contains within it 

(in not-fully-aufgehoben form) the antithetical 

imagining that the bottle does contain cyanide? 

And that somehow this negated semi-imagined 

content—content that she has, throughout the 

entire process, been fully consciously aware of 

explicitly disbelieving—sneaks into the control 

center for her motor routines and causes her to 

hesitate in front of the Kool-Aid? 

Really? Is this really what you think imagin- 

ing is like? Or have you just described a case of 

belief-discordant (and imagination-discordant) 

alief: a case where the subject believes that the 

bottle does not contain cyanide, imagines that 

the bottle does not contain cyanide, yet has an 
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occurrent alief with the content: cyanide, dan- 

gerous, avoid? Is it not a lot more natural to de- 

scribe this as a case of alief-motivated behavior 

than as a case of motivation by (past or negated) 

imagination? And if it is alief that is doing the 

explanatory work here, is it not plausible that 

alief is doing the explanatory work in the cases 

above as well? 
For those unconvinced by examples or lines 

of rhetorical questioning, there is a more gen- 

eral argument for why alief can occur without 

acceptance. At its core, alief involves the activa- 

tion of an associative chain—and this is some- 

thing that can happen regardless of the attitude 

that one bears to the content activating the as- 

sociations. (Indeed, since alief may be activated 

nonconsciously, one may bear towards that 

content no attitude at all.) This means that alief 

contexts are what we might call hyperopaque: 

they do not permit salva veritate substitution 

even of expressions that the subject explicitly 

recognizes to be coreferential.*! Even if I be- 

lieve that the phrases ‘not poison’ and ‘safe to 

consume’ pick out coextensive classes of sub- 

stances, even if I focus on that belief and hold it 

vividly before my mind, even if the synonymy 

of these two terms is crucial to my views about 

some other matter, still the aliefs activated by 

the two expressions may be wildly dissimilar.*? 
Imagination, by contrast, is not hyperopaque in 

this way. If I explicitly recognize that P and Q 

are synonymous, and I imagine P while focus- 

ing explicitly on the co-referentiality of P and 

Q, then in imagining P I imagine Q. Alief just 

is not imagination. 

The same features that explain alief’s hype- 

ropacity and the possibility of alief without ac- 

ceptance explain why we are not in a position 

to alieve at will. If I believe that P, and subse- 

quently learn that not-P, I will revise my belief. 

If IT imagine that P, and subsequently learn that 

not-P, I will make no such revision. But what 

if I (loosely speaking) alieve that P, and subse- 

quently learn that not-P? What happens then? 

At first glance, alief seems to behave like imag- 

ination and its kin: after all, the cases above 

are all cases where the subject truly and con- 

sciously believes P while actively alieving not- 

P. But this does not quite capture the full story. 

If I believe that P and imagine that not-P, I am 

violating no norms. But if I believe that P and 
alieve that not-P, something is amiss. Learning 
that not-P may well not cause me to cease 
alieving that P—but if it does not, then (though 
other considerations may override this) I am 
violating certain norms of cognitive-behavioral 
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coherence. No such criticism is possible in the 

analogous case of imagining. 

To the extent that action is supposed to be re- 

sponsive to reality, the well-functioning aliever 

is one whose aliefs and beliefs largely coincide 

(or one whose ability to suppress contrary im- 

pulse is strong*’). But alief just is not reality- 
sensitive in the way belief is. Its content does 

not track (one’s considered impression of) the 

world. At the same time, it is not reality-insen- 

sitive in the way that imagination is. For while 

we can (for the most part) imagine at will, we 

do not seem to have the same sort of freedom 

in alief.“* We may be relatively unconstrained 
in which of our dispositional aliefs we render 

occurrent—at least in the case of those aliefs 

that can be rendered occurrent through con- 

templation alone—but we are far from uncon- 

strained in which dispositional aliefs we have in 

the first place. Our dispositional aliefs depend 

on the associational patterns that have been laid 

down in our minds as the result of our experi- 

ences and those of our genetic ancestors. We 

are not in a position to generate such patterns of 

association merely at will. 

So it looks like, just as it is (something close 

to) conceptually impossible to believe at will, 

it is practically impossible to alieve at will. Of 

course, in both cases we might use all sorts of 

tricks to bring ourselves to be in a certain sort 

of mental state— roundabout routes’ involv- 

ing processes that we ourselves deliberately 

initiate.** But if we use such tricks to cultivate 
beliefs, we need to cover our tracks;*° if we use 

them to cultivate aliefs, we can do so under con- 

ditions of full disclosure. 
This concludes the brief survey contrasting 

alief with attitudes like belief and imagining. 
We now turn to the second issue of this sec- 

tion, the relation between these attitudes, and 

the bringing about of behavior. I will suggest 

that alief’s special structure—its being a mental 

state with affective, representational, and be- 

havioral content that is activated by features of 

the environment—means that it poses problems 

for behavioral accounts of belief that are espe- 

cially severe. 
11.2. Alief and Behavior. According to what 

Velleman has dubbed the ‘purely motivational 

view of belief,’ ‘all that’s necessary for an at- 

titude to qualify as a belief is that it disposes 

the subject to behave in certain ways that would 

promote the satisfaction of his desires if its con- 

tent were true. An attitude’s tendency to cause 

behavioral output is thus conceived as sufficient 

to make it a belief.’*” Or, again: to believe that P 
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is to be disposed to act in ways that would tend 

to satisfy one’s desires, whatever they are, in 

a world in which P (together with one’s other 

beliefs) were true.** 

There are at least three sorts of marginal cases 

where this sort of analysis seems to go awry— 

two that pose problems for necessity, the third 

for sufficiency. The first sort are cases where 

(arguably) a subject believes that P, but where 

this belief does not bring with it a disposition 

to act in P-concordant ways because of some 

feature of the subject. (Think, for example, of 

an immutable omniscient purely contemplative 

God, a permanent paralytic, a subject built to act 

with utter randomness, a character under an un- 

breakable spell that causes him to act contrary 

to his first-order intentions, a hopeless akratic, 

or an agent who aims always to deceive.) The 

second are cases where (arguably) a subject 

believes that P, but where this belief does not 

bring with it a disposition to act in P-concordant 

ways because the belief itself has no behavioral 

implications. (Think, for example, of a subject 

who believes in causally-inert invisible goblins, 

or of a subject who believes that she inhabits a 

space that is distorted but Euclidian (rather than 

undistorted but non-Euclidian).*’) The third are 

cases where, although the subject is disposed to 

act in the requisite ways, she nonetheless fails to 

believe that P because she lacks beliefs (either 

locally or globally). (Think, for example, of a 

super-stoic who acts and has desires but always 

withholds assent, or of a hyper-Van Fraassenite 

who extends his constructivist commitments to 

the realm of the observable.) 

Five-finger exercises that they are, these mar- 

ginal cases do not show that there is anything 

deeply wrong about the motivational view. All 

that is needed to avoid them are a few tweaks to 

the notion of disposition and a reiteration of the 

irrelevance of mental states. The big guns come 

loaded with a different sort of ammunition: not 

with the suggestion that the view 1s wrong in cer- 

tain far-fetched contrived cases, but with the as- 

sertion that itis problematic through and through 

because of a wide range of attitudes—among 

them acceptance (Michael Bratman), imagina- 

tion (Gregory Currie, Velleman) and pretense 

(Tyler Doggett and Andy Egan, Velleman)— 

may motivate P-concordant behavior.*° 

Even here, I think there is room for the 

defender of a neo-behaviorist account. 
Restrict yourself to nondeviant subjects, and re- 

treat, say, to betting behavior or high-stakes situ- 

ations. Once again, you can save the letter of the 

view that belief and behavior go hand in hand. 
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To some extent, this strategy works for alief 

as well. (If it did not, it would be hard to main- 

tain that the paradigmatic cases above are ones 

in which the subject believes that P but alieves 

that not-P.) H. H. Price, whose underappreci- 

ated discussion of related examples deserves 

more detailed attention than I have space for 

here, employs such a strategy. Defending his 

account of a case of what he calls ‘half-belief,’ 

Price writes: 

It might be suggested that the man who avoids 

walking under ladders does just believe (how- 

ever unreasonably) that walking under ladders 
has bad consequences .. . . After all, these 

people act as if they believed, and they often 

go to considerable trouble in consequence. 
They step off the pavement into a muddy street 
or even into a street full of traffic, to avoid the 

ladder... . Moreover they show the emotional 
symptoms of belief, for example, discomfort 

or unrest if there is . . . no way of avoiding 
the ladder. . . . Of course, these people will 
not admit that they . . . believe these proposi- 
tions; not even to themselves, and still less in 

public. .. . But one may hold beliefs . . . with- 
out admitting to oneself that one holds them 

(op. cit., p. 310). 

Price rejects this account—a proposal, he sug- 

gests, to “dispense with the concept of half- 

belief altogether’—because, while 

. no doubt there are some who do wholly 

believe that their chances of suffering mis- 
fortunes are increased if they walk under a 
ladder . . .. | do not think that this is the usual 
situation, . . . the ordinary person who avoids 

walking under ladders does not seriously be- 
lieve that walking under ladders does any 

harm, or at any rate he does not believe it with 

complete seriousness. We notice that if it is 
very important for him to get to his destination 
quickly (for example, if he will miss a train if 
he does not hurry) he does not seem to mind 

the ladder at all. He sees it—there it is, in front 

of his nose—but he goes straight under it with- 
out hesitation. He himself, if he thinks about 
his experience afterwards, will be able to notice 
that he felt no qualms at all about doing the 
thing which he ordinarily avoids so carefully 
(op. cit., pp. 310-11). 

‘A half-belief,’ he concludes, is ‘something which 

is ‘thrown-off’ when circumstances alter. . .. [I] 

n some contexts to which the proposition is rel- 

evant one is in a belief-like state about it, but in 

other contexts to which it is equally relevant one 

disbelieves it or disregards it.’ This is so even 
though ‘in both sorts of contexts, the evidence 

for the proposition . . . remains the same, and the 

CONTENT 

probability of the proposition is as great, or as 

little, as it was before’ (op. cit., p. 312). 

I agree with Price that the ladder case might 

well proceed as he describes. But I am not so 

clear that his analysis will work for the cases 

presented on the opening pages. Suppose it is 

very important for me to get to my train, but 

that the station lies across a chasm fifty feet 

wide and 1,000 feet deep, bridged by a trans- 

parent glass walkway. Even if I ‘will miss a 

train if [I do] not hurry,’ I do not think it is true 

that I would ‘not seem to mind the [apparent 

chasm] at all,’ crossing it ‘without hesitation’ 

even though the visual stimulus is ‘right under 

my nose.’ I very much doubt that in “think[ing] 

about [my] experience afterwards,’ I would ‘be 

able to notice that [I] felt no qualms at all about 

doing the thing which [I] ordinarily avoid so 

carefully.’ (Indeed, in my own case, I am not 

sure I could make it across the bridge at all 

without closing my eyes—which would be, of 

course, to suspend the occurrent alief by sus- 

pending the feature that activates it.) 

Suppose we raise the stakes. My child is on 

the other side of the chasm, and I need desper- 

ately to reach him to prevent some dreadful oc- 

currence. Here I suspect I could make it across 

the bridge—eyes open—to perform the rescue: 

after all, I believe that he is in danger, and I be- 

lieve that the bridge is safe. But even here, the 

hesitation would not fully dissipate. And not 

because I doubt in any way that the surface is 

sturdy: I see others walking across it and am 

about to do so myself. I am 100% certain that I 

will make it safely—as certain as I would be if 

the chasm were only 5 feet deep, as certain as 

I would be if the bridge were made of opaque 

material. Still, I hesitate; still, I shudder. My be- 

havior reflects something other than my belief. 

It is my alief in action. 

The reason Price’s explanation fails for our 

paradigm cases is that the mechanisms they ex- 

ploit are not under our direct control. We are 

not in a position to ‘throw them off... when 

circumstances alter.’ This is not because we 

are in doubt about what we believe. There is no 
question in my mind that the fudge has not been 

transformed into dog feces; there are few things 

of which I am more certain than that hurling 

darts at a photo of my baby will do no harm 

to the baby itself. Still—even in high-stakes 

situations—there is a hesitation to my belief- 
concordant actions.*! 

The problem with the belief-behavior picture 
is that at its heart lies a faulty picture of what 
makes us act.” I do not doubt that the account 
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could be made extensionally adequate: limit the 

cases that count as ‘behavior’ in the relevant 

sense, fuss with the notion of disposition, make 

the fate of the world depend on the subject’s ac- 

tions. Belief and behavior can be made to match 

up, so long as one is free to make relevant alter- 

ations from both directions. But deep down, the 

account misses something very important about 

human behavior. This is something to which 

both Aristotle and Hume were especially well 

attuned (I will return to this in the final section), 

and which contemporary psychology has begun 

to explore in detail. It is to cases from the latter 

domain that I turn in the next section. 

Ill. Automaticity 

Recent work on ‘automaticity’ has produced 

a remarkable series of widely publicized re- 

sults suggesting that alief plays a larger role in 

behavior than many had thought. Indeed, one 

of the main projects in social psychology over 

the last two decades has been to document sys- 

tematically the ways that behavior-inducing 

mental representations may be activated by 

awakening the associative patterns that have 

come to be linked with some object, stereo- 

type, protocol, or mental image.*? A few ex- 
amples will suffice for giving a sense of their 

flavor. But it is important for the reader to real- 

ize that this is a massive research program and 

that while it may be possible to come up with 

alternative explanations for one or another of 

the examples I discuss, the basic phenomenon 

I am describing here has been established 

beyond any reasonable doubt in hundreds of 

published studies.“ 
Much of the work in this area has been pio- 

neered by John Bargh and his colleagues, who, 

in a typical task present subjects with some 

sort of association-inducing stimulus. This is 

often a ‘scrambled sentence’ task—a standard 
technique in psychology used to ‘prime’ par- 

ticular concepts.* In one such study, subjects 
faced one of three conditions: either the collec- 

tions of words from which they were asked to 

form sentences contained only neutral terms, 

or they also contained a number of terms as- 

sociated either with politeness (for example, 

respect, honor, considerate, patiently, courte- 

ous) or rudeness (for example, aggressively, 

bother, disturb, intrude, brazen). Subjects were 

instructed that, after completing the task, they 

should come out into the hallway and find the 

experimenter, who would then give them the 
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next task to complete. When they emerged, they 

found the experimenter engaged in a conversa- 

tion with another ‘subject’ (actually a confeder- 

ate), a conversation that continued either until 

the first subject interrupted the conversation, or 

until 10 minutes had passed. 

The action-patterns of the three groups dif- 

fered markedly. Of those who had been primed 

with the rudeness concept, most interrupted in 

the allotted time; those in the neutral condi- 

tion interrupted in less than half of the cases; 

whereas those in the polite condition inter- 

rupted in almost none of the cases.*° 
One might maintain that the various groups 

differ in their beliefs, or that they differ in 

their desires, or that the subject’s interruption 

of the experimenter is not an action of the sort 

that belief-desire explanations are designed to 

cover. I have no doubt that such a story could 

be told. One might say, for instance, that all 

three groups share the same desire—to inter- 

rupt the experimenter only if doing so would 

be socially acceptable—but that they differ in 

their belief about whether it is. (Note that this 

would involve attributing to the subjects an odd 

sort of belief—one that is formed as the result 

of mechanisms that are not themselves sensitive 

to any subject-independent truth attitudes.*’) 
Alternatively, one might try to explain the phe- 

nomenon in terms of imagination or pretense. 

Perhaps engaging in the scrambled sentence 

task causes the subjects to fantasize that the ex- 

perimenter is rude, or polite—or that they them- 

selves are rude or polite—and, carried away by 

this fantasy, perhaps they begin to act as if it 

were true. Perhaps.** But why would engaging 

in the scrambled sentence task cause the sub- 

jects to engage in this sort of fantasy (unless, of 

course, the explanation runs through something 

like the notion of alief)? And even if we have 

an answer to that question, why would engag- 

ing in such a fantasy make them act as if it were 

true (again, unless the explanation runs through 

something like alief)? 

Rather, what Bargh and his colleagues have 

done, I want to argue, is to induce in their differ- 

ent sets of subjects different sorts of occurrent 

alief. As the result of the pre- or quasi-conscious 

activation of the cluster of affective tendencies 

and behavioral repertoires associated with the 

notion of rudeness, subjects in the third condi- 

tion find themselves more likely to act in ways 

that they would act in the presence of rudeness; 

as the result of the pre- or quasi-conscious ac- 

tivation of the cluster of affective tendencies 

and behavioral repertoires associated with the 
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notion of politeness, subjects in the second 

condition find themselves more likely to act 

in ways that they would act in the presence of 

politeness.” 
Nor is this an isolated anomaly. Example after 

example reveals the subtle role of alief in guid- 

ing behavior. In another widely publicized Bargh 

experiment, subjects performed a scrambled 

sentence task in which one group confronted 

sentences containing terms associated with the 

elderly (for example, wrinkle, bingo, and re- 

tired), whereas the second group’s unscrambling 

task involved only neutral terms. After complet- 

ing the experiment, subjects were surreptitiously 

timed as they walked down the hall to the eleva- 

tor. Those primed with the elderly stereotype 

took significantly longer to walk to the elevator 

than those who had not been so primed.*° 

It seems implausible (to say the least) that 

Bargh’s elderly-primed subjects believed that 

they had suddenly turned into a bunch of gee- 

zers who needed to dawdle lest they overtax 

themselves. It is slightly less absurd to suggest 

that Bargh’s elderly-primed subjects imagined 

themselves as old—or imagined someone else 

who is old—and, having so imagined, began 

to act in some ways as if the imagined content 

should govern their own actual behavior. But 

even this is a rather far-fetched explanation.*! 
(Among other things, in well-designed scram- 

bled sentence tasks, subjects remain uncon- 

scious of the fact that a particular notion is 

being primed.’) Rather, I want to suggest, 

Bargh’s elderly-primed subjects occurently 

alieved below the level of conscious awareness 

something like: “Old. Tired. Be careful walking 

to that elevator . . ..—and the activation of this 

behavioral repertoire made them more likely to 
act in accord with it. 

Additional research within this paradigm has 

reinforced and expanded the lessons of these 

early experiments. So, for example, showing 

suitably primed subjects a picture of a library 

leads them to speak in quieter tones; showing 

them an image of an elegant dining room—or 

exposing them to the smell of soap—leads them 

to eat more neatly.°’ Subliminal visual prim- 
ing with an image of an African-featured face 

leads subjects to respond more aggressively to 

certain sorts of provocation. Priming subjects 

with thoughts of their (achievement-oriented) 

mother leads them to persist longer at word-find 

tasks; priming them with thoughts of a friend 

makes them more likely to help a stranger.» 
Indeed, alief may be activated in even more 

striking ways. Recently, psychologist Lawrence 
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Williams ‘hypothesized that a simple experi- 

ence of physical, spatial distance would trigger 

feelings of psychological distance and that those 

feelings, in turn, allow people to enjoy aversive 

media.’ Subjects were first asked to plot a pair 

of points on a cartesian plane: the points were 

either quite close to one another (occupying less 

than 1/4 of the plane) or quite far apart. 

All the participants then read an embarrass- 

ing passage from a novel—in which a woman 

opens a magazine to find that her ex-boyfriend 

has written an article about her, called “Loving 

a Larger Woman’—and rated how much they 

enjoyed the story. Just as Williams had ex- 

pected, the participants who drew the dots far 

apart liked the passage more. 

In his next study, after the volunteers drew 

the dots, they read a book excerpt in which a 

man beats his brother with a rock after a car 

crash. When the readers rated their emotional 

experience, Williams found, people who were 

told to draw the dots close together reported 

feeling more negative emotions.*° 

In all of these cases, it is perhaps possible to 

explain what is going on in familiar terminol- 

ogy. Perhaps Bargh’s interruption subjects 

imagine that there is rudeness afoot in their do- 

minion, and adjust their behavior accordingly. 

(Really? Even though the priming takes place 

at the unconscious level?) Perhaps his eleva- 

tor subjects imagine that they are old and gray 

and full of sleep, and consequently slow their 

pace. Perhaps Williams’s subjects imagine that 

they are far away from the stories they hear, and 

therefore feel their emotional tug less strongly. 

Perhaps. Or perhaps what is happening in 

each of these cases is the activation of a low- 

level cluster of associations—representational, 

affective, behavioral—an activation that ren- 

ders the subject more likely to exhibit behavior 

of a certain sort. To a reasonable approximation, 

it looks like all depictive representations—even 

those that we explicitly disavow as false—feed 

into our behavioral repertoires, and that it is 

only through a process of conscious or habit- 

governed inhibition that representations whose 

accuracy we endorse come to play a distinctive 
role in governing our actions. 

If so, there is something deeply wrong about 
the traditional picture of the relation between 
belief and behavior that we discussed in sec- 
tion il. But of course, this is not the only way 
philosophers have thought about these matters. 
In the final section, I briefly examine one com- 
peting philosophical strand. 
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IV. Alief, Persuasion, and 
Habit 

Despite certain protestations to the contrary, 

philosophers have been exquisitely sensitive to 

the ways in which contemplation of an imagi- 

nary particular may have cognitive and motiva- 

tional effects that differ from those evoked by 

an abstract description of an otherwise similar 

state of affairs.°’ (Think of Plato’s cave, the ring 
of Gyges, twin earth, the Chinese room, tele- 

transportation, Thomson’s violinist, the veil of 

ignorance, Mr. Truetemp, the fat man on the 

bridge, and any of the myriad other examples). 

A particularly vivid presentation of this claim 

can be found in Hume’s Treatise on Human 

Nature, where Hume writes: 

There is a noted passage in the history of 
Greece, which may serve for our present pur- 
pose. Themistocles told the Athenians, that he 

had form’d a design, which wou’d be highly 
useful to the public, but which ‘twas impos- 
sible for him to communicate to them with- 
out ruining the execution, since its success 
depended entirely on the secrecy with which 
it shou’d be conducted. The Athenians, in- 

stead of granting him full power to act as he 
thought fitting, order’d him to communicate 
his design to Aristides, in whose prudence they 

had an entire confidence, and whose opinion 
they were resolv’d blindly to submit to. The 
design of Themistocles was secretly to set fire 

to the fleet of all the Grecian commonwealths, 

which was assembled in a neighbouring port, 
and which being once destroy’d wou’d give the 

Athenians the empire of the sea without any 
rival. Aristides return’d to the assembly, and 
told them, that nothing cou’d be more advan- 

tageous than the design of Themistocles but 

at the same time that nothing cou’d be more 

unjust: Upon which the people unanimously 
rejected the project.°8 

Hume goes on to note that his contemporary 

Charles Rollin found it astounding that the 

Athenians would reject—merely on grounds of 

injustice—a strategy so ‘advantageous’ that it 

would give them ‘the empire of the sea without 

any rival.’ But Hume himself is not surprised: 

For my part I see nothing so extraordinary in 
this proceeding of the Athenians. . . . [T]ho’ 

in the present case the advantage was immedi- 
ate to the Athenians, yet as it was known only 
under the general notion of advantage, with- 
out being conceiv’d by any particular idea, it 
must have had a less considerable influence on 
their imaginations, and have been a less violent 
temptation, than if they had been acquainted 
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with all its circumstances: Otherwise “tis dif- 
ficult to conceive, that a whole people, unjust 
and violent as men commonly are, shou’d 

so unanimously have adher’d to justice, and 

rejected any considerable advantage (ibid., 
IL.ii1.6.4). 

Hume’s story brings out the way in which en- 

gagement of the cognitive mechanisms associ- 

ated with vivid imagining may lead a subject to 

reverse a prior commitment, selecting as prefer- 

able the option previously rejected, and shun- 

ning the option previously embraced.” 
For the reader who has gotten this far, it 

should be apparent what lesson I want to draw 

from this case. Ever sensitive to the role of 

habit and association—’If any thing can intitle 

the author to so glorious a name as that of an 

inventor, ‘tis the use he makes of the principle 

of the association of ideas’®’ —Hume is here 
pointing out that judgment about a particular 

case may be driven as much by alief as by 

belief. Like his K Street counterpart, Hume 

recognizes the citizen who believes that wealth 

should be redistributed across generations 

alieves that the death tax is unfair; like his 

Madison Avenue foil, Hume recognizes that a 

customer who believes that a $9.99 scarf costs 

nearly ten dollars alieves that it costs only nine. 

When the citizen votes against the amendment 

does this show that he really opposes redis- 

tribution? Or does it show that action is often 
governed by alief? 

If so, then Aristotle is right: In order to live 

well, we must work to bring our habits in accord 

with our reflective beliefs:*! 

Men become builders by building and lyre- 

players by playing the lyre; so too we become 

just by doing just acts, temperate by doing tem- 
perate acts, brave by doing brave acts . . . states 

of character arise out of like activities... . It 
makes no small difference, then, whether we 

form habits of one kind or of another from our 
very youth; it makes a very great difference, or 
rather all the difference.” 

My conclusion should not be a surprising one. 

I think that alief governs all sorts of belief- 

discordant behavior—the cases with which 

I began the paper, and the ones that I have pre- 

sented along the way. But if alief drives behavior 

in belief-discordant cases, it is likely that it drives 

behavior in belief-concordant cases as well. 

Belief plays an important role in the ultimate 

regulation of behavior. But it plays a far smaller 

role in moment-by-moment management than 

philosophical tradition has tended to stress. 
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* T am grateful to the Yale University faculty lunch 

group for comments on a very early draft of this 

paper, and to audiences at Princeton University 

(March 2007), the Central American Philosophical 
Association meeting in Chicago (April 2007), 
and the Mind & Language Pretense Conference 

at University College, London ( June 2007) for 

excellent questions, comments, objections, and 

suggestions regarding the talk which served as its 

immediate predecessor. For more recent discussion 

and comments, I thank John Bargh, Paul Bloom, 

Richard Brooks, Carolyn Caine, David Chalmers, 

Greg Currie, Paul Davies, Andy Egan, Roald 

Nashi, Elliot Paul, Eric Schwitzgebel, Ted Sider, 

Jason Stanley, Zoltan Gendler Szab6, and Jonathan 

Weinberg. 
I discuss additional aspects of the notion of 

alief in a companion article, “Alief in Action 
(and Reaction),” Mind & Language XXIII, no. 5 

(November 2008): pp. 552-85. 
1. Rothstein, “Skywalk Review: Great Space, Glass 

Floor-Through, Canyon Views,” The New York 

Times (May 19, 2007). 

2, Indeed, the story is a slight variation on the early 

modern ‘problem of the precipice,’ discussed— 
among others—by Hume (Treatise 1.3.13.10, 148), 

Pascal (Pensées, section 44) and Montaigne (Essays, 

Donald Frame, trans., [Redwood City, CA: Stanford 

University Press, 1957] p. 250). See Saul Traiger, 
“Reason Unhinged: Passion and the Precipice from 

Montaigne to Hume,” in Persons and Passions: 

Essays in Honor of Annette Baier, Joyce Jenkins, 

Jennifer Whiting, and Chris Williams, eds., (Notre 

Dame, IND: Notre Dame: University Press, 2005), 

pp. 100-15. I discuss precipice cases in more detail 
in Gendler (op. cit.). 

3. The physiological explanation, of course, is that 

there is a mismatch in input between the visual, 

vestibular and somatosensory systems. For dis- 

cussion, see Thomas Brandt and R. B. Daroff, 

“The Multisensory Physiological and Pathological 

Vertigo Syndromes,” Annals of Neurology VI, 

no. 3 (1980): pp. 195-203; and Thomas Brandt, 
Vertigo: Its Multisensory Syndromes (New York: 
Springer, 1999/2003), 2nd ed. 

4. Throughout my discussion, I am using the term 
‘content’ in a somewhat idiosyncratic way, for want 
of a better term to describe the general notion that 

I wish to capture. As I am using the term, content 

need not be propositional, and may include—as the 
example above makes clear—affective states and 
behavioral dispositions. 

5. Cf. J. G. Frazer. The New Golden Bough: A Study 
in Magic and Religion (abridged) (New York: 
Macmillan, 1959; edited by T. H. Gaster, 1922; 
original work published 1890); Marcel Mauss. A 
General Theory of Magic, Robert Brain, trans., 

(New York: Norton, 1972; original work published 
1902) (as cited in Paul Rozin, Linda Millman, 

and Carol Nemeroff, “Operation of the Laws of 
Systematic Magic in Disgust and Other Domains,” 
Journal of Personality and Social Psychology L, no. 
4 [1986]: pp. 703-12). 
Rozin, Millman, and Nemeroff, op. cit. 

7. The descriptions of the cases make it clear that 
the experimenters go out of their way to avoid the 

om 

10. 

Tele 

CONTENT 

possibility of any sort of confusion. In the fudge 
study, for example, ‘subjects were offered a piece of 

high-quality chocolate fudge, in a square shape, on a 
paper plate [and then] ate the piece . . . . [Next] two 
additional pieces of the same fudge were presented, 
each on its own paper plate.’ Subjects were made 
explicitly aware that the two pieces come from the 
same initial source, and that the only difference be- 

tween them is that ‘one piece was shaped in the form 
of a disc or muffin, the other in the shape of a sur- 
prisingly realistic piece of dog feces.’ Despite rec- 
ognizing that they contained identical ingredients, 

subjects showed a striking reluctance to consume 
the feces-shaped piece. See Rozin, Millman, and 

Nemeroff, op. cit,, p. 705. 
For definition, see: http://en.wikipedia.org/wiki/ 
Cooties. Apparently, a roughly equivalent British 

term is ‘lurgi.’ 
Legally, one is not required to carry identification 
in order to fly. Rather, the Transportation Safety 

Administration (TSA) requires that airline pas- 
sengers either ‘present identification to airline per- 
sonnel before boarding or be subjected to a search 
that is more exacting than the routine search that 
passengers who present identification encounter.’ 

Cf. Gilmore v. Gonzales, 04-15736 D.C No. CV- 

02-03444-SI Opinion. (Full text at http://www. 
ca9.uscourts.gov/ca9/newopinions.nsf/A6AE4C8 
5241C517C88257101007B72EB/$file/04 15736. 
pdf ?openelement.) As a quick Internet search for 
‘flying without identification’ will reveal, however, 

there is a gap between the law and the practice: there 
were, no doubt, additional features of my particular 
circumstance that led me to be offered this option. 
Kendall Walton, “Fearing Fictions,” The Journal of 

Philosophy, LXXV, no. 8 (January 1978): pp. 5-27, 

SE6, Pao: 

Although belief is clearly one of the central notions 
in epistemology, the question of what belief is has 
been (with important exceptions) underexplored in 
this context. (Of course, there have been extensive 

discussions of this question in the context of philos- 

ophy of mind (for an overview, see section 1 of Eric 

Schwitzgebel, "Belief", The Stanford Encyclopedia 
of Philosophy (Fall 2019 edition), Edward N. Zalta 

(ed.),  https://plato.stanford.edu/archives/fall2019/ 
entries/belief/ (first published in the Fall 2006 edi- 

tion). But (with some important exceptions) this 
literature has remained largely insulated from 
the literature in epistemology). One might think a 
simple characterization would suffice—something 
like: ‘To believe a proposition is to hold it to be 
true’ (Simon Blackburn, The Oxford Dictionary of 
Philosophy [New York: Oxford University Press, 

1996], p. 40). But, for reasons that David Velleman 

brings out nicely (Velleman, “On the Aim of 
Belief,” in The Possibility of Practical Reason [New 
York: Oxford University Press, 2000], pp. 244-82), 

this will not quite do (at least, not without a care- 

ful spelling out of what ‘hold to be true’ amounts 
to, which just pushes the question one step back). 
Moreover, the issue is complicated by there being at 
least two apparently different fundamental notions 
of belief: what H. H. Price calls the ‘occurrence’ 
or ‘traditional’ view—that to believe a proposition 
is to be in a mental state with a particular sort of 
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introspectively available feature, such as ‘vivacity’ 
or ‘liveliness’ or ‘solidity’ (a view he attributes to, 
among others, Descartes, Hume, Spinoza, Cardinal 
Newman, and Cook Wilson)—and what he calls the 

‘dispositional’ or ‘modern’ view—that to believe a 
proposition is to be disposed to act in certain ways 

(a view he attributes to, among others, Alexander 

Bain, R. B. Braithwaite, and Gilbert Ryle). See 

Price, Belief (London: Allen and Unwin, 1969). I 

will have more to say about this matter below. In the 
meantime—as the astute reader will have suspected 

by now—I invoke this legacy as much to exculpate 
as to inform: though I will offer more details in 
subsequent sections, for the time being, I will leave 
the notion of belief undefined. (For further discus- 

sion, see section 2 of Gendler, “Alief in Action [and 

Reaction],” op. cit.) 

I discuss these issues in more detail in Gendler, “Self 
Deception as Pretense,” Philosophical Perspectives: 
Mind (2008). 
Nor are these cases of what Schwitzgebel (“In 

Between Believing,’ The Philosophical Quarterly 

LI, no. 202 [2001]: pp. 76-82) calls ‘in-between 

beliefs’—attitudes ‘that are not quite accurately 

describable as believing that P, nor quite accurately 

describable as failing to believe that P’ (op. cit., 
p. 76)—cases such as ‘gradual forgetting, failure 

to think things through completely, and variability 

with context and mood’ (op. cit., p. 78). They are 
closer to some of the cases that Price calls ‘half- 

beliefs’ (op. cit., pp. 302—14); I discuss Price’s ex- 

amples in more detail below. 

For detailed discussion, see Brandt, Vertigo: Its 

Multisensory Syndromes, chapter 29 (“Visual 

Vertigo: Visual Control of Motion and Balance’), 

pp. 409-40. 
Examples of such cases are manifold. I think, for ex- 
ample, that many of the cases of motivation by imag- 

ination discussed in David Velleman’s “On the Aim 
of Belief” are actually cases of motivation by alief. 
Likewise, I think that many of the cases of heuristic- 

based reasoning discussed by Daniel Kahneman and 
Amos Tversky are cases of decision on the basis of 

alief. Cf. Kahneman, P. Slovic, and Tversky, eds., 

Judgment under Uncertainty: Heuristics and Biases 
(New York: Cambridge University Press, 1982); 

Kahneman and Tversky, eds., Choices, Values and 

Frames (New York: Cambridge University Press, 
2000); cf. also Veronika Denes-Raj and Seymour 
Epstein, “Conflict between Intuitive and Rational 
Processing: When People Behave against Their 

Better Judgment,” Journal of Personality and Social 

Psychology LXI, no. 5 (1994): pp. 819-29; and 

other work in the ‘dual processing’ tradition. For 
additional discussion, see Gendler, “Alief in Action 

(and Reaction).” 

Of course, stepping onto the wooden deck also ren- 

ders occurrent an alief—indeed many aliefs—but 
since those aliefs accord with the subject’s explicit 
beliefs, we do not need to make appeal to them in 

order to explain her subsequent behavior. 
An alternative term might be prelief, but this 

expression is already spoken for (cf. J. Perner, 
S. Baker, and D. Hutton, “Prelief: The Conceptual 
Origins of Belief and Pretence,” in Children’s 
Early Understanding of Mind, Charlie Lewis and 

Peter Mitchell, eds., [Hove, UK: Erlbaum, 1994], 

pp. 261-86). And in any case, it lacks the resonance 
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of the chosen term. One might also want to leave 
room for a notion related to desire in something 
like the way that alief is related to belief. Had 

‘prelief been available, one might choose pre- 
sire; since it is not, a suitable expression is cesire. 
(I remain utterly agnostic about what sort of atti- 
tude cesire might be.) 

. Our affective processing mechanisms seem to be 
fairly insensitive to the question of whether the 
scenario under consideration is real, imagined, sup- 

posed or denied. (To the extent that there is a dif- 

ference in the intensity of our responses, this can be 
largely traced to a difference in the intensity of the 
stimulus.) (Cf., for example, the literature surveyed 

in Anthony R. Damasio, Descartes’ Error: Emotion, 

Reason and the Human Brain |New York: Grosset, 

1995], and The Feeling of What Happens: Body 

and Emotion in the Making of Consciousness [New 

York: Harcourt Brace, 1999].) For discussion of this 

in the context of fictional emotions, see Gendler and 

Karson Kovakovich, “Genuine Rational Fictional 

Emotions,” in Contemporary Debates in Aesthetics 

and the Philosophy of Art, Matthew Kiernan, ed., 
(Malden, MA: Blackwell, 2005), pp. 241-53; Paul 
Harris, The Work of the Imagination (Malden, MA: 

Blackwell, 2000); T. Schroeder and C. Matheson, 

“Imagination and Emotion” in The Architecture of 
the Imagination, Shaun Nichols, ed., (New York: 

Oxford, 2006), pp. 19-39. 

. This gives rise to a potential worry: that alief is not 
a fundamental mental state, but instead an amalgam 

of several more primitive mental states: those of en- 
tertaining content R, experiencing affect A, and acti- 

vating behavioral repertoire B. I reply: the fact that 
our current vocabulary requires us to describe alief- 
content using three separate terms does not show 

that the state is an amalgam of three others. Indeed, 

one might even argue that it is out of these more 

primitive association patterns (‘Mama, warmth and 

comfort, purse lips to drink’) that the less fundamen- 

tal differentiated attitudes like belief, desire, and 

imagination are constructed. These are cognitive at- 

titudes that rely on the notion of representation (and 

misrepresentation), a distinction between seeming 

and being, one that is largely absent from the more 

primitive state of alief. I discuss this issue further in 
Gendler, “Alief in Action (and Reaction).” (Thanks 

to Andy Egan for raising this concern.) 
William James calls the principle that ‘the mere act 
of thinking about a behavior increase[s] the ten- 

dency to engage in that behavior’ the principle of 

ideomotor action. He writes: “We may then lay it 

down for certain that every [mental] representation 
of a movement awakens in some degree the actual 

movement which is its object; and awakens it in a 

maximum degree whenever it is not kept from so 
doing by an antagonistic representation present si- 

multaneously to the mind’ (James, The Principles 
of Psychology [1890], available online at http:// 

psychclassics.yorku.ca/James/Principles/). Or 

again: ‘Merely thinking about a behavior makes it 
more likely to occur, even if it is unintended . . . the 
mere act of thinking about a response, even when 
the thought involved is meant to help prevent the 
response, has the automatic effect of increasing 
the likelihood of that response’ (John Bargh, Mark 

Chen, and Lara Burrows, “The Automaticity of 

Social Behavior,” Journal of Personality and Social 
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Psychology LXXI, no. 2 [August 1996]: pp. 230-44, 
see p. 232, discussing work by Daniel Wegner). 

As Bargh, Chen, and Burrows write: “Recent re- 

search has shown that attitudes and other affective 

reactions can be triggered automatically by the mere 

presence of relevant objects and events . . . without 

conscious attention or awareness . . .. [They] then 

exert their influence on thought and behavior’ (ibid., 

p. 230, citations omitted). 

For discussion of this distinction in the case of belief, 

see Price, op. cit.; David M. Armstrong, Belief, 

Truth and Knowledge (New York: Cambridge, 

1973); William G. Lycan, “Tacit Belief,” in Belief: 

Form, Content, and Function, R. J. Bogdan, ed., 

(New York: Oxford University Press, 1986), 
pp. 61-82; John R. Searle, The Rediscovery of the 
Mind (Cambridge: MIT Press, 1992); and Robert 

Audi, “Dispositional Beliefs and Dispositions 
to Believe,” Notis XXVIII (1994): pp. 419-34. 
(References thanks to Schwitzgebel, op. cit.) 
Obviously, there need to be some restrictions on 

what this causal relation looks like: the connection 

must be nondeviant, and the encounter must not in 
itself bring the dispositional alief into existence. 
In fact it is likely that you right now—prompted 

by the associations set into play through imagin- 

ing such a case—occurrently alieve something with 
similar (though decidedly milder) content. 

For additional discussion, see Gendler, “Alief in 

Action (and Reaction).” 

He writes: ‘Regarding-as-true [is] . . . involved 

in... believing .. . [in] supposing or assuming, and 

in propositional imagining as well... . To imag- 

ine that p is to regard p as describing how things 

are .. .. Imagining is therefore a way of regarding 

a proposition as true—or, to introduce a term, a 
way of accepting a proposition’ (Velleman, “On the 

Aim of Belief,” p. 250). Note that Velleman’s use 

of the term ‘acceptance’ is somewhat different than 

that of L. Jonathan Cohen (An Essay on Belief and 

Acceptance [New York: Oxford University Press, 

1992]) and Michael Bratman (“Practical Reasoning 
and Acceptance in a Context,” as reprinted in 
Bratman, Faces of Intention [New York: Cambridge 
University Press, 1999], pp. 15-34). 

I am here skating over the difficult question of 
whether there is a uniform rule for stating what one 
(loosely) alieves when one (strictly) alieves R-A-B. 

Rozin, Maureen Markwith, and Bonnie Ross, “The 

Sympathetic Magical Law of Similarity, Nominal 

Realism, and Neglect of Negatives in Response 
to Negative Labels,” Psychological Science I, no. 

6 (November 1990): pp. 383-84; see p. 383, re- 
porting results from Rozin and Carol J. Nemeroff, 

“The Laws of Sympathetic Magic: A Psychological 
Analysis of Similarity and Contagion,” in Cultural 

Psychology: Essays on Comparative Human 

Development, J. Stigler, G. Herdt, and R.A. 

Schweder, eds., (New York: Cambridge University 

Press, 1990), pp. 205-32. 

As Rozin reports, subjects ‘knew this response was 

foolish, but felt the reluctance anyway. This sug- 

gests a ‘low-level’ gut feeling, that can influence 
behavior in spite of countering cognitions’ —“The 

Sympathetic Magical Law of Similarity, Nominal 
Realism, and Neglect of Negatives in Response to 
Negative Labels,” p. 383. 

As in the following joke. Jean-Paul Sartre was sitting 
in a cafe when a waitress approached him: ‘Can I get 
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you something to drink, Monsieur Sartre?’ Sartre re- 

plied, ‘Yes, I’d like a cup of coffee with sugar, but 
no cream.’ Nodding agreement, the waitress walked 
off to fill the order, returning a few minutes later. 

‘Tm sorry, Monsieur Sartre,’ she said, ‘we are all 

out of cream—would you like your coffee with no 
milk instead?’ (Taken with slight variation from 

http://www, workjoke.com/projoke70.htm.) 
Note that they are not hyperopaque in a stronger 

sense: they do permit salva veritate substitution of 
expressions with respect to which the subject holds 
corresponding patterns of alief. (Thanks to Dave 
Chalmers for pointing out this stronger reading.) 
Likewise (in a slight variation on a Kantian theme), 

my triskaidekaphobia may be elicited by “13” but 

not by ‘7+6.’ This feature of alief will turn out to be 

important in the discussion in section Iv below. 
As William James writes: “To make our nervous 

system our ally instead of our enemy . . . we must 

make automatic and habitual, as early as possible, as 
many useful actions as we can’ (op. cit.). 
It is the reality-sensitivity of belief that is typically 
taken to explain the impossibility of believing at will. 

Cf. Bernard Williams, “Deciding to Believe,” re- 

printed with new pagination in Williams, Problems 

of the Self (New York: Cambridge, 1970/1973), 
pp. 136-51, for a classic articulation of this view. 

(Thanks to Ted Sider for suggesting that I consider 
this issue in the context of alief.) 

Cf. Williams (op. cit.); for instructions, see Pascal, 

for example, “The Wager,” from Pensées, reprinted 
in The Elements of Philosophy: Readings from Past 

and Present, Susanna Siegel Gendler and Steven M. 

Cahn, eds., (New York: Oxford University Press, 
2007). 
For traditional discussions in addition to Williams 

(op. cit.), see Barbara Winters, “Believing at Will,” 

The Journal of Philosophy LXXVI, no. 5 (May 

1979): pp. 243-56; Jonathan Bennett, “Why Is 

Belief Involuntary?” Analysis 1, no. 2 (March 1990): 

pp. 87-107; cf. J. T. Cook, “Deciding to Believe 
without Self-Deception,” The Journal of Philosophy 

LXXXIV, no. 8 (August 1987): pp. 44146. There 

has been a recent resurgence of interest in these 

issues: see, for example, Philip Pettit and Michael 

Smith, “Freedom in Belief and Desire,” The Journal 

of Philosophy XCIII, no. 9 (September 1996): 
pp. 429-49; Paul Noordhof, “Believe What 

You Want,” Proceedings of the Aristotelian 
Society CI (2001): pp. 247-65; Matthias Steup, 
“Doxastic Freedom,” Synthese CLXI, no. 3 (2008): 

pp. 375-92; and essays cited therein. 

. Velleman (op. cit., p. 255). Velleman rejects this 
view, for reasons related to the ones discussed here, 

but notes that the view has been widely endorsed, 

by philosophers as diverse as R. B. Braithwaite, 

“The Nature of Believing,” Proceedings of the 
Aristotelian Society XXXII (1932-33): pp. 129-46; 

David Armstrong, Belief, Truth, and Knowledge 
(New York: Cambridge University Press, 1973); 

W. V. Quine and J. S. Ullian, The Web of Belief 
(New York: Random House, 1978), 2nd ed.; Robert 

Stalnaker, /nquiry (Cambridge, MA: MIT Press, 

1984); Lynn Rudder Baker, Explaining Attitudes: 
A Practical Approach to the Mind (Cambridge: 
Cambridge University Press, 1995); and Daniel 
Dennett, “Intentional Systems,” The Journal of 
Philosophy LXVII, no. 4 (February 25, 1971): 
pp. 87-106, and “Do Animals Have Beliefs?” in 
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Comparative Approaches to Cognitive Sciences, 

Herbert Roitblat, ed., (Cambridge, MA: MIT Press, 

1995), pp. 111-18. 
Stalnaker, op. cit., p. 15; cf. Dennett, op. cit. 

If you are worried about verbal reports counting as 
behavior, add the requisite caveat that they never 
speak about this particular belief. 

See Bratman, “Practical Reasoning and Acceptance 
in a Context”; Currie, “XI—Imagination as 

Motivation,” Proceedings of the Aristotelian 

Society CII, no. 1 (2002): pp. 201-16; Velleman, 
“The Aim of Belief’; Egan and Doggett, “Wanting 
Things You Don’t Want,” Philosophers’ Imprint, 

7:1-17 (2007). For my own take on these issues, 

see “On the Relation between Pretense and Belief,” 
in Imagination, Philosophy, and the Arts, Matthew 
Kieran and Dominic Mclver Lopes, eds., (New 

York: Routledge, 2003), pp. 125-41; “Imaginative 

Contagion,’ Metaphilosophy XXXVII, no. 2 

(April 2006): pp. 183-203; and “Self-Deception as 
Pretense.” op. cit. 

Of course, I may become accustomed to perform- 
ing the alief-averse action, and my hesitation may 
dissipate. But this is a way of changing alief (by 

creating new patterns of representational-affective- 

behavioral association patterns)—not a way of 

‘throwing it off.’ 
A nice recent defense of such an account can be 
found in Eric Funkhouser and Shannon Spaulding’s 

“Imagination and Other Scripts,” where they defend 

what they call the “Belief-Desire Thesis: For every 

intentional action, there is a belief-desire pair that 

both causes and rationalizes that intentional action” 

Philosophical Studies 143 (3):291-314 (2009). 
I discuss these and related cases in greater detail 
in “Imaginative Contagion” (op. cit.); some of the 
material in this section draws on the discussion in 
that essay. In the earlier paper, I suggested that these 

cases were examples of a phenomenon that I called 
‘imaginative contagion.’ I now think that the phe- 

nomenon that I identified there is a special case of 

an alief-like phenomenon. Readers interested in ad- 

ditional examples of these sorts of cases may find 
them in that essay, and in the works cited therein. 

I am gliding over many important distinctions about 

exactly which sorts of primes tend to generate which 

sorts of responses: whether they tend to elicit as- 
similation or contrast, whether they involve goals or 

nongoals, and so forth. In a full-fledged account of 

alief, it will be important to address these subtleties 

in proper detail. 
In such a task, subjects are presented with a list 
containing a number of five-word sets, and asked to 
come up with a sentence for each set that contains at 

least four of the designated words. So, for example, 
one such set might contain the words ‘snow, roof, 

cat, cheerful, red’ and the subject might write: “The 

cat stood in the snow atop the red roof.’ For origi- 
nal presentation of the scrambled sentence task, see 
Thomas K. Srull and Robert S. Wyer, “The Role 

of Category Accessibility in the Interpretation of 
Information about Persons,” Journal of Personality 

and Social Psychology XXXVI, no, 10 (1979): 

pp. 1660-72, and “Category Accessibility and Social 
Perception,” Journal of Personality and Social 

Psychology XXXVIII, no. 6 (1980): pp. 841-56. For 
discussion of priming, see (concept) L. H. Storms, 

“Apparent Backward Association: A Situational 
Effect,” Journal of Experimental Psychology LV, 

46. 

47. 

48. 

49, 

50. 
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no. 4 (1958): pp. 390-95; (term) S. J. Segal and C. 

N. Cofer, “The Effect of Recency and Recall on 

Word Association,” The American Psychologist XV 

(1960): p. 451; (discussion) J. H. Neely, “Semantic 

Priming and Retrieval from Lexical Memory,” 
Journal of Experimental Psychology: General 

CVI (1997): pp. 226-54; (review) J. P. Toth and 

E. M. Reingold, “Beyond Perception: Conceptual 

Contributions to Unconscious Influences of 
Memory,” in Jmplicit Cognition, G. Underwood, 

ed., (New York: Oxford University Press, 1996), 
pp. 41-84. 
Bargh, Chen, and Burrows, “The Automaticity of 
Social Behavior,” op. cit., p. 236. 
For either there is no fact of the matter whether inter- 
ruption in such circumstances is socially acceptable 

(in which case there is no truth for the mechanisms 
to be sensitive to), or there is a fact of the matter, 

which is either independent of or dependent on the 

subject’s attitudes in the situation. If it is indepen- 
dent of those, then the belief-forming mechanism is 
clearly truth-insensitive, for the three groups using 
the same mechanism respond in three different ways 

to the same scenario. (See next note.) And if it is 

dependent on those attitudes—say: interrupting is 

socially unacceptable if the interrupter takes it to 

be socially unacceptable—then the belief-desire ex- 

planation to which we are appealing becomes close 

to vacuous. (This is not to deny that there are all 

sort of interesting instances of self-fulfilling beliefs 
and assessment-dependent attitudes. But subliminal 

primes altering perceptions of rudeness are hardly 

instances of the cogito.) 

Actually, there is experimental evidence suggest- 

ing that the behavior is not the result of any sort of 
conscious process. “To assess whether the priming 

manipulation had resulted in different perception 
of the experimenter’s politeness, Bargh, Chen, and 
Burrows examined the ratings participants made on’ 

a scale where they were explicitly asked to rate the 
experimenter’s degree of politeness. They found 
‘no reliable difference in the ratings made in the 

three priming conditions’—all three groups ranked 

him as neither especially polite nor especially im- 

polite. They continue: the ‘fact that the behavioral 

measure showed quite strong effects of the prim- 

ing manipulation, whereas the effect on the judg- 

ment measurement was nonexistent, argues against 
the .. . interpretation . . . that the priming manipula- 
tion affected consciously made judgments about the 

experimenter, which then determined behavioral re- 

sponses to him. The results instead point to a direct 
effect on behavior that is not mediated by conscious 

perceptual or judgment processes’ (Bargh, Chen, 

and Burrows, op. cit., p. 235). 
See Bargh, Chen, and Burrows (op. cit.). Of course, 

subjects in the first (neutral) condition also have var- 

ious aliefs rendered occurrent, but none that system- 

atically affects the likelihood of their interrupting 
the experimenter; they are like the visually induced 

aliefs associated with stepping onto the back porch 

(as opposed to the Skywalk); they are present, but 
we do not need to appeal to them to explain other- 
wise discordant behavior. 

For discussion of how these results can be recon- 
ciled with neuropsychological evidence suggesting 
that simple motor actions are impervious to high- 
level mental processes such as stereotype activa- 

tion, see Jane F. Banfield, Louise F. Pendry, Avril J. 



478 

Bille 

32% 

ay3h 

54. 
SF 

56. 

oN: 

Mewse, and Martin G. Edwards, “The Effects of an 
Elderly Stereotype Prime on Reaching and Grasping 

Actions,” Social Cognition XXI, no. 4 (August 

2003): pp. 299-319. 
Though one that I tacitly appealed to in my discussion 

of this case in “Imaginative Contagion” (op. cit.). 
In this particular case, ‘inspection of the responses’ to 
a similar priming task ‘revealed that only 1 of the 19 
participants showed any awareness of the relationship 

between the stimulus words and the elderly stereo- 
type’ (Bargh, Chen, and Burrows, op. cit., p. 237). 
Henk Aarts and Ap Dijksterhuis, “The Silence of the 
Library,’ Journal of Personality and Social Psychology 

LXXXIV, no. 1 ( January 2003): pp. 18-28. 
Bargh, Chen, and Burrows, op. cit. 
G. Fitzsimmons and J. A. Bargh, “Thinking of 
You,” Journal of Personality and Social Psychology 
LXXXIV (2003): pp. 148-63. 
Polly Shulman, “Priming the Mind,” Science: 

Science Careers (March 2007). In addition to show- 

ing greater enjoyment of embarrassing media and less 

emotional distress from violent media, distant-dot 
drawers offered lower estimations of calories in un- 
healthy food, and weaker reports of emotional attach- 
ments to family members. (See Lawrence Williams 

and Bargh, “Keeping One’s Distance: The Effect 
of Spatial Distance Cues on Affect and Evaluation,” 
Psychological Science XIX, no. 3 [2007]: pp. 302-08.) 

I discuss this issue in more detail in “Philosophical 

Thought Experiments, Intuitions and Cognitive 

58. 
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Equilibrium,” Midwest Studies in Philosophy 
XXXI, no. 1 (2007): pp. 68-89. The discussion in 
the next three paragraphs draws on the discussion 
from the opening pages of that paper. 
David Hume, A Treatise on Human Nature, L. A. 

Selby-Bigge, ed., (New York: Oxford University 

Press, 1978), I.iii.6.4. 

In the paper on thought experiments, I go on to ex- 
plore how this phenomenon might help explain both 
the effectiveness and the limitations of philosophi- 
cal thought experiments. 
Hume, op. cit., “Abstract,” pp. 661-62. 

For exploration of this connection in a related con- 
text, see the final paragraph of J. Thomas Cook, 
‘Deciding to Believe without Self-Deception” 
The Journal of Philosophy, no. 8 (August 1987): 
pp. 441-46; cf. also Myles Burnyeat, “Aristotle 
on Learning to be Good,” in Essays on Aristotle’s 

Ethics, Amélie O. Rorty, ed., (Berkeley: University 

of California Press, 1980), pp. 66-92, as well as 

Bill Pollard, “Explaining Actions with Habits,” 
American Philosophical Quarterly XL, no. 1 

(2006): pp. 56-69. 
Aristotle, Nicomachean Ethics, J. L. Ackrill, J. O. 

Urmson, and David Ross, eds., (New York: Oxford 

University Press, 1998), pp. 1103-04. Somewhat 
simplistically, one might say that Aristotelian ethics 
is an ethics of alief, whereas Kantian ethics is an 
ethics of belief. I hope to explore this issue in more 
detail in further work. 



C. Internalism, Externalism, 
and Embodiment 

The Meaning of ‘Meaning’ 
Hilary Putnam 

Meaning and Extension 

... Since the Middle Ages at least, writers on 

the theory of meaning have purported to dis- 

cover an ambiguity in the ordinary concept of 

meaning, and have introduced a pair of terms— 

extension and intension, or Sinn and Bedeutung, 

or whatever—to disambiguate the notion. The 

extension of a term, in customary logical par- 

lance, is simply the set of things the term is true 

of. Thus, ‘rabbit,’ in its most common English 

sense, is true of all and only rabbits, so the ex- 

tension of ‘rabbit’ is precisely the set of rabbits. 

Even this notion—and it is the /east problem- 

atical notion in this cloudy subject—has its 

problems, however. Apart from problems it 

inherits from its parent notion of truth, the fore- 

going example of ‘rabbit’ in its most common 

English sense illustrates one such problem: 

strictly speaking, it is not a term, but an ordered 

pair consisting of a term and a ‘sense’ (or an 

occasion of use, or something else that distin- 

guishes a term in one sense from the same term 

used in a different sense) that has an extension. 

Another problem is this: a ‘set,’ in the math- 

ematical sense, is a ‘yes-no’ object; any given 

object either definitely belongs to S or definitely 

does not belong to S, if $ is a set. But words in 

a natural language are not generally ‘yes-no’: 

there are things of which the description ‘tree’ 

is clearly true and things of which the descrip- 

tion ‘tree’ is clearly false, to be sure, but there 

are a host of borderline cases. Worse, the line 

between the clear cases and the borderline cases 

is itself fuzzy. Thus the idealization involved in 

the notion of extension—the idealization in- 

volved in supposing that there is such a thing 

as the set of things of which the term ‘tree’ is 

true—is actually very severe. 

Recently some mathematicians have investi- 

gated the notion of a fuzzy set— that is, of an 

object to which other things belong or do not 

belong with a given probability or to a given 

degree, rather than belong ‘yes-no.’ If one 

really wanted to formalize the notion of exten- 

sion as applied to terms in a natural language, 

it would be necessary to employ ‘fuzzy sets’ or 

something similar rather than sets in the classi- 

cal sense. 

The problem of a word’s having more than 

one sense is standardly handled by treating each 

of the senses as a different word (or rather, by 

treating the word as if it carried invisible sub- 

scripts, thus: ‘rabbit, ’—animal of a certain 

kind; ‘rabbit,’ —coward; and as if ‘rabbit,’ 

and ‘rabbit,’ or whatever were different words 

entirely). This again involves two very severe 

idealizations (at least two, that is): supposing 

that words have discretely many senses, and 

supposing that the entire repertoire of senses 

is fixed once and for all. Paul Ziff has recently 

investigated the extent to which both of these 

suppositions distort the actual situation in natu- 

ral language;' nevertheless, we will continue to 

make these idealizations here. 

Now consider the compound terms ‘crea- 

ture with a heart’ and ‘creature with a kidney.’ 

Assuming that every creature with a heart pos- 

sesses a kidney and vice versa, the extension 

of these two terms is exactly the same. But 

they obviously differ in meaning. Supposing 

that there is a sense of ‘meaning’ in which 

meaning = extension, there must be another 

sense of ‘meaning’ in which the meaning of a 

Excerpted from K. Gunderson, ed., Language, Mind, and Knowledge (University of Minnesota 

Press, 1975), pp. 131-93, with permission of the publisher. Copyright © 1975 University of 

Minnesota Press. 
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term is not its extension but something else, say 

the ‘concept’ associated with the term. Let us 

call this ‘something else’ the intension of the 

term. The concept of a creature with a heart is 

clearly a different concept from the concept of a 

creature with a kidney. Thus the two terms have 

different intension. When we say they have dif- 

ferent ‘meaning,’ meaning = intension. 

Intension and Extension 

Something like the preceding paragraph appears 

in every standard exposition of the notions ‘in- 

tension’ and ‘extension.’ But it is not at all satis- 

factory. Why it is not satisfactory is, in a sense, 

the burden of this entire essay. But some points 

can be made at the very outset: first of all, what 

evidence is there that ‘extension’ is a sense of 

the word ‘meaning’? The canonical explanation 

of the notions ‘intension’ and ‘extension’ is very 

much like ‘in one sense ‘meaning’ means exten- 

sion and in the other sense ‘meaning’ means 

meaning.’ The fact is that while the notion of 

‘extension’ is made quite precise, relative to the 

fundamental logical notion of truth (and under 

the severe idealizations remarked above), the 

notion of intension is made no more precise 

than the vague (and, as we shall see, misleading) 

notion ‘concept.’ It is as if someone explained 

the notion ‘probability’ by saying: ‘in one sense 

‘probability’ means frequency, and in the other 

sense it means propensity.’ ‘Probability’ never 

means ‘frequency,’ and ‘propensity’ is at least 

as unclear as ‘probability.’ 

Unclear as it is, the traditional doctrine that 

the notion ‘meaning’ possesses the extension/ 

intension ambiguity has certain typical conse- 

quences. Most traditional philosophers thought 

of concepts as something mental. Thus the 

doctrine that the meaning of a term (the mean- 

ing ‘in the sense of intension,’ that is) is a con- 

cept carried the implication that meanings are 

mental entities. Frege and more recently Carnap 

and his followers, however, rebelled against 

this ‘psychologism,’ as they termed it. Feeling 

that meanings are public property—that the 

same meaning can be ‘grasped’ by more than 

one person and by persons at different times— 

they identified concepts (and hence ‘intensions’ 

or meanings) with abstract entities rather than 

mental entities. However, ‘grasping’ these ab- 

stract entities was still an individual psycho- 

logical act. None of these philosophers doubted 

that understanding a word (knowing its inten- 

sion) was just a matter of being in a certain 
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psychological state (somewhat in the way in 

which knowing how to factor numbers in one’s 

head is just a matter of being in a certain very 

complex psychological state). 

Second, the timeworn example of the two 

terms ‘creature with a kidney’ and ‘creature 

with a heart’ does show that two terms can have 

the same extension and yet differ in intension. 

But it was taken to be obvious that the reverse 

is impossible: two terms cannot differ in exten- 
sion and have the same intension. Interestingly, 

no argument for this impossibility was ever of- 

fered. Probably it reflects the tradition of the 

ancient and medieval philosophers who as- 

sumed that the concept corresponding to a term 

was just a conjunction of predicates, and hence 

that the concept corresponding to a term must 

always provide a necessary and sufficient con- 

dition for falling into the extension of the term.? 

For philosophers like Carnap, who accepted the 

verifiability theory of meaning, the concept cor- 

responding to a term provided (in the ideal case, 

where the term had ‘complete meaning’) a cri- 

terion for belonging to the extension (not just 

in the sense of ‘necessary and sufficient condi- 

tion,’ but in the strong sense of way of recogniz- 

ing if a given thing falls into the extension or 

not). Thus these positivistic philosophers were 

perfectly happy to retain the traditional view on 

this point. So, theory of meaning came to rest 

on two unchallenged assumptions: 

I. That knowing the meaning of a term is just 

a matter of being in a certain psychologi- 

cal state (in the sense of ‘psychological 

state,’ in which states of memory and psy- 

chological dispositions are ‘psychological 

states’; no one thought that knowing the 

meaning of a word was a continuous state 

of consciousness, of course). 

II. That the meaning of a term (in the sense 

of ‘intension’) determines its extension (in 

the sense that sameness of intension en- 

tails sameness of extension). 

I shall argue that these two assumptions are not 

jointly satisfied by any notion, let alone any notion 

of meaning. The traditional concept of meaning 

is a concept which rests on a false theory. 

‘Psychological State’ and 
Methodological Solipsism 

In order to show this, we need first to clarify the 
traditional notion of a psychological state. In 
one sense a state is simply a two-place predicate 
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whose arguments are an individual and a time. 

In this sense, being 5 feet tall, being in pain, 

knowing the alphabet, and even being a thou- 

sand miles from Paris are all states. (Note that 

the time is usually left implicit or ‘contextual’; 

the full form of an atomic sentence of these 

predicates would be ‘x is five feet tall at time 

t,’ ‘x is in pain at time t,’ etc.) In science, how- 

ever, it is customary to restrict the term state 

to properties which are defined in terms of the 

parameters of the individual which are funda- 

mental from the point of view of the given sci- 

ence. Thus, being five feet tall is a state (from 

the point of view of physics); being in pain is a 

state (from the point of view of mentalistic psy- 

chology, at least); knowing the alphabet might 

be a state (from the point of view of cognitive 

psychology), although it is hard to say; but 

being a thousand miles from Paris would not 

naturally be called a state. In one sense, a psy- 

chological state is simply a state which is stud- 

ied or described by psychology. In this sense 

it may be trivially true that, say knowing the 

meaning of the word ‘water’ is a “psychologi- 

cal state’ (viewed from the standpoint of cogni- 

tive psychology). But this is not the sense of 

psychological state that is at issue in the above 

assumption (1). 

When traditional philosophers talked about 

psychological states (or ‘mental’ states), they 

made an assumption which we may call the 

assumption of methodological solipsism. This 

assumption is the assumption that no psycho- 

logical state, properly so called, presupposes 

the existence of any individual other than the 

subject to whom that state is ascribed. (In fact, 

the assumption was that no psychological state 

presupposes the existence of the subject’s body 

even: if P is a psychological state, properly so 

called, then it must be logically possible for a 

‘disembodied mind’ to be in P.) This assump- 

tion is pretty explicit in Descartes, but it is 

implicit in just about the whole of traditional 

philosophical psychology. Making this as- 

sumption is, of course, adopting a restrictive 

program—a program which deliberately limits 

the scope and nature of psychology to fit certain 

mentalistic preconceptions or, in some cases, to 

fit an idealistic reconstruction of knowledge and 

the world. Just how restrictive the program is, 

however, often goes unnoticed. Such common 

or garden variety psychological states as being 

jealous have to be reconstructed, for example, 

if the assumption of methodological solipsism 

is retained. For, in its ordinary use, x is jealous 

of y entails that y exists, and x is jealous of y’s 
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regard for z entails that both y and z exist (as 

well as x, of course). Thus being jealous and 

being jealous of someone’s regard for someone 

else are not psychological states permitted by 

the assumption of methodological solipsism. 

(We shall call them ‘psychological states in 

the wide sense’ and refer to the states which 

are permitted by methodological solipsism as 

‘psychological states in the narrow sense.’) The 

reconstruction required by methodological so- 

lipsism would be to reconstrue jealousy so that 

I can be jealous of my own hallucinations, or 

of figments of my imagination, etc. Only if we 

assume that psychological states in the narrow 

sense have a significant degree of causal clo- 

sure (so that restricting ourselves to psychologi- 

cal states in the narrow sense will facilitate the 

statement of psychological Jaws) is there any 

point in engaging in this reconstruction, or in 

making the assumption of methodological so- 

lipsism. But the three centuries of failure of 

mentalistic psychology is tremendous evidence 

against this procedure, in my opinion. 

Be that as it may, we can now state more pre- 

cisely what we claimed at the end of the pre- 

ceding section. Let A and B be any two terms 

which differ in extension. By assumption (II) 

they must differ in meaning (in the sense of 

‘intension’). By assumption (I), knowing the 

meaning of A and knowing the meaning of B are 

psychological states in the narrow sense—for 

this is how we shall construe assumption (1). 

But these psychological states must determine 

the extension of the terms A and B just as much 

as the meanings (‘intensions’) do. 

To see this, let us try assuming the opposite. 

Of course, there cannot be two terms A and B 

such that knowing the meaning of A is the same 

state as knowing the meaning of B even though 

A and B have different extensions. For know- 

ing the meaning of A isn’t just ‘grasping the in- 

tension’ of A, whatever that may come to; it is 

also knowing that the ‘intension’ that one has 

‘grasped’ is the intension of A. Thus, someone 

who knows the meaning of ‘wheel’ presumably 

‘grasps the intension’ of its German synonym 

Rad; but if he doesn’t know that the “intension’ 

in question is the intension of Rad he isn’t said 

to ‘know the meaning of Rad.’ If A and B are 

different terms, then knowing the meaning of 

A is a different state from knowing the mean- 

ing of B whether the meanings of A and B be 

themselves the same or different. But by the 

same argument, if I, and J, are different inten- 

sions and A is a term, then knowing that I, is the 

meaning of A is a different psychological state 
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from knowing that 1, is the meaning of A. Thus, 

there cannot be two different logically possible 

worlds L, and L, such that, say, Oscar is in the 

same psychological state (in the narrow sense) 

in L, and in L, (in all respects), but in L, Oscar 

understands A as having the meaning /, and in 

L, Oscar understands A as having the meaning 

I ic (For, if there were, then in L, Oscar would be 

in the psychological state knowing that I, is the 

meaning of A and in L, Oscar would be in the 

psychological state knowing that I, is the mean- 

ing of A, and these are different and even— 

assuming that A has just one meaning for Oscar 

in each world—incompatible psychological 

states in the narrow sense.) 

In short, if S is the sort of psychological state 

we have been discussing—a psychological state 

of the form knowing that | is the meaning of A, 

where / is an ‘intension’ and A is a term—then 

the same necessary and sufficient condition for 

falling into the extension of A ‘works’ in every 

logically possible world in which the speaker 

is in the psychological state S. For the state $ 

determines the intension J, and by assumption 

(II) the intension amounts to a necessary and 

sufficient condition for membership in the 

extension. 

If our interpretation of the traditional doc- 

trine of intension and extension is fair to Frege 

and Carnap, then the whole psychologism/ 

Platonism issue appears somewhat a tempest 

in a teapot, as far as meaning-theory is con- 

cerned. (Of course, it is a very important issue 

as far as general philosophy of mathemat- 

ics is concerned.) For even if meanings are 

‘Platonic’ entities rather than ‘mental’ entities 

on the Frege—Carnap view, ‘grasping’ those 

entities is presumably a psychological state 

(in the narrow sense). Moreover, the psycho- 

logical state uniquely determines the ‘Platonic’ 

entity. So whether one takes the ‘Platonic’ 

entity or the psychological state as the ‘mean- 

ing’ would appear to be somewhat a matter of 

convention. And taking the psychological state 

to be the meaning would hardly have the conse- 

quence that Frege feared, that meanings would 

cease to be public. For psychological states are 

‘public’ in the sense that different people (and 

even people in different epochs) can be in the 

same psychological state. Indeed, Frege’s ar- 

gument against psychologism is only an argu- 

ment against identifying concepts with mental 

particulars, not with mental entities in general. 

The ‘public’ character of psychological states 

entails, in particular, that if Oscar and Elmer 
understand a word A differently, then they must 
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be in different psychological states. For the 

state of knowing the intension of A to be, say, 

Tis the same state whether Oscar or Elmer be in 

it. Thus two speakers cannot be in the same psy- 

chological state in all respects and understand 

the term A differently; the psychological state 

of the speaker determines the intension (and 

hence, by assumption (II), the extension) of A. 

It is this last consequence of the joint as- 

sumptions (I), (II) that we claim to be false. We 

claim that it is possible for two speakers to be 

in exactly the same psychological state (in the 

narrow sense), even though the extension of 

the term A in the idiolect of the one is different 

from the extension of the term A in the idiolect 

of the other. Extension is not determined by 

psychological state. 

This will be shown in detail in later sections. 

If this is right, then there are two courses open 

to one who wants to rescue at least one of the 

traditional assumptions; to give up the idea that 

psychological state (in the narrow sense) de- 

termines intension, or to give up the idea that 

intension determines extension. We shall con- 

sider these alternatives later. 

Are Meanings in the Head? 

That psychological state does not determine 

extension will now be shown with the aid of 

a little science-fiction. For the purpose of the 

following science-fiction examples, we shall 

suppose that somewhere in the galaxy there is 

a planet we shall call Twin Earth. Twin Earth 

is very much like Earth; in fact, people on Twin 

Earth even speak English. In fact, apart from 

the differences we shall specify in our science- 

fiction examples, the reader may suppose that 

Twin Earth is exactly like Earth. He may even 

suppose that he has a Doppelgdnger—an iden- 

tical copy—on Twin Earth, if he wishes, al- 
though my stories will not depend on this. 

Although some of the people on Twin Earth 

(say, the ones who call themselves ‘Americans’ 

and the ones who call themselves ‘Canadians’ 

and the ones who call themselves ‘Englishmen,’ 

etc.) speak English, there are, not surprisingly, 

a few tiny differences which we will now de- 

scribe between the dialects of English spoken 
on Twin Earth and Standard English. These 
differences themselves depend on some of the 
peculiarities of Twin Earth. 

One of the peculiarities of Twin Earth is that 
the liquid called ‘water’ is not H,O but a dif- 
ferent liquid whose chemical formula is very 
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long and complicated. I shall abbreviate this 

chemical formula simply as XYZ. I shall sup- 

pose that XYZ is indistinguishable from water at 

normal temperatures and pressures. In particu- 

lar, it tastes like water and it quenches thirst like 

water. Also, I shall suppose that the oceans and 

lakes and seas of Twin Earth contain XYZ 

and not water, that it rains XYZ on Twin Earth 

and not water, etc. 

If a spaceship from Earth ever visits Twin 

Earth, then the supposition at first will be that 

‘water’ has the same meaning on Earth and on 

Twin Earth. This supposition will be corrected 

when it is discovered that ‘water’ on Twin 

Earth is XYZ, and the Earthian spaceship will 

report somewhat as follows: 

‘On Twin Earth the word ‘water’ means XYZ.’ 

(It is this sort of use of the word ‘means’ which 

accounts for the doctrine that extension is one 

sense of ‘meaning,’ by the way. But note that 

although ‘means’ does mean something like 

has as extension in this example, one would not 

say 

‘On Twin Earth the meaning of the word 

‘water’ is XYZ.’ 

unless, possibly, the fact that ‘water is XYZ 

was known to every adult speaker of English 

on Twin Earth. We can account for this in terms 

of the theory of meaning we develop below; 

for the moment we just remark that although 

the verb ‘means’ sometimes means ‘has as ex- 

tension,’ the nominalization ‘meaning’ never 

means ‘extension. ’) 

Symmetrically, if a spaceship from Twin 

Earth ever visits Earth, then the supposition at 

first will be that the word ‘water’ has the same 

meaning on Twin Earth and on Earth. This sup- 

position will be corrected when it is discovered 

that ‘water’ on Earth is H,O, and the Twin 

Earthian spaceship will report 

‘On Earth* the word ‘water’ means H,O.’ 

Note that there is no problem about the ex- 

tension of the term ‘water.’ The word simply 

has two different meanings (as we say) in the 

sense in which it is used on Twin Earth, the 

sense of water,,, what we call ‘water’ simply 

isn’t water; while in the sense in which it is 

used on Earth, the sense of water,, what the 

Twin Earthians call ‘water’ simply isn’t water. 

The extension of ‘water’ in the sense of water,, 

is the set of all wholes consisting of H,O mol- 

ecules, or something like that; the extension of 

water in the sense of water,,, is the set of all 
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wholes consisting of XYZ molecules, or some- 

thing like that. 

Now let us roll the time back to about 1750. 
At that time chemistry was not developed on 

either Earth or Twin Earth. The typical Earthian 

speaker of English did not know water con- 

sisted of hydrogen and oxygen, and the typi- 

cal Twin Earthian speaker of English did not 

know ‘water’ consisted of XYZ. Let Oscar, be 

such a typical Earthian English speaker, and let 

Oscar, be his counterpart on Twin Earth. You 

may suppose that there is no belief that Oscar, 

had about water that Oscar, did not have about 

‘water.’ If you like, you may even suppose that 

Oscar, and Oscar, were exact duplicates in ap- 

pearance, feelings, thoughts, interior mono- 

logue, etc. Yet the extension of the term ‘water’ 

was just as much H,O on Earth in 1750 as in 

1950; and the extension of the term ‘water’ was 

just as much XYZ on Twin Earth in 1750 as in 

1950. Oscar, and Oscar, understood the term 
‘water’ differently in 1750 although they were 

in the same psychological state, and although, 

given the state of science at the time, it would 

have taken their scientific communities about 

fifty years to discover that they understood the 

term ‘water’ differently. Thus the extension of 

the term ‘water’ (and, in fact, its ‘meaning’ in 

the intuitive preanalytical usage of that term) is 

not a function of the psychological state of the 

speaker by itself. 

But, it might be objected, why should we 

accept it that the term ‘water’ has the same ex- 

tension in 1750 and in 1950 (on both Earths)? 

The logic of natural-kind terms like ‘water’ is 

a complicated matter, but the following is a 

sketch of an answer. Suppose I point to a glass 

of water and say ‘this liquid is called water’ (or 

‘this is called water,’ if the marker ‘liquid’ is 

clear from the context). My ‘ostensive defini- 

tion’ of water has the following empirical pre- 

supposition that the body of liquid I am pointing 

to bears a certain sameness relation (say, x is the 

same liquid as y, or x is the same, as y) to most 

of the stuff I and other speakers in my linguis- 

tic community have on other occasions called 

‘water.’ If this presupposition is false because, 

say, I am without knowing it pointing to a glass 

of gin and not a glass of water, then I do not 

intend my ostensive definition to be accepted. 

Thus the ostensive definition conveys what 

might be called a defeasible necessary and suf- 

ficient condition: the necessary and sufficient 

condition for being water is bearing the relation 

same, to the stuff in the glass; but this is the 

necessary and sufficient condition only if the 
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empirical presupposition is satisfied. If it is not 

satisfied, then one of a series of, so to speak, 

‘fallback’ conditions becomes activated. 

The key point is that the relation same, is a 

theoretical relation whether something is or is 

not the same liquid as this may take an indeter- 

minate amount of scientific investigation to de- 

termine. Moreover, even if a ‘definite’ answer 

has been obtained either through scientific in- 

vestigation or through the application of some 

‘common sense’ test, the answer is defeasible: 

future investigation might reverse even the 

most ‘certain’ example. Thus, the fact that an 

English speaker in 1750 might have called XYZ 

‘water,’ while he or his successors would not 

have called XYZ water in 1800 or 1850 does not 

mean that the ‘meaning’ of ‘water’ changed for 

the average speaker in the interval. In 1750 or 
in 1850 or in 1950 one might have pointed to, 

say, the liquid in Lake Michigan as an exam- 

ple of ‘water.’ What changed was that in 1750 

we would have mistakenly thought that XYZ 

bore the relation same, to the liquid in Lake 

Michigan, while in 1800 or 1850 we would 

have known that it did not (I am ignoring the 

fact that the liquid in Lake Michigan was only 

dubiously water in 1950, of course). 

Let us now modify our science-fiction story. 

I do not know whether one can make pots and 

pans out of molybdenum; and if one can make 

them out of molybdenum, I don’t know whether 

they could be distinguished easily from alumi- 

num pots and pans (I don’t know any of this 

even though I have acquired the word ‘molyb- 

denum.’) So I shall suppose that molybdenum 

pots and pans can’t be distinguished from alu- 

minum pots and pans save by an expert. (To 

emphasize the point, I repeat that this could be 

true for all I know, and a fortiori it could 

be true for all I know by virtue of ‘knowing the 

meaning’ of the words aluminum and molybde- 

num.) We will now suppose that molybdenum 

is as common on Twin Earth as aluminum is 

on Earth, and that aluminum is as rare on Twin 

Earth as molybdenum is on Earth. In particu- 

lar, we shall assume that ‘aluminum’ pots and 

pans are made of molybdenum on Twin Earth. 

Finally, we shall assume that the words ‘alumi- 

num’ and ‘molybdenum’ are switched on Twin 

Earth: ‘aluminum’ is the name of molybdenum 

and ‘molybdenum’ is the name of aluminum. 

This example shares some features with the 

previous one. If a spaceship from Earth vis- 

ited Twin Earth, the visitors from Earth prob- 

ably would not suspect that the ‘aluminum’ 

pots and pans on Twin Earth were not made of 
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aluminum, especially when the Twin Earthians 

said they were. But there is one important dif- 

ference between the two cases. An Earthian 

metallurgist could tell very easily that ‘alumi- 

num’ was molybdenum, and a Twin Earthian 

metallurgist could tell equally easily that alu- 

minum was ‘molybdenum.’ (The shudder 

quotes in the preceding sentence indicate Twin 

Earthian usages.) Whereas in 1750 no one on 

either Earth or Twin Earth could have distin- 

guished water from ‘water,’ the confusion of 

aluminum with ‘aluminum’ involves only a part 

of the linguistic communities involved. 

The example makes the same point as the pre- 

ceding one. If Oscar, and Oscar, are standard 

speakers of Earthian English and Twin Earthian 

English respectively, and neither is chemically 

or metallurgically sophisticated, then there may 

be no difference at all in their psychological 

state when they use the word ‘aluminum’; nev- 

ertheless we have to say that ‘aluminum’ has 

the extension aluminum in the idiolect of Oscar, 

and the extension molybdenum in the idiolect 

of Oscar,. (Also we have to say that Oscar, and 

Oscar, mean different things by ‘aluminum,’ 

that ‘aluminum’ has a different meaning on 

Earth than it does on Twin Earth, etc.) Again we 

see that the psychological state of the speaker 

does not determine the extension (or the ‘mean- 

ing, speaking preanalytically) of the word. 

Before discussing this example further, let 

me introduce a non-science-fiction example. 

Suppose you are like me and cannot tell an elm 

from a beech tree. We still say that the extension 

of ‘elm’ in my idiolect is the same as the exten- 

sion of ‘elm’ in anyone else’s, viz., the set of all 

elm trees, and that the set of all beech trees is 

the extension of ‘beech’ in both of our idiolects. 
Thus ‘elm’ in my idiolect has a different exten- 

sion from ‘beech’ in your idiolect (as it should). 

Is it really credible that this difference in exten- 

sion is brought about by some difference in our 

concepts? My concept of an elm tree is exactly 

the same as my concept of a beech tree (I blush 

to confess). (This shows that the identification 

of meaning ‘in the sense of intension’ with con- 

cept cannot be correct, by the way.) If someone 

heroically attempts to maintain that the differ- 

ence between the extension of ‘elm’ and the ex- 
tension of ‘beech’ in my idiolect is explained by 
a difference in my psychological state, then we 
can always refute him by constructing a ‘Twin 
Earth’ example—just let the words ‘elm’ and 
‘beech’ be switched on Twin Earth (the way 
‘aluminum’ and ‘molybdenum’ were in the pre- 
vious example). Moreover, I suppose I have a 
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Doppelganger on Twin Earth who is molecule 

for molecule ‘identical’ with me (in the sense in 

which two neckties can be ‘identical’). If you are 

a dualist, then also suppose my Doppelgédnger 

thinks the same verbalized thoughts I do, has the 

same sense data, the same dispositions, etc. It is 

absurd to think his psychological state is one bit 

different from mine: yet he ‘means’ beech when 

he says ‘elm’ and J ‘mean’ elm when I say elm. 

Cut the pie any way you like, ‘meanings’ just 

ain’t in the head! 

A Sociolinguistic Hypothesis 

The last two examples depend upon a fact about 

language that seems, surprisingly, never to have 

been pointed out: that there is division of lin- 

guistic labor. We could hardly use such words 

as ‘elm’ and ‘aluminum’ if no one possessed 

a way of recognizing elm trees and aluminum 

metal; but not everyone to whom the distinc- 

tion is important has to be able to make the 

distinction. Let us shift the example: consider 

gold. Gold is important for many reasons: it is 

a precious metal, it is a monetary metal, it has 

symbolic value (it is important to most people 

that the ‘gold’ wedding ring they wear really 

consist of gold and not just look gold), etc. 

Consider our community as a ‘factory’: in this 

‘factory’ some people have the ‘job’ of wear- 

ing gold wedding rings, other people have the 

‘job’ of selling gold wedding rings, still other 

people have the ‘job’ of telling whether or not 

something is really gold. It is not at all neces- 

sary or efficient that everyone who wears a gold 

ring (or a gold cufflink, etc.), or discusses the 

‘gold standard,’ etc., engage in buying and sell- 

ing gold. Nor is it necessary or efficient that 

everyone who buys and sells gold be able to 

tell whether or not something is really gold in 

a society where this form of dishonesty is un- 

common (selling fake gold) and in which one 

can easily consult an expert in case of doubt. 

And it is certainly not necessary or efficient that 

everyone who has occasion to buy or wear gold 

be able to tell with any reliability whether or not 

something is really gold. 
The foregoing facts are just examples of 

mundane division of labor (in a wide sense). 

But they engender a division of linguistic labor: 

everyone to whom gold is important for any 

reason has to acquire the word ‘gold’; but he 

does not have to acquire the method of recog- 

nizing if something is or is not gold. He can rely 

on a special subclass of speakers. The features 
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that are generally thought to be present in con- 

nection with a general name—necessary and 

sufficient conditions for membership in the 

extension, ways of recognizing if something is 

in the extension (‘criteria’), etc.—are all pres- 

ent in the linguistic community considered as a 

collective body; but that collective body divides 

the ‘labor’ of knowing and employing these 

various parts of the ‘meaning’ of ‘gold.’ 

This division of linguistic labor rests upon 

and presupposes the division of nonlinguistic 

labor, of course. If only the people who know 

how to tell if some metal is really gold or not 

have any reason to have the word ‘gold’ in their 

vocabulary, then the word ‘gold’ will be as the 

word ‘water’ was in 1750 with respect to that 

subclass of speakers, and the other speakers just 

won't acquire it at all. And some words do not 

exhibit any division of linguistic labor: ‘chair,’ 

for example. But with the increase of division 

of labor in the society and the rise of science, 

more and more words begin to exhibit this kind 

of division of labor. ‘Water,’ for example, did 

not exhibit it at all prior to the rise of chemistry. 

Today it is obviously necessary for every 

speaker to be able to recognize water (reliably 

under normal conditions), and probably every 

adult speaker even knows the necessary and 

sufficient condition ‘water is H,O,” but only a 

few adult speakers could distinguish water from 

liquids which superficially resembled water. In 

case of doubt, other speakers would rely on the 

judgement of these ‘expert’ speakers. Thus the 

way of recognizing possessed by these ‘expert’ 

speakers is also, through them, possessed by 

the collective linguistic body, even though it 

is not possessed by each individual member of 

the body, and in this way the most recherché 

fact about water may become part of the social 

meaning of the word while being unknown to 

almost all speakers who acquire the word. 

It seems to me that this phenomenon of divi- 

sion of linguistic labor is one which it will be 

very important for sociolinguistics to investi- 

gate. In connection with it, I should like to pro- 

pose the following hypothesis: 

HYPOTHESIS OF THE UNIVERSALITY OF 
THE DIVISION OF LINGUISTIC LABOR: 
Every linguistic community exemplifies the sort 
of division of linguistic labor just described: 
that is, possesses at least some terms whose as- 
sociated ‘criteria’ are known only to a subset of 
the speakers who acquire the terms, and whose 
use by the other speakers depends upon a struc- 
tured cooperation between them and the speak- 

ers in the relevant subsets. 
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It would be of interest, in particular, to discover 

if extremely primitive peoples were sometimes 

exceptions to this hypothesis (which would in- 

dicate that the division of linguistic labor is a 

product of social evolution), or if even they ex- 

hibit it. In the latter case, one might conjecture 

that division of labor, including linguistic labor, 

is a fundamental trait of our species. 

It is easy to see how this phenomenon ac- 

counts for some of the examples given above 

of the failure of the assumptions (I), (II). 

Whenever a term is subject to the division of 

linguistic labor, the ‘average’ speaker who ac- 

quires it does not acquire anything that fixes 

its extension. In particular, his individual psy- 

chological state certainly does not fix its exten- 

sion; it is only the sociolinguistic state of the 

collective linguistic body to which the speaker 

belongs that fixes the extension. 

We may summarize this discussion by point- 

ing out that there are two sorts of tools in the 

world: there are tools like a hammer or a screw- 

driver which can be used by one person; and 

there are tools like a steamship which require 
the cooperative activity of a number of persons 

to use. Words have been thought of too much 

on the model of the first sort of tool. 

Indexicality and Rigidity? 

The first of our science-fiction examples— 

‘water’ on Earth and on Twin Earth in 1750— 

does not involve division of linguistic labor, or 

at least does not involve it in the same way the 

examples of ‘aluminum’ and ‘elm’ do. There 

were not (in our story, anyway) any ‘experts’ 

on water on Earth in 1750, nor any experts on 

‘water’ on Twin Earth. (The example can be 

construed as involving division of labor across 

time, however. I shall not develop this method 

of treating the example here.) The example 

does involve things which are of fundamental 

importance to the theory of reference and also 

to the theory of necessary truth, which we shall 

now discuss. 

There are two obvious ways of telling some- 

one what one means by a natural-kind term 

such as ‘water’ or ‘tiger’ or ‘lemon.’ One can 

give him a so-called ostensive definition—’ this 

(liquid) is water’; ‘this (animal) is a tiger’; ‘this 

(fruit) is a lemon’; where the parentheses are 

meant to indicate that the ‘markers’ liquid, 

animal, fruit, may be either explicit or im- 

plicit. Or one can give him a description. In the 

latter case the description one gives typically 
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consists of one or more markers together with a 

stereotype’-—a standardized description of fea- 

tures of the kind that are typical, or ‘normal,’ or 

at any rate stereotypical. The central features of 

the stereotype generally are criteria—features 

which in normal situations constitute ways of 

recognizing if a thing belongs to the kind or, at 

least, necessary conditions (or probabilistic nec- 

essary conditions) for membership in the kind. 

Not all criteria used by the linguistic commu- 

nity as a collective body are included in the ste- 

reotype, and in some cases the stereotypes may 

be quite weak. Thus (unless I am a very atypical 

speaker), the stereotype of an elm is just that 

of a common deciduous tree. These features 

are indeed necessary conditions for member- 

ship in the kind (I mean ‘necessary’ in a loose 

sense; I don’t think ‘elm trees are deciduous’ is 

analytic), but they fall far short of constituting 

a way of recognizing elms. On the other hand, 

the stereotype of a tiger does enable one to rec- 

ognize tigers (unless they are albino, or some 

other atypical circumstance is present), and the 

stereotype of a lemon generally enables one to 

recognize lemons. In the extreme case, the ste- 

reotype may be just the marker: the stereotype 

of molybdenum might be just that molybdenum 

is a metal. Let us consider both of these ways of 

introducing a term into someone’s vocabulary. 

Suppose I point to a glass of liquid and say 
‘this 1s water,’ in order to teach someone the 

word ‘water.’ We have already described some 

of the empirical presuppositions of this act, 

and the way in which this kind of meaning- 

explanation is defeasible. Let us now try to 

clarify further how it is supposed to be taken. 

In what follows, we shall take the notion of 
‘possible world’ as primitive. We do this be- 

cause we feel that in several senses the notion 

makes sense and is scientifically important even 

if it needs to be made more precise. We shall 

assume further that in at least some cases it is 

possible to speak of the same individual as ex- 

isting in more than one possible world.® Our 

discussion leans heavily on the work of Saul 

Kripke, although the conclusions were obtained 
independently. 

Let W, and W, be two possible worlds in 

which I exist and in which this glass exists and 
in which I am giving a meaning explanation by 
pointing to this glass and saying ‘this is water.’ 
(We do not assume that the liquid in the glass 
is the same in both worlds.) Let us suppose 
that in W, the glass is full of H,O and in W, the 
glass is full of XYZ. We shall also suppose that 
W, is the actual world and that XYZ is the stuff 
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typically called ‘water’ in the world W, (so that 

the relation between English speakers in Wand 

English speakers in W, is exactly the same as 

the relation between English speakers on Earth 

and English speakers on Twin Earth). Then 

there are two theories one might have concern- 

ing the meaning of ‘water’: 

1. One might hold that ‘water’ was world- 

relative but constant in meaning (i.e., the 

word has a constant relative meaning). In 

this theory, ‘water’ means the same in W, 

and W,; it’s just that water is H,O in W, 

and water is XYZ in W,. 

2. One might hold that water is H,O in all 

worlds (the stuff called ‘water’ in W, isn’t 

water), but ‘water’ doesn’t have the same 

meaning in W, and W,, 

If what was said before about the Twin Earth 

case was correct, then (2) is clearly the correct 

theory. When I say ‘this (liquid) is water,’ the 

‘this’ is, so to speak, a de re ‘this’—1.e., the 

force of my explanation is that ‘water’ is what- 

ever bears a certain equivalence relation (the 

relation we called ‘same,’ above) to the piece 

of liquid referred to as ‘this’ in the actual world. 

We might symbolize the difference between 

the two theories as a ‘scope’ difference in the fol- 

lowing way. In theory (1), the following is true: 

(1’) (For every world W) (For every x in W) 

(x is water = x bears same, to the entity 

referred to as ‘this’ in W) 

while on theory (2): 

(2’) (For every world W) (For every x in 

W) (x is water = x bears same, to the 

entity referred to as ‘this’ in the actual 

world W,). 

(I call this a ‘scope’ difference because in (1’) ‘the 

entity referred to as ‘this’ ‘ is within the scope of 

‘For every world W’—as the qualifying phrase 

‘in W’ makes explicit, whereas in (2’) ‘the entity 

referred to as ‘this’ ‘ means ‘the entity referred to 

as ‘this’ in the actual world,’ and has thus a refer- 

ence independent of the bound variable ‘W.’) 

Kripke calls a designator ‘rigid’ (in a given 

sentence) if (in that sentence) it refers to the 

same individual in every possible world in 

which the designator designates. If we extend 

the notion of rigidity to substance names, then 

we may express Kripke’s theory and mine by 

saying that the term ‘water’ is rigid. 

The rigidity of the term ‘water’ follows from 

the fact that when I give the ostensive definition 

‘this (liquid) is water’ I intend (2) and not (1’). 
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We may also say, following Kripke, that when 

I give the ostensive definition ‘this (liquid) is 

water,’ the demonstrative ‘this’ is rigid. 

What Kripke was the first to observe is that 

this theory of the meaning (or ‘use,’ or what- 

ever) of the word ‘water’ (and other natural- 

kind terms as well) has startling consequences 

for the theory of necessary truth. 

To explain this, let me introduce the notion 

of a cross-world relation. A two-term relation 

R will be called cross-world when it is under- 

stood in such a way that its extension is a set of 

ordered pairs of individuals not all in the same 

possible world. For example, it is easy to un- 

derstand the relation same height as as a cross- 

world relation: just understand it so that, e.g., 

if x is an individual in a world W, who is five 

feet tall (in W,) and y is an individual in W, who 

is five feet tall (in W,), then the ordered pair x, 

y belongs to the extension of same height as. 

(Since an individual may have different heights 

in different possible worlds in which that same 

individual exists, strictly speaking it is not the 

ordered pair x, y that constitutes an element of 

the extension of same height as, but rather the 

ordered pair x-in-world-W,, y-in-world-W.,.) 

Similarly, we can understand the relation 

same, (same liquid as) as a cross-world relation 

by understanding it so that a liquid in world W, 

which has the same important physical proper- 

ties (in W,) that a liquid in W, possesses (in W,) 

bears same, to the latter liquid. 

Then the theory we have been presenting 

may be summarized by saying that an entity x, 

in an arbitrary possible world, is water if and 

only if it bears the relation same, (construed 

as a cross-world relation) to the stuff we call 

‘water’ in the actual world. 

Suppose, now, that I have not yet discovered 

what the important physical properties of water 

are (in the actual world)—1.e., I don’t yet know 

that water is H,O. I may have ways of recogniz- 

ing water that are successful (of course, I may 

make a small number of mistakes that I won’t 

be able to detect until a later stage in our scien- 

tific development) but not know the microstruc- 

ture of water. If I agree that a liquid with the 

superficial properties of ‘water’ but a different 

microstructure isn’t really water, then my ways 

of recognizing water (my ‘operational defini- 

tion,’ so to speak) cannot be regarded as an 

analytical specification of what it is to be water. 

Rather, the operational definition, like the os- 

tensive one, is simply a way of pointing out a 

standard—pointing out the stuff in the actual 

world such that for x to be water, in any world, 
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is for x to bear the relation same, to the normal 

members of the class of local entities that sat- 

isfy the operational definition. ‘Water’ on Twin 

Earth is not water, even if it satisfies the opera- 

tional definition, because it doesn’t bear same, 

to the local stuff that satisfies the operational 

definition, and local stuff that satisfies the op- 

erational definition but has a microstructure 

different from the rest of the local stuff that 

satisfies the operational definition isn’t water 

either, because it doesn’t bear same, to the 

normal examples of the local ‘water.’ 

Suppose, now, that I discover the micro- 

structure of water—that water is H,O. At this 

point I will be able to say that the stuff on Twin 

Earth that I earlier mistook for water isn’t really 

water. In the same way if you describe not an- 

other planet in the actual universe, but another 

possible universe in which there is stuff with 

the chemical formula XYZ which passes the 

‘operational test’ for water, we shall have to 

say that that stuff isn’t water but merely XYZ. 

You will not have described a possible world 

in which ‘water is XYZ,’ but merely a possible 

world in which there are lakes of XYZ, people 

drink XYZ (and not water), or whatever. In fact, 

once we have discovered the nature of water, 

nothing counts as a possible world in which 

water doesn’t have that nature. Once we have 

discovered that water (in the actual world) is 

H,O, nothing counts as a possible world in 

which water isn’t H,O. In particular, if a ‘logi- 

cally possible’ statement is one that holds in 

some ‘logically possible world,’ it isn’t logi- 

cally possible that water isn’t H,O. 

On the other hand, we can perfectly well 

imagine having experiences that would con- 

vince us (and that would make it rational to 

believe that) water isn’t HO. In that sense, 

it is conceivable that water isn’t H@ walters 

conceivable but it isn’t logically possible! 

Conceivability is no proof of logical possibility. 

Kripke refers to statements which are ratio- 

nally unrevisable (assuming there are such) as 

epistemically necessary. Statements which are 

true in all possible worlds he refers to simply 

as necessary (or sometimes as ‘metaphysically 

necessary’). In this terminology, the point just 

made can be restated as: a statement can be 

(metaphysically) necessary and epistemically 

contingent. Human intuition has no privileged 

access to metaphysical necessity. 

Since Kant there has been a big split be- 

tween philosophers who thought that all nec- 

essary truths were analytic and philosophers 

who thought that some necessary truths were 
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synthetic a priori. But none of these philoso- 

phers thought that a (metaphysically) necessary 

truth could fail to be a priori: the Kantian tradi- 

tion was as guilty as the empiricist tradition of 

equating metaphysical and epistemic necessity. 

In this sense Kripke’s challenge to received 

doctrine goes far beyond the usual empiricism/ 

Kantianism oscillation. 

In this paper our interest is in theory of mean- 

ing, however, and not in theory of necessary 

truth. Points closely related to Kripke’s have 

been made in terms of the notion of indexicality.’ 

Words like ‘now,’ ‘this,’ ‘here,’ have long been 

recognized to be indexical, or token-reflexive— 

i.e., to have an extension which varied from 

context to context or token to token. For these 

words no one has ever suggested the traditional 

theory that ‘intension determines extension.’ 

To take our Twin Earth example: if I have a 

Doppelgédnger on Twin Earth, then when I think 

‘T have a headache,’ he thinks ‘I have a head- 

ache.’ But the extension of the particular token 

of ‘Tl in his verbalized thought is himself (or his 

unit class, to be precise), while the extension of 

the token of ‘I’ in my verbalized thought is me (or 

my unit class, to be precise). So the same word, 

‘I,’ has two different extensions in two different 

idiolects; but it does not follow that the concept 

I have of myself is in any way different from the 

concept my Doppelgdnger has of himself. 

Now then, we have maintained that indexi- 

cality extends beyond the obviously indexi- 

cal words and morphemes (e.g., the tenses of 

verbs). Our theory can be summarized as saying 

that words like ‘water’ have an unnoticed in- 

dexical component: ‘water’ is stuff that bears 

a certain similarity relation to the water around 

here. Water at another time or in another place 

or even in another possible world has to bear 

the relation same, to our ‘water’ in order to 

be water. Thus the theory that (1) words have 

‘intensions,’ which are something like concepts 

associated with the words by speakers; and that 
(2) intension determines extension—cannot be 

true of natural-kind words like ‘water’ for the 

same reason the theory cannot be true of obvi- 

ously indexical words like ‘I.’ 

The theory that natural-kind words like 

‘water’ are indexical leaves it open, however, 

whether to say that ‘water’ in the Twin Earth 

dialect of English has the same meaning as 
‘water’ in the Earth dialect and a different ex- 
tension (which is what we normally say about 
‘T’ in different idiolects), thereby giving up the 
doctrine that ‘meaning (intension) determines 
extension’; or to say, as we have chosen to do, 
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that difference in extension is ipso facto a differ- 

ence in meaning for natural-kind words, thereby 

giving up the doctrine that meanings are con- 

cepts, or, indeed, mental entities of any kind. 

It should be clear, however, that Kripke’s 

doctrine that natural-kind words are rigid des- 

ignators and our doctrine that they are indexi- 

cal are but two ways of making the same point. 

We heartily endorse what Kripke says when he 

writes: 

Let us suppose that we do fix the reference of 
a name by a description. Even if we do so, we 
do not then make the name synonymous with 
the description, but instead we use the name 

rigidly to refer to the object so named, even in 
talking about counterfactual situations where 

the thing named would not satisfy the descrip- 
tion in question. Now, this is what I think is in 

fact true for those cases of naming where the 

reference is fixed by description. But, in fact, I 

also think, contrary to most recent theorists, that 
the reference of names is rarely or almost never 

fixed by means of description. And by this I 
do not just mean what Searle says: ‘It’s not a 
single description, but rather a cluster, a family 
of properties that fixes the reference.’ I mean 
that properties in this sense are not used at all.8 

Other Words 

... So far we have only used natural-kind words 

as examples, but the points we have made apply 

to many other kinds of words as well. They 

apply to the great majority of all nouns, and to 

other parts of speech as well. 

Let us consider for a moment the names of 

artifacts—words like ‘pencil,’ ‘chair,’ ‘bottle,’ 

etc. The traditional view is that these words are 

certainly defined by conjunctions, or possibly 

clusters, of properties. Anything with all of the 

properties in the conjunction (or sufficiently 

many of the properties in the cluster, on the clus- 

ter model) is necessarily a pencil, chair, bottle, 

or whatever. In addition, some of the properties 

in the cluster (on the cluster model) are usu- 

ally held to be necessary (on the conjunction- 

of-properties model, all of the properties in the 

conjunction are necessary). Being an artifact is 

supposedly necessary, and belonging to a kind 

with a certain standard purpose—e.g., ‘pencils 

are artifacts,’ and ‘pencils are standardly in- 

tended to be written with’ are supposed to be 

necessary. Finally, this sort of necessity is held 

to be epistemic necessity—in fact, analyticity. 

Let us once again engage in science fic- 

tion. This time we use an example devised by 
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Rogers Albritton. Imagine that we someday 

discover that pencils are organisms. We cut 

them open and examine them under the elec- 

tron microscope, and we see the almost invis- 

ible tracery of nerves and other organs. We spy 

upon them, and we see them spawn, and we 

see the offspring grow into full-grown pen- 

cils. We discover that these organisms are not 

imitating other (artifactual) pencils—there are 

not and never were any pencils except these 

organisms. It is strange, to be sure, that there 

is lettering on many of these organisms—e.g., 

BONDED Grants DELUXE made in U.S.A. 

No. 2.—perhaps they are intelligent organisms, 

and this is their form of camouflage. (We also 

have to explain why no one ever attempted to 

manufacture pencils, etc., but this is clearly a 

possible world, in some sense.) 

If this is conceivable, and I agree with 

Albritton that it is, then it is epistemically pos- 

sible that pencils could turn out to be organ- 

isms. It follows that pencils are artifacts is not 

epistemically necessary in the strongest sense 

and, a fortiori, not analytic. 

Let us be careful, however. Have we shown 

that there is a possible world in which pencils 

are organisms? | think not. What we have shown 

is that there is a possible world in which cer- 

tain organisms are the epistemic counterparts 

of pencils (the phrase is Kripke’s). To return 

to the device of Twin Earth: imagine this time 

that pencils on Earth are just what we think they 

are, artifacts manufactured to be written with, 

while ‘pencils’ on Twin Earth are organisms a 

la Albritton. Imagine, further, that this is totally 

unsuspected by the Twin Earthians—they have 

exactly the beliefs about ‘pencils’ that we have 

about pencils. When we discovered this, we 

would not say: ‘some pencils are organisms.’ 

We would be far more likely to say: ‘the things 

on Twin Earth that pass for pencils aren’t really 

pencils. They’re really a species of organism.’ 

Suppose now the situation to be as in 

Albritton’s example both on Earth and on Twin 

Earth. Then we would say ‘pencils are organ- 

isms.’ Thus, whether the ‘pencil-organisms’ on 

Twin Earth (or in another possible universe) are 

really pencils or not is a function of whether or 

not the local pencils are organisms or not. If the 

local pencils are just what we think they are, then 

a possible world in which there are pencilorgan- 

isms is not a possible world in which pencils 

are organisms; there are no possible worlds in 

which pencils are organisms in this case (which 

is, of course, the actual one). That pencils are 

artifacts is necessary in the sense of true in all 
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possible worlds—metaphysically necessary. But 

it doesn’t follow that it’s epistemically necessary. 

It follows that ‘pencil’ is not synonymous 

with any description—not even loosely synony- 

mous with a loose description. When we use the 

word ‘pencil,’ we intend to refer to whatever 

has the same nature as the normal examples of 
the local pencils in the actual world. ‘Pencil’ is 

just as indexical as ‘water’ or ‘gold.’ 

In a way, the case of pencils turning out to be 

organisms is complementary to the case we dis- 

cussed some years ago” of cats turning out to be 

robots (remotely controlled from Mars). Katz!° 

argues that we misdescribed this case: that the 

case should rather be described as its turning out 

that there are no cats in this world. Katz admits 

that we might say ‘Cats have turned out not to be 

animals, but robots’; but he argues that this is a 

semantically deviant sentence which is glossed as 

‘the things I am referring to as ‘cats’ have turned 

out not to be animals, but robots.’ Katz’s theory 

is bad linguistics, however. First of all, the expla- 

nation of how it is we can say ‘Cats are robots’ 

is simply an all-purpose explanation of how we 

can say anything. More important, Katz’s theory 

predicts that ‘Cats are robots’ is deviant, while 

‘There are no cats in the world’ is nondeviant, in 

fact standard, in the case described. Now then, 

I don’t deny that there is a case in which “There 

are not (and never were) any cats in the world’ 

would be standard: we might (speaking epis- 

temically) discover that we have been suffering 

from a collective hallucination. (‘Cats’ are like 

pink elephants.) But in the case I described, “Cats 

have turned out to be robots remotely controlled 

from Mars’ is surely nondeviant, and ‘There are 

no cats in the world’ is highly deviant. 

Incidentally, Katz’s account is not only bad 

linguistics; it is also bad as a rational recon- 

struction. The reason we don’t use ‘cat’ as syn- 

onymous with a description is surely that we 

know enough about cats to know that they do 

have a hidden structure, and it is good scientific 

methodology to use the name to refer rigidly to 

the things that possess that hidden structure, and 

not to whatever happens to satisfy some descrip- 

tion. Of course, if we knew the hidden structure 

we could frame a description in terms of it; but 

we don’t at this point. In this sense the use of 

natural-kind words reflects an important fact 

about our relation to the world: we know that 

there are kinds of things with common hidden 
structure, but we don’t yet have the knowledge 

to describe all those hidden structures. 

Katz’s view has more plausibility in the 

‘pencil’ case than in the ‘cat’ case, however. 
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We think we know a necessary and sufficient 

condition for being a pencil, albeit a vague one. 

So it is possible to make ‘pencil’ synonymous 

with a loose description. We might say, in the 

case that ‘pencils turned out to be organisms’ 

either ‘Pencils have turned out to be organisms’ 

or ‘There are no pencils in the world’—1.e., we 

might use ‘pencil’ either as a natural-kind word 

or as a ‘one-criterion’ word.!! 
On the other hand, we might doubt that there 

are any true one-criterion words in natural lan- 

guage, apart from stipulative contexts. Couldn’t 

it turn out that pediatricians aren’t doctors but 

Martian spies? Answer ‘yes,’ and you have 

abandoned the synonymy of ‘pediatrician’ and 

‘doctor specializing in the care of children.’ It 

seems that there is a strong tendency for words 

which are introduced as ‘one-criterion’ words 

to develop a ‘natural-kind’ sense, with all the 

concomitant rigidity and indexicality. In the 

case of artifact-names, this natural-kind sense 

seems to be the predominant one. 

(There is a joke about a patient who is on 

the verge of being discharged from an insane 

asylum. The doctors have been questioning him 

for some time, and he has been giving perfectly 

sane responses. They decide to let him leave, 

and at the end of the interview one of the doc- 

tors inquires casually, ‘What do you want to 

be when you get out?’ ‘A teakettle.” The joke 

would not be intelligible if it were literally in- 

conceivable that a person could be a teakettle.) 

There are, however, words which retain an 

almost pure one-criterion character. These are 

words whose meaning derives from a transfor- 

mation: hunter = one who hunts. 

Not only does the account given here apply to 

most nouns, but it also applies to other parts of 

speech. Verbs like ‘grow,’ adjectives like ‘red,’ 

etc., all have indexical features. On the other 

hand, some syncategorematic words seem to 

have more of a one-criterion character. ‘Whole,’ 

for example, can be explained thus: The army 

surrounded the town could be true even if the 

A division did not take part. The whole army 

surrounded the town means every part of the 

army (of the relevant kind, e.g., the A Division) 

took part in the action signified by the verb.'” 

Meaning 

Let us now see where we are with respect to 
the notion of meaning. We have now seen 
that the extension of a term is not fixed by a 
concept that the individual speaker has in his 
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head, and this is true both because extension 

is, in general, determined socially—there is di- 

vision of linguistic labor as much as of ‘real’ 

labor—and because extension is, in part, deter- 

mined indexically. The extension of our terms 

depends upon the actual nature of the particular 

things that serve as paradigms, and this actual 

nature is not, in general, fully known to the 

speaker. Traditional semantic theory leaves out 

only two contributions to the determination of 

extension—the contribution of society and the 

contribution of the real world! 

We saw at the outset that meaning cannot 

be identified with extension. Yet it cannot be 

identified with ‘intension’ either, if intension is 

something like an individual speaker’s concept. 
What are we to do? 

There are two plausible routes that we might 

take. One route would be to retain the identi- 

fication of meaning with concept and pay the 

price of giving up the idea that meaning de- 

termines extension. If we followed this route, 

we might say that ‘water’ has the same mean- 

ing on Earth and on Twin Earth, but a different 

extension. (Not just a different Jocal extension 

but a different global extension. The XYZ on 

Twin Earth isn’t in the extension of the tokens 

of ‘water’ that I utter, but it is in the extension 

of the tokens of ‘water’ that my Doppelgdnger 

utters, and this isn’t just because Twin Earth is 

far away from me, since molecules of H,O are 

in the extension of the tokens of ‘water’ that 

I utter no matter how far away from me they are 

in space and time. Also, what I can counterfac- 

tually suppose water to be is different from what 

my Doppelgdnger can counterfactually suppose 

‘water’ to be.) While this is the correct route to 

take for an absolutely indexical word like ‘I,’ 

it seems incorrect for the words we have been 

discussing. Consider ‘elm’ and ‘beech,’ for ex- 

ample. If these are ‘switched’ on Twin Earth, 

then surely we would not say that ‘elm’ has the 

same meaning on Earth and Twin Earth, even if 

my Doppelgdnger’s stereotype of a beech (or an 

‘elm,’ as he calls it) is identical with my stereo- 

type of an elm. Rather, we would say that ‘elm’ 

in my Doppelgdnger’s idiolect means beech. 

For this reason, it seems preferable to take a 

different route and identify ‘meaning’ with an 

ordered pair (or possibly an ordered n-tuple) 

of entities, one of which is the extension. (The 

other components of the, so to speak, ‘meaning 

vector’ will be specified later.) Doing this makes 

it trivially true that meaning determines exten- 

sion (i.e., difference in extension is ipso facto 

difference in meaning), but totally abandons the 
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idea that if there is a difference in the meaning 

my Doppelgdnger and I assign to a word, then 

there must be some difference in our concepts (or 

in our psychological state). Following this route, 

we can say that my Doppelgdnger and I mean 

something different when we say ‘elm,’ but this 

will not be an assertion about our psychological 

states. All this means is that the tokens of the 

word he utters have a different extension than 

the tokens of the word I utter; but this difference 

in extension is not a reflection of any difference 

in our individual linguistic competence consid- 
ered in isolation. 

If this is correct, and I think it is, then the 

traditional problem of meaning splits into two 

problems. The first problem is to account for 

the determination of extension. Since, in many 

cases, extension is determined socially and not 

individually, owing to the division of linguistic 

labor, I believe that this problem is properly a 

problem for sociolinguistics. Solving it would 

involve spelling out in detail exactly how the 

division of linguistic labor works. The so- 

called ‘causal theory of reference,’ introduced 

by Kripke for proper names and extended by us 

to natural-kind words and physical-magnitude 

terms, falls into this province. For the fact that, 

in many contexts, we assign to the tokens of a 

name that I utter whatever referent we assign 

to the tokens of the same name uttered by the 

person from whom I acquired the name (so that 

the reference is transmitted from speaker to 

speaker, starting from the speakers who were 

present at the ‘naming ceremony,’ even though 

no fixed description is transmitted) is simply a 

special case of social cooperation in the deter- 

mination of reference. 

The other problem is to describe individual 

competence. Extension may be determined so- 

cially, in many cases, but we don’t assign the 

standard extension to the tokens of a word W 

uttered by Jones no matter how Jones uses W. 

Jones has to have some particular ideas and 

skills in connection with W in order to play his 

part in the linguistic division of labor. Once we 

give up the idea that individual competence has 

to be so strong as to actually determine exten- 

sion, we can begin to study it in a fresh frame 

of mind.... 

The Meaning of ‘Meaning’ 

We may now summarize what has been said 

in the form of a proposal concerning how one 

might reconstruct the notion of ‘meaning.’ Our 
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proposal is not the only one that might be ad- 

vanced on the basis of these ideas, but it may 

serve to encapsulate some of the major points. 

In addition, I feel that it recovers as much of 

ordinary usage in common sense talk and in 

linguistics as one is likely to be able to conve- 

niently preserve. Since, in my view something 

like the assumptions (I) and (II) listed in the 

first part of this paper are deeply embedded in 

ordinary meaning talk, and these assumptions 

are jointly inconsistent with the facts, no recon- 

struction is going to be without some counterin- 

tuitive consequences. 

Briefly, my proposal is to define ‘meaning’ 

not by picking out an object which will be iden- 

tified with the meaning (although that might 

be done in the usual set-theoretic style if one 

insists), but by specifying a normal form (or, 

rather, a type of normal form) for the descrip- 

tion of meaning. If we know what a ‘normal 

form description’ of the meaning of a word 

should be, then, as far as I am concerned, we 

know what meaning is in any scientifically in- 

teresting sense. 

My proposal is that the normal form de- 

scription of the meaning of a word should be a 

finite sequence, or ‘vector,’ whose components 

should certainly include the following (it might 

be desirable to have other types of components 

as well): (1) the syntactic markers that apply to 

the word, e.g., ‘noun’; (2) the semantic markers 

that apply to the word, e.g., ‘animal,’ “period 

of time’; (3) a description of the additional fea- 

tures of the stereotype, if any; (4) a description 

of the extension. 

The following convention is a part of this 

proposal: the components of the vector all rep- 

resent a hypothesis about the individual speak- 

er’s competence, except the extension. Thus the 

normal form description for ‘water’ might be, 
in part: 

Syntactic Markers 

mass noun; concrete; 

Semantic Markers 

natural-kind; liquid; 

Stereotype 

colorless; transparent; 

quenching; etc. 

tasteless;  thirst- 

Extension 

H,O (give or take impurities) 

—this does not mean that knowledge of the fact 

that water is H,O is being imputed to the indi- 
vidual speaker or even to the society. It means 
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that (we say) the extension of the term ‘water’ 

as they (the speakers in question) use it is in fact 

H,O. The objection ‘who are we to say what the 

extension of their term is in fact’ has been dis- 

cussed above. Note that this is fundamentally 

an objection to the notion of truth, and that 

extension is a relative of truth and inherits the 

family problems. 
Let us call two descriptions equivalent if they 

are the same except for the description of the 

extension, and the two descriptions are coex- 

tensive. Then, if the set variously described in 

the two descriptions is, in fact, the extension 

of the word in question, and the other compo- 

nents in the description are correct character- 

izations of the various aspects of competence 

they represent, both descriptions count as cor- 

rect. Equivalent descriptions are both correct or 

both incorrect. This is another way of making 

the point that, although we have to use a de- 

scription of the extension to give the extension, 

we think of the component in question as being 

the extension (the set), not the description of the 

extension. 

In particular the representation of the words 

‘water’ in Earth dialect and ‘water’ in Twin 

Earth dialect would be the same except that in 

the last column the normal form description of 

the Twin Earth word ‘water’ would have XYZ 

and not H,O. This means, in view of what has 

just been said, that we are ascribing the same 

linguistic competence to the typical Earthling/ 

Twin Earthian speaker, but a different exten- 

sion to the word, nonetheless. 

This proposal means that we keep assump- 

tion (II) of our early discussion. Meaning deter- 

mines extension—by construction, so to speak. 

But (I) is given up; the psychological state of 

the individual speaker does not determine ‘what 
he means,’ 

In most contexts this will agree with the way 

we speak, I believe. But one paradox: sup- 

pose Oscar is a German-English bilingual. In 

our view, in his total collection of dialects, the 

words ‘beech’ and Buche are exact synonyms. 

The normal form descriptions of their meanings 

would be identical. But he might very well not 

know that they are synonyms! A speaker can 

have two synonyms in his vocabulary and not 
know that they are synonyms! 

It is instructive to see how the failure of the 
apparently obvious ‘if S, and S, are synonyms 
and Oscar understands both S, and S, then Oscar 
knows that S, and S, are synonyms’ is related to 
the falsity of (I), in our analysis. Notice that if we 
had chosen to omit the extension as a component 
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of the ‘meaning-vector,’ which is David Lewis’s 

proposal as I understand it, then we would have 

the paradox that ‘elm’ and ‘beech’ have the same 
meaning but different extensions! 

On just about any materialist theory, believ- 

ing a proposition is likely to involve processing 

some representation of that proposition, be it a 

sentence in a language, a piece of ‘brain code,’ 

a thought form, or whatever. Materialists, and 

not only materialists, are reluctant to think that 

one can believe propositions neat. But even 

materialists tend to believe that, if one believes 

a proposition, which representation one em- 

ploys is (pardon the pun) immaterial. If 5, and 

S, are both representations that are available to 

me, then if I believe the proposition expressed 

by S, under the representation S|, I must also 

believe it under the representation S,—at least, 

I must do this if I have any claim to rational- 

ity. But, as we have just seen, this isn’t right. 

Oscar may well believe that this is a ‘beech’ 

(it has a sign on it that says “beech’), but not 

believe or disbelieve that this is a ‘Buche.’ It is 

not just that belief is a process involving repre- 

sentations; he believes the proposition (if one 

wants to introduce ‘propositions’ at all) under 

one representation and not under another. 

The amazing thing about the theory of mean- 

ing is how long the subject has been in the 

grip of philosophical misconceptions, and how 

strong these misconceptions are. Meaning has 

been identified with a necessary and sufficient 

condition by philosopher after philosopher. 

In the empiricist tradition, it has been identi- 

fied with a method of verification, again by 

philosopher after philosopher. Nor have these 

misconceptions had the virtue of exclusiveness; 

not a few philosophers have held that meaning 

= method of verification = necessary and suf- 

ficient condition. 
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On the other side, it is amazing how weak the 

grip of the facts has been. After all, what have 

been pointed out in this essay are little more 

than home truths about the way we use words 

and how much (or rather, how little) we actu- 

ally know when we use them. My own reflec- 

tion on these matters began after I published a 

paper in which I confidently maintained that the 

meaning of a word was ‘a battery of semanti- 

cal rules,’'* and then began to wonder how the 

meaning of the common word ‘gold’ could be 

accounted for in this way. And it is not that phi- 

losophers had never considered such examples: 

Locke, for example, uses this word as an ex- 

ample and is not troubled by the idea that its 

meaning is a necessary and sufficient condition! 

If there is a reason for both learned and lay 

opinion having gone so far astray with respect 

to a topic which deals, after all, with matters 

which are in everyone’s experience, matters 

concerning which we all have more data than 

we know what to do with, matters concerning 

which we have, if we shed preconceptions, 

pretty clear intuitions, it must be connected to 

the fact that the grotesquely mistaken views 

of language which are and always have been 

current reflect two specific and very central 

philosophical tendencies: the tendency to treat 

cognition as a purely individual matter and 

the tendency to ignore the world, insofar as it 

consists of more than the individual’s ‘observa- 

tions.’ Ignoring the division of linguistic labor 

is ignoring the social dimension of cognition; 

ignoring what we have called the indexicality 

of most words is ignoring the contribution of 

the environment. Traditional philosophy of lan- 

guage, like much traditional philosophy, leaves 

out other people and the world; a better phi- 

losophy and a better science of language must 

encompass both. 

NOTES 

1. This is discussed by Ziff, Understanding Under- 

standing (Ithaca, NY: Cornell University Press, 

1972), especially chapter VIII. 
2. This tradition grew up because the term whose anal- 

ysis provoked all the discussion in medieval philos- 
ophy was the term ‘God,’ and the term ‘God’ was 
thought to be defined through the conjunction of 

the terms ‘Good,’ ‘Powerful,’ ‘Omniscient,’ etc.— 
the so-called ‘Perfections.’ There was a problem, 

however, because God was supposed to be a Unity, 

and Unity was thought to exclude His essence 
being complex in any way—i.e., ‘God’ was defined 
through a conjunction of terms, but God (without 
quotes) could not be the logical product of proper- 

ties, nor could He be the unique thing exemplifying 

the logical product of two or more distinct prop- 
erties, because even this highly abstract kind of 

‘complexity’ was held to be incompatible with His 
perfection of Unity. This is a theological paradox 

with which Jewish, Arabic, and Christian theolo- 
gians wrestled for centuries (e.g., the doctrine of the 

Negation of Privation in Maimonides and Aquinas). 
It is amusing that theories of contemporary interest, 

such as conceptualism and nominalism, were first 

proposed as solutions to the problem of predication 
in the case of God. It is also amusing that the favor- 

ite model of definition in all of this theology—the 

conjunction-of-properties model—should survive, 
at least through its consequences, in philosophy of 
language until the present day. 
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3. Rather, they will report: ‘On Twin Earth (the Twin 
Earthian name for Terra—H.P.), the word ‘water’ 

means H,O.’ 
4. The substance of this section was presented at a series 

of lectures I gave at the University of Washington 
(Summer Institute in Philosophy) in 1968, and at a 

lecture at the University of Minnesota. 

5. See my “Is Semantics Possible,” Metaphilosophy, |, 

no. 3 (July 1970). 
6. This assumption is not actually needed in what fol- 

lows. What is needed is that the same natural kind 
can exist in more than one possible world. 

7. These points were made in my 1968 lectures at the 
University of Washington and the University of 

Minnesota. 
8. See Kripke’s “Identity and Necessity,” in /dentity 

and Individuation, M. Munitz, ed., (New York: New 

York University Press, 1972), p. 157. 
9. See my “It Ain’t Necessarily So,” Journal of 

Philosophy 59 (1962): pp, 658-71. 

” 
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10. See Katz, “Logic and Language: An Examination of 

Recent Criticisms of Intentionalism,” in Language, 

Mind, and Knowledge, XK. Gunderson, ed., 

(Minneapolis: University of Minnesota Press, 1975). 

11. The idea of a ‘one-criterion’ word, and a theory 

of analyticity based on this notion, appears in my 
“The Analytic and The Synthetic,” in Minnesota 
Studies in the Philosophy of Science, vol. 3, H. Feigl 
and G. Maxwell, eds., (Minneapolis: University of 

Minnesota Press, 1962). 

12. This example comes from an analysis by Anthony 
Kroch (in his M.I.T. doctoral dissertation, 1974, 

Department of Linguistics). 
13. I don’t have in mind the Flewish notion of ‘para- 

digm’ in which any paradigm of a K is necessarily a 

K (in reality). 

14. “How Not to Talk about Meaning,” in Boston Studies 

in the Philosophy of Science, vol. 2, R. Cohen and 

M. Wortofsky, eds., (New York: Humanities Press, 

1965). 

Individualism and the Mental 

Tyler Burge 

Since Hegel’s Phenomenology of Spirit, a 

broad, inarticulate division of emphasis be- 

tween the individual and his social environment 

has marked philosophical discussions of mind. 

On one hand, there is the traditional concern 

with the individual subject of mental states 

and events. In the elderly Cartesian tradition, 

the spotlight is on what exists or transpires 

‘in’ the individual—his secret cogitations, his 

innate cognitive structures, his private percep- 

tions and introspections, his grasping of ideas, 

concepts, or forms. More evidentially oriented 

movements, such as behaviorism and its liberal- 

ized progeny, have highlighted the individual’s 

publicly observable behavior—his input-out- 

put relations and the dispositions, states, or 

events that mediate them. But both Cartesian 

and behaviorist viewpoints tend to feature the 

individual subject. On the other hand, there is 

the Hegelian preoccupation with the role of 

social institutions in shaping the individual 

and the content of his thought. This tradition 

has dominated the continent since Hegel. But 

it has found echoes in English-speaking phi- 
losophy during this century in the form of a 

concentration on language. Much philosophi- 

cal work on language and mind has been in the 

interests of Cartesian or behaviorist viewpoints 

that I shall term ‘individualistic.’ But many of 

Wittgenstein’s remarks about mental representa- 

tion point up a social orientation that is discern- 
ible from his flirtations with behaviorism. And 

more recent work on the theory of reference has 

provided glimpses of the role of social coopera- 

tion in determining what an individual thinks. 

In many respects, of course, these empha- 

ses within philosophy—individualistic and 

social—are compatible. To an extent, they may 

be regarded simply as different currents in the 

turbulent stream of ideas that has washed the 

intellectual landscape during the last hundred 

and some odd years. But the role of the social 

environment has received considerably less 

clear-headed philosophical attention (though 

perhaps not less philosophical attention) than 

the role of the states, occurrences, or acts in, on, 

Excerpted from P. French, T. Uehling, and H. Wettstein, eds., Studies in Metaphysics 
(University of Minnesota Press, 1979), with permission of publisher and author. Copyright © 
1979 University of Minnesota Press. 
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or by the individual. Philosophical discussions 

of social factors have tended to be obscure, 

evocative, metaphorical, or platitudinous, or to 

be bent on establishing some large thesis about 

the course of history and the destiny of man. 

There remains much room for sharp delinea- 

tion. I shall offer some considerations that stress 

social factors in descriptions of an individual’s 

mental phenomena. These considerations call 

into question individualistic presuppositions 

of several traditional and modern treatments of 

mind. I shall conclude with some remarks about 

mental models. 

|. Terminological Matters 

Our ordinary mentalistic discourse divides 

broadly into two sorts of idiom. One typically 

makes reference to mental states or events in 

terms of sentential expressions. The other does 

not. A clear case of the first kind of idiom is 

‘Alfred thinks that his friends’ sofa is ugly.’ 

A clear case of the second sort is “Alfred is in 

pain.’ Thoughts, beliefs, intentions, and so forth 

are typically specified in terms of subordinate 

sentential clauses, that-clauses, which may be 

judged as true or false. Pains, feels, tickles, and 

so forth have no special semantical relation to 

sentences or to truth or falsity. There are inten- 

tional idioms that fall in the second category 

on this characterization, but that share impor- 

tant semantical features with expressions in the 

first—idioms like ‘Al worships Buicks.’ But 

I shall not sort these out here. I shall discuss 

only the former kind of mentalistic idiom. The 

extension of the discussion to other intentional 

idioms will not be difficult. 

In an ordinary sense, the noun phrases that 

embed sentential expressions in mentalistic 

idioms provide the content of the mental state 

or event. We shall call that-clauses and their 

grammatical variants ‘content-clauses.’ Thus, 

the expression ‘that sofas are more comfortable 

than pews’ provides the content of Alfred’s 

belief that sofas are more comfortable than 

pews. My phrase ‘provides the content’ repre- 

sents an attempt at remaining neutral, at least 

for present purposes, among various semanti- 

cal and metaphysical accounts of precisely how 

that-clauses function and precisely what, if any- 

thing, contents are. 
Although the notion of content is, for pres- 

ent purposes, ontologically neutral, I do think 

of it as holding a place in a systematic theory of 

mentalistic language. The question of when to 
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count contents different, and when the same, is 

answerable to theoretical restrictions. It is often 

remarked that in a given context we may as- 

cribe to a person two that-clauses that are only 

loosely equivalent and count them as attribu- 

tions of the ‘same attitude.” We may say that 

Al’s intention to climb Mt. McKinley and his 

intention to climb the highest mountain in the 

United States are the ‘same intention.’ (I intend 

the terms for the mountain to occur obliquely 

here. See later discussion.) This sort of point 

extends even to content clauses with extension- 

ally nonequivalent counterpart notions. For 

contextually relevant purposes, we might count 

a thought that the glass contains some water as 

‘the same thought’ as a thought that the glass 

contains some thirst-quenching liquid, particu- 

larly if we have no reason to attribute either 

content as opposed to the other, and distinctions 

between them are irrelevant. Nevertheless, in 

both these examples, every systematic theory 

I know of would want to represent the seman- 

tical contribution of the content-clauses in 

distinguishable ways—as ‘providing different 

contents.’ 

One reason for doing so is that the person 

himself is capable of having different attitudes 

described by the different content-clauses, even 

if these differences are irrelevant in a particular 

context. (Al might have developed the intention 

to climb the highest mountain before developing 

the intention to climb Mt. McKinley—regardless 

of whether he, in fact, did so.) A second reason 

is that the counterpart components of the that- 

clauses allude to distinguishable elements in 

people’s cognitive lives. ‘Mt. McKinley’ and 

‘the highest mountain in the U.S.’ serve, or 

might serve, to indicate cognitively different 

notions. This is a vague, informal way of gen- 

eralizing Frege’s point: the thought that Mt. 

McKinley is the highest mountain in the U.S. 

is potentially interesting or informative. The 

thought that Mt. McKinley is Mt. McKinley is 

not. Thus, when we say in a given context that 

attribution of different contents is attribution of 

the ‘same attitude,’ we use ‘same attitude’ in a 

way similar to the way we use ‘same car’ when 

we say that people who drive Fords (or green 

1970 Ford Mavericks) drive the ‘same car.’ For 

contextual purposes different cars are counted 

as ‘amounting to the same.’ 

Although this use of ‘content’ is theoretical, 

it is not, I think, theoretically controversial. 

In cases where we shall be counting contents 

different, the cases will be uncontentious: 
in any systematic theory, differences in the 
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extension—the actual denotation, referent, or 

application—of counterpart expressions in that- 

clauses will be semantically represented, and 

will, in our terms, make for differences in con- 

tent. I shall be avoiding the more controversial, 

but interesting, questions about the general con- 

ditions under which sentences in that-clauses 

can be expected to provide the same content. 

I should also warn of some subsidiary terms. 

I shall be (and have been) using the term ‘notion’ 

to apply to components or elements of contents. 

Just as whole that-clauses provide the content 

of a person’s attitude, semantically relevant 

components of that-clauses will be taken to in- 

dicate notions that enter into the attitude (or the 

attitude’s content). The term is supposed to be 

just as ontologically neutral as its fellow. When 

I talk of understanding or mastering the notion 

of contract, I am not relying on any special epis- 

temic or ontological theory, except insofar as 

the earlier-mentioned theoretical restrictions on 

the notion of content are inherited by the notion 

of notion. The expression, ‘understanding 

(mastering) a notion’ is to be construed more 

or less intuitively. Understanding the notion 

of contract comes roughly to knowing what a 

contract is. One can master the notion of con- 

tract without mastering the term ‘contract’— 

at the very least if one speaks some language 

other than English that has a term roughly syn- 

onymous with ‘contract.’ (An analogous point 

holds for my use of ‘mastering a content.’) Talk 

of notions is roughly similar to talk of concepts 

in an informal sense. ‘Notion’ has the advan- 

tage of being easier to separate from traditional 

theoretical commitments. 

I speak of attributing an attitude, content, or 

notion, and of ascribing a that-clause or other 

piece of language. Ascriptions are the linguis- 

tic analogs of attributions. This use of ‘ascribe’ 

is nonstandard, but convenient and easily 
assimilated. 

There are semantical complexities involving 

the behavior of expressions in content-clauses, 

most of which we can skirt. But some must be 

touched on. Basic to the subject is the obser- 

vation that expressions in content-clauses are 

often not intersubstitutable with extension- 

ally equivalent expressions in such a way as to 

maintain the truth value of the containing sen- 

tence. Thus, from the facts that water is H,O 

and that Bertrand thought that water is not fit to 

drink, it does not follow that Bertrand thought 

that H,O is not fit to drink. When an expres- 

sion like ‘water’ functions in a content-clause 

so that it is not freely exchangeable with all 
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extensionally equivalent expressions, we shall 

say that it has oblique occurrence. Roughly 

speaking, the reason why ‘water’ and ‘H,O’ are 

not interchangeable in our report of Bertrand’s 

thought is that ‘water’ plays a role in character- 

izing a different mental act or state from that 

which ‘H,O’ would play a role in characteriz- 

ing. In this context at least, thinking that water 

is not fit to drink is different from thinking that 

H,O is not fit to drink. 
‘By contrast, there are nonoblique occurrences 

of expressions in content-clauses. One might 

say that some water—say, the water in the 

glass over there—is thought by Bertrand to be 

impure; or that Bertrand thought that that water 

is impure. And one might intend to make no dis- 

tinction that would be lost by replacing ‘water’ 

with ‘H,O,’—or ‘that water’ with ‘that H,O’ 

or ‘that common liquid,’ or any other expres- 

sion extensionally equivalent with ‘that water.’ 

We might allow these exchanges even though 

Bertrand had never heard of, say, H,O. In such 

purely nonoblique occurrences, ‘water’ plays 

no role in providing the content of Bertrand’s 

thought, on our use of ‘content,’ or (in any 

narrow sense) in characterizing Bertrand or his 

mental state. Nor is the water part of Bertrand’s 

thought content. We speak of Bertrand thinking 

his content of the water. At its nonoblique oc- 

currence, the term ‘that water’ simply isolates, 

in one of many equally good ways, a portion 

of wet stuff to which Bertrand or his thought is 

related or applied. In certain cases, it may also 

mark a context in which Bertrand’s thought is 

applied. But it is expressions at oblique occur- 

rences within content clauses that primarily do 

the job of providing the content of mental states 

or events, and in characterizing the person. 

Mentalistic discourse containing obliquely 
occurring expressions has traditionally been 

called intentional discourse. The historical 

reasons for this nomenclature are complex and 

partly confused. But roughly speaking, gram- 

matical contexts involving oblique occurrences 

have been fixed upon as specially relevant to the 

representational character (sometimes called 

‘intentionality’) of mental states and events. 

Clearly oblique occurrences in mentalistic dis- 

course have something to do with character- 

izing a person’s epistemic perspective—how 

things seem to him, or in an informal sense, 

how they are represented to him. So without 
endorsing all the commitments of this tradition, 
I shall take over its terminology. 

The crucial point in the preceding discus- 
sion is the assumption that obliquely occurring 
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expressions in content-clauses are a primary 

means of identifying a person’s intentional 

mental states or events. A further point is worth 

remarking here. It is normal to suppose that 

those content clauses correctly ascribable to 

a person that are not in general intersubstitut- 

able salva veritate—and certainly those that in- 

volve extensionally nonequivalent counterpart 

expressions—identify different mental states or 
events. 

I have cited contextual exceptions to this 

normal supposition, at least in a manner of 

speaking. We sometimes count distinctions in 

content irrelevant for purposes of a given at- 

tribution, particularly where our evidence for 

the precise content of a person or animal’s at- 

titude is skimpy. Different contents may con- 

textually identify (what amount to) the ‘same 

attitude.’ I have indicated that even in these 

contexts, I think it best, strictly speaking, to 

construe distinct contents as describing dif- 

ferent mental states or events that are merely 

equivalent for the purposes at hand. I believe 

that this view is widely accepted. But nothing 

I say will depend on it. For any distinct con- 

tents, there will be imaginable contexts of at- 

tribution in which, even in the loosest, most 

informal ways of speaking, those contents 

would be said to describe different mental states 

or events. This is a consequence of the theoreti- 

cal role of contents, discussed earlier. Since our 

discussion will have an ‘in principle’ character, 

I shall take these contexts to be the relevant 

ones. Most of the cases we discuss will involve 

extensional differences between obliquely oc- 

curring counterpart expressions in that-clauses. 

In such cases, it is particularly natural and 

normal to take different contents as identifying 
different mental states or events. 

Il. A Thought Experiment 
lla. First Case 

We now turn to a three-step thought experi- 

ment. Suppose first that: 

A given person has a large number of attitudes 
commonly attributed with content-clauses con- 

taining ‘arthritis’ in oblique occurrence. For 
example, he thinks (correctly) that he has had 
arthritis for years, that his arthritis in his wrists 
and fingers is more painful than his arthritis 
in his ankles, that it is better to have arthritis 

than cancer of the liver, that stiffening joints 
is a symptom of arthritis, that certain sorts of 
aches are characteristic of arthritis, that there 
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are various kinds of arthritis, and so forth. In 

short, he has a wide range of such attitudes. 

In addition to these unsurprising attitudes, he 
thinks falsely that he has developed arthritis in 
the thigh. 

Generally competent in English, rational and 

intelligent, the patient reports to his doctor 

his fear that his arthritis has now lodged in his 

thigh. The doctor replies by telling him that this 

cannot be so, since arthritis is specifically an in- 

flammation of joints. Any dictionary could have 

told him the same. The patient is surprised, but 

relinquishes his view and goes on to ask what 

might be wrong with his thigh. 

The second step of the thought experiment 

consists of a counterfactual supposition. We are 

to conceive of a situation in which the patient 

proceeds from birth through the same course 

of physical events that he actually does, right 

to and including the time at which he first re- 

ports his fear to his doctor. Precisely the same 

things (nonintentionally described) happen to 

him. He has the same physiological history, the 

same diseases, the same internal physical oc- 

currences. He goes through the same motions, 

engages in the same behavior, has the same 

sensory intake (physiologically described). 

His dispositions to respond to stimuli are ex- 

plained in physical theory as the effects of the 

same proximate causes. All of this extends to 

his interaction with linguistic expressions. He 

says and hears the same words (word forms) 

at the same time he actually does. He develops 

the disposition to assent to ‘Arthritis can occur 

in the thigh’ and ‘I have arthritis in the thigh’ 

as a result of the same physically described 

proximate causes. Such dispositions might 

have arisen in a number of ways. But we can 

suppose that in both actual and counterfactual 

situations, he acquires the word ‘arthritis’ from 

casual conversation or reading, and never hear- 

ing anything to prejudice him for or against ap- 

plying it in the way that he does, he applies the 

word to an ailment in his thigh (or to ailments 

in the limbs of others) which seems to pro- 

duce pains or other symptoms roughly similar 

to the disease in his hands and ankles. In both 

actual and counterfactual cases, the disposition 

is never reinforced or extinguished up until the 

time when he expresses himself to his doctor. 

We further imagine that the patient’s noninten- 

tional, phenomenal experience is the same. He 

has the same pains, visual fields, images, and 

internal verbal rehearsals. The counterfactual- 

ity in the supposition touches only the patient’s 

social environment. In actual fact, ‘arthritis,’ as 
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used in his community, does not apply to ail- 

ments outside joints. Indeed, it fails to do so by 

a standard, nontechnical dictionary definition. 

But in our imagined case, physicians, lexicog- 

raphers, and informed laymen apply ‘arthritis’ 

not only to arthritis but to various other rheuma- 

toid ailments. The standard use of the term is to 

be conceived to encompass the patient’s actual 

misuse. We could imagine either that arthritis 

had not been singled out as a family of diseases, 

or that some other term besides ‘arthritis’ were 

applied, though not commonly by laymen, 

specifically to arthritis. We may also suppose 

that this difference and those necessarily asso- 

ciated with it are the only differences between 

the counterfactual situation and the actual 

one. (Other people besides the patient will, of 

course, behave differently.) To summarize the 

second step: 

The person might have had the same physical 
history and nonintentional mental phenomena 
while the word ‘arthritis’ was conventionally 
applied, and defined to apply, to various rheu- 

matoid ailments, including the one in the per- 
son’s thigh, as well as to arthritis. 

The final step is an interpretation of the coun- 

terfactual case, or an addition to it as so far de- 

scribed. It is reasonable to suppose that: 

In the counterfactual situation, the patient lacks 

some—probably all—of the attitudes com- 
monly attributed with content-clauses contain- 

ing ‘arthritis’ in oblique occurrence. He lacks 
the occurrent thoughts or beliefs that he has ar- 

thritis in the thigh, that he has had arthritis for 

years, that stiffening joints and various sorts of 
aches are symptoms of arthritis, that his father 
had arthritis, and so on. 

We suppose that in the counterfactual case we 

cannot correctly ascribe any content-clause 

containing an oblique occurrence of the term 

‘arthritis.’ It is hard to see how the patient could 

have picked up the notion of arthritis. The word 

‘arthritis’ in the counterfactual community does 

not mean arthritis. It does not apply only to in- 

flammations of the joints. We suppose that no 

other word in the patient’s repertoire means 

arthritis. ‘Arthritis,’ in the counterfactual situa- 
tion, differs both in dictionary definition and in 

extension from ‘arthritis’ as we use it. Our as- 

criptions of content-clauses to the patient (and 

ascriptions within his community) would not 

constitute attributions of the same contents we 
actually attribute. For counterpart expressions 

in the content clauses that are actually counter- 

factually ascribable are not even extensionally 
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equivalent. However we describe the patient’s 

attitudes in the counterfactual situation, it 

will not be with a term or phrase extension- 

ally equivalent with ‘arthritis.’ So the patient’s 

counterfactual-attitudes contents differ from his 

actual ones. 
The upshot of these reflections is that the pa- 

tient’s mental contents differ while his entire 

physical and nonintentional mental histories, 

considered in isolation from their social context, 

remain the same. (We could have supposed that 

he dropped dead at the time he first expressed 

his fear to the doctor.) The differences seem to 

stem from differences ‘outside’ the patient con- 

sidered as an isolated physical organism, causal 

mechanism, or seat of consciousness. The dif- 

ference in his mental contents is attributable to 

differences in his social environment. In sum, 

the patient’s internal qualitative experiences, 

his physiological states and events, his behav- 

iorally described stimuli and responses, his dis- 

positions to behave, and whatever sequences 

of states (nonintentionally described) mediated 

his input and output—all these remain constant, 

while his attitude contents differ, even in the 

extensions of counterpart notions. As we ob- 

served at the outset, such differences are ordi- 

narily taken to spell differences in mental states 

and events. 

llb. Further Exemplifications 

The argument has an extremely wide applica- 

tion. It does not depend, for example, on the 

kind of word ‘arthritis’ is. We could have used 

an artifact term, an ordinary natural-kind word, 

a color adjective, a social-role term, a term for 

a historical style, an abstract noun, an action 

verb, a physical-movement verb, or any of vari- 

ous other sorts of words. I prefer to leave open 

precisely how far one can generalize the argu- 

ment. But I think it has a very wide scope. The 

argument can get under way in any case where 

it is intuitively possible to attribute a mental 

state or event whose content involves a notion 

that the subject incompletely understands. As 

will become clear, this possibility is the key to 

the thought experiment. I want to give a more 
concrete sense of the possibility before going 
further. 

It is useful to reflect on the number and va- 
riety of intuitively clear cases in which it is 
normal to attribute a content that the subject in- 
completely understands. One need only thumb 
through a dictionary for an hour or so to develop 
a sense of the extent to which one’s beliefs are 
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infected by incomplete understanding.! The 

phenomenon is rampant in our pluralistic age. 

(a.) Most cases of incomplete understand- 

ing that support the thought experiment will 

be fairly idiosyncratic. There is a reason for 

this. Common linguistic errors, if entrenched, 

tend to become common usage. But a generally 

competent speaker is bound to have numerous 

words in his repertoire, possibly even common 

words, that he somewhat misconstrues. Many 

of these misconstruals will not be such as to de- 
flect ordinary ascriptions of that-clauses involv- 

ing the incompletely mastered term in oblique 

occurrence. For example, one can imagine a 

generally competent, rational adult having a 

large number of attitudes involving the notion 

of sofa—including beliefs that those (some 

sofas) are sofas, that some sofas are beige, that 

his neighbors have a new sofa, that he would 

rather sit in a sofa for an hour than on a church 

pew. In addition, he might think that sufficiently 

broad (but single-seat) overstuffed armchairs 

are sofas. With care, one can develop a thought 

experiment parallel to the one in section Ila, 

in which at least some of the person’s attitude 

contents (particularly, in this case, contents of 

occurrent mental events) differ, while his physi- 

cal history, dispositions to behavior, and phe- 

nomenal experience—non-intentionally and 

asocially described—remain the same. 

(b.) Although most relevant misconstru- 

als are fairly idiosyncratic, there do seem to 

be certain types of error which are relatively 

common—but not so common and uniform as 

to suggest that the relevant terms take on new 

sense. Much of our vocabulary is taken over 

from others who, being specialists, understand 

our terms better than we do.” The use of scien- 

tific terms by laymen is a rich source of cases. 

As the arthritis example illustrates, the thought 

experiment does not depend on specially tech- 

nical terms. I shall leave it to the imagination 

of the reader to spin out further examples of 

this sort. 
(c.) One need not look to the laymen’s ac- 

quisitions from science for examples. People 

used to buying beef brisket in stores or order- 

ing it in restaurants (and conversant with it in a 

general way) probably often develop mistaken 

beliefs (or uncertainties) about just what bris- 

ket is. For example, one might think that brisket 

is a cut from the flank or rump, or that it in- 

cludes not only the lower part of the chest but 

also the upper part, or that it is specifically a cut 

of beef and not of, say, pork. No one hesitates 

to ascribe to such people content-clauses with 

499 

‘brisket’ in oblique occurrence. For example, 

a person may believe that he is eating brisket 

under these circumstances (where ‘brisket’ 

occurs in oblique position); or he may think that 

brisket tends to be tougher than loin. Some of 

these attitudes may be false; many will be true. 

We can imagine a counterfactual case in which 

the person’s physical history, his dispositions, 

and his nonintentional mental life, are all the 

same, but in which ‘brisket’ is commonly ap- 

plied in a different way—perhaps in precisely 

the way the person thinks it applies. For exam- 

ple, it might apply only to beef and to the upper 

and lower parts of the chest. In such a case, as 

in the sofa and arthritis cases, it would seem 

that the person would (or might) lack some or 

all of the propositional attitudes that are actu- 

ally attributed with content clauses involving 

‘brisket’ in oblique position. 

(d.) Someone only generally versed in music 

history, or superficially acquainted with a few 

drawings of musical instruments, might natu- 

rally but mistakenly come to think that clavi- 

chords included harpsichords without legs. 

He may have many other beliefs involving the 

notion of clavichord, and many of these may be 

true. Again, with some care, a relevant thought 

experiment can be generated. 

(e.) A fairly common mistake among 

lawyers’ clients is to think that one cannot have 

a contract with someone unless there has been 

a written agreement. The client might be clear 

in intending ‘contract’ (in the relevant sense) 

to apply to agreements, not to pieces of paper. 

Yet he may take it as part of the meaning of 

the word, or the essence of law, that a piece 

of formal writing is a necessary condition for 

establishing a contract. His only experiences 

with contracts might have involved formal 

documents, and he undergeneralizes. It is not 

terribly important here whether one says that 
the client misunderstands the term’s meaning, 

or alternatively that the client makes a mistake 

about the essence of contracts. In either case, he 

misconceives what a contract is, yet ascriptions 

involving the term in oblique position are made 

anyway. 
It is worth emphasizing here that I intend the 

misconception to involve the subject’s attach- 

ing counterfactual consequences to his mis- 

taken belief about contracts. Let me elaborate 

this a bit. A common dictionary definition of 

‘contract’ is ‘legally binding agreement.’ As 

I am imagining the case, the client does not ex- 

plicitly define ‘contract’ to himself in this way 
(though he might use this phrase in explicating 
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the term). And he is not merely making a mis- 

take about what the law happens to enforce. If 

asked why unwritten agreements are not con- 

tracts, he is likely to say something like, “They 

just aren’t’ or ‘It is part of the nature of the law 

and legal practice that they have no force.’ He 

is not disposed without prodding to answer, 

‘It would be possible but impractical to give 

unwritten agreements legal force.’ He might 

concede this. But he would add that such agree- 

ments would not be contracts. He regards a 

document as inseparable from contractual ob- 

ligation, regardless of whether he takes this to 

be a matter of meaning or a metaphysical es- 

sentialist truth about contracts. 

Needless to say, these niceties are philoso- 

phers’ distinctions. They are not something an 

ordinary man is likely to have strong opinions 

about. My point is that the thought experiment 

is independent of these distinctions. It does 

not depend on misunderstandings of diction- 

ary meaning. One might say that the client un- 

derstood the term’s dictionary meaning, but 

misunderstood its essential application in the 

law—misconceived the nature of contracts. The 

thought experiment still flies. In a counterfac- 

tual case in which the law enforces both writ- 

ten and unwritten agreements and in which the 

subject’s behavior and so forth are the same, but 

in which ‘contract’ means ‘legally binding agree- 

ment based on written document,’ we would not 

attribute to him a mistaken belief that a contract 

requires written agreement, although the lawyer 

might have to point out that there are other legally 

binding agreements that do not require docu- 

ments. Similarly, the client’s other propositional 

attitudes would no longer involve the notion of 

contract, but another more restricted notion. 

(f.) People sometimes make mistakes about 

color ranges. They may correctly apply a color 

term to a certain color, but also mistakenly 

apply it to shades of a neighboring color. When 

asked to explain the color term, they cite the 

standard cases (for ‘red,’ the color of blood, 

fire engines, and so forth). But they apply the 

term somewhat beyond its conventionally es- 

tablished range—beyond the reach of its vague 

borders. They think that fire engines, including 

that one, are red. They observe that red roses 

are covering the trellis. But they also think that 

those things are a shade of red (whereas they 

are not). Second looks do not change their opin- 

ion. But they give in when other speakers confi- 

dently correct them in unison. 

This case extends the point of the contract 

example. The error is linguistic or conceptual 
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in something like the way that the shopper’s 

mistake involving the notion of brisket is. It is 

not an ordinary empirical error. But one may 

reasonably doubt that the subjects misunder- 

stand the dictionary meaning of the color term. 

Holding their nonintentional phenomenal expe- 

rience, physical history, and behavioral disposi- 

tions constant, we can imagine that ‘red’ were 

applied as they mistakenly apply it. In such 

cases, we would no longer ascribe content- 

clauses involving the term ‘red’ in oblique posi- 

tion. The attribution of the correct beliefs about 

fire engines and roses would be no less affected 

than the attribution of the beliefs that, in the 

actual case, display the misapplication. Cases 

bearing out the latter point are common in an- 

thropological reports on communities whose 

color terms do not match ours. Attributions of 

content typically allow for the differences in 

conventionally established color ranges. 

Here is not the place to refine our rough dis- 

tinctions among the various kinds of miscon- 

ceptions that serve the thought experiment. Our 

philosophical purposes do not depend on how 

these distinctions are drawn. Still, it is impor- 

tant to see what an array of conceptual errors is 

common among us. And it is important to note 

that such errors do not always or automatically 

prevent attribution of mental content provided 

by the very terms that are incompletely under- 

stood or misapplied. The thought experiment is 

nourished by this aspect of common practice. 

llc. Expansion and Delineation of the 
Thought Experiment 

As I have tried to suggest in the preceding ex- 

amples, the relevant attributions in the first step 

of the thought experiment need not display the 

subject’s error. They may be attributions of a 

true content. We can begin with a proposi- 

tional attitude that involved the misconceived 

notion, but in a true, unproblematic application 

of it: for example, the patient’s belief that he, 

like his father, developed arthritis in the ankles 

and wrists at age 58 (where ‘arthritis’ occurs 
obliquely). 

One need not even rely on an underlying mis- 

conception in the thought experiment. One may 

pick a case in which the subject only partially 

understands an expression. He may apply it 
firmly and correctly in a range of cases, but be 
unclear or agnostic about certain of its appli- 
cations or implications which, in fact, are fully 
established in common practice. Most of the ex- 
amples we gave previously can be reinterpreted 
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in this way. To take a new one, imagine that 

our protagonist is unsure whether his father has 

mortgages on the car and the house, or just one 

on the house. He is a little uncertain about ex- 

actly how the loan and collateral must be ar- 

ranged in order for there to be a mortgage, and 

he is not clear about whether one may have 

mortgages on anything other than houses. He 

is sure, however, that Uncle Harry paid off his 

mortgage. Imagine our man constant in the ways 

previously indicated and that ‘mortgage’ com- 

monly applied only to mortgages on houses. 

But imagine banking practices themselves to be 

the same. Then the subject’s uncertainty would 

plausibly not involve the notion of mortgage. 

Nor would his other propositional attitudes be 

correctly attributed with the term ‘mortgage’ 

in oblique position. Partial understanding is as 

good as misunderstanding for our purposes. 

On the other hand, the thought experiment 

does appear to depend on the possibility of some- 

one’s having a propositional attitude despite an 

incomplete mastery of some notion in its con- 

tent. To see why this appears to be so, let us try 

to run through a thought experiment, attempt- 

ing to avoid any imputation of incomplete un- 

derstanding. Suppose the subject thinks falsely 

that all swans are white. One can certainly hold 

the features of swans and the subject’s nonin- 

tentional phenomenal experience, physical his- 

tory, and nonintentional dispositions constant, 

and imagine that ‘swan’ meant ‘white swan’ 

(and perhaps some other term, unfamiliar to the 

subject, meant what ‘swan’ means). Could one 

reasonably interpret the subject as having dif- 

ferent attitude contents without at some point 

invoking a misconception? The questions to 

be asked here are about the subject’s disposi- 

tions. For example, in the actual case, if he were 

shown a black swan and told that he was wrong, 

would he fairly naturally concede his mistake? 

Or would he respond, ‘I’m doubtful that that’s a 

swan’ until we brought in dictionaries, encyclo- 

pedias, and other native speakers to correct his 

usage? In the latter case, his understanding of 

‘swan’ would be deviant. Suppose then that in 

the actual situation he would respond normally 

to the counterexample. Then there is reason 

to say that he understands the notion of swan 

correctly: and his error is not conceptual or lin- 

guistic, but empirical in an ordinary and narrow 

sense. (Of course, the line we are drawing here 

is pretty fuzzy.) When one comes to the coun- 

terfactual stage of the thought experiment, the 

subject has the same dispositions to respond 

pliably to the presentation of a black specimen. 
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But such a response would suggest a misunder- 

standing of the term ‘swan’ as counterfactually 

used. For in the counterfactual community what 

they call ‘swans’ could not fail to be white. The 

mere presentation of a black swan would be ir- 

relevant to the definitional truth ‘All swans are 

white.’ I have not set this case up as an example 

of the thought experiment’s going through. 

Rather I have used it to support the conjecture 

that if the thought experiment is to work, one 

must at some stage find the subject believing 

(or having some attitude characterized by) a 

content, despite an incomplete understanding 

or misapplication. An ordinary empirical error 

appears not to be sufficient. 

It would be a mistake, however, to think that 

incomplete understanding, in the sense that the 

argument requires, is in general an unusual or 

even deviant phenomenon. What I have called 

‘partial understanding’ is common or even 

normal in the case of a large number of ex- 

pressions in our vocabularies. ‘Arthritis’ is a 

case in point. Even if by the grace of circum- 

stance a person does not fall into views that run 

counter to the term’s meaning or application, 

it would not be the least deviant or ‘socially 

unacceptable’ to have no clear attitude that 

would block such views. ‘Brisket,’ ‘contract,’ 

‘recession, ‘sonata,’ ‘deer,’ ‘elm’ (to borrow 

a well-known example), ‘ore-amplifier,’ ‘car- 

buretor,’ ‘gothic,’ ‘fermentation’ probably 

provide analogous cases. Continuing the list is 

largely a matter of patience. The sort of ‘incom- 

plete understanding’ required by the thought 

experiment includes quite ordinary, nondeviant 

phenomena. 

It is worth remarking that the thought ex- 

periment as originally presented might be run 

in reverse. The idea would be to start with an 

ordinary belief or thought involving no incom- 

plete understanding. Then we find the incom- 

plete understanding in the second step. For 

example, properly understanding ‘arthritis,’ 

a patient may think (correctly) that he has ar- 

thritis. He happens to have heard of arthritis 

only occurring in joints, and he correctly be- 

lieves that that is where arthritis always occurs. 

Holding his physical history, dispositions, 

and pain constant, we imagine that ‘arthri- 

tis’ commonly applies to rheumatoid ailments 

of all sorts. Arthritis has not been singled out 

for special mention. If a patient were told by 

a doctor ‘You also have arthritis in the thigh,’ 

the patient would be disposed (as he is in the 

actual case) to respond, ‘Really? I didn’t know 

that one could have arthritis except in joints.’ 
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The doctor would answer, ‘No, arthritis occurs 

in muscles, tendons, bursas, and elsewhere.’ 

The patient would stand corrected. The notion 

that the doctor and patient would be operating 

with in such a case would not be that of arthritis. 

My reasons for not having originally set out 

the thought experiment in this way are largely 

heuristic. As will be seen, discussion of the 

thought experiment will tend to center on the 

step involving incomplete understanding. And I 

wanted to encourage you, dear reader, to imag- 

ine actual cases of incomplete understanding 

in your own linguistic community. Ordinary 

intuitions in the domestic case are perhaps less 

subject to premature warping in the interests 

of theory. Cases involving not only mental- 

content attribution, but also translation of a for- 

eign tongue, are more vulnerable to intrusion of 

side issues. 
A secondary reason for not beginning with 

this ‘reversed’ version of the thought ex- 

periment is that I find it doubtful whether the 

thought experiment always works in symmetric 

fashion. There may be special intuitive prob- 

lems in certain cases—perhaps, for example, 

cases involving perceptual natural kinds. We 

may give special interpretations to individual 

misconceptions in imagined foreign communi- 

ties, when those misconceptions seem to match 

our conceptions. In other words, there may be 

some systematic, intuitive bias in favor of at 

least certain of our notions for purposes of in- 

terpreting the misconceptions of imagined for- 

eigners. I do not want to explore the point here. 

I think that any such bias is not always crucial, 

and that the thought experiment frequently 

works ‘symmetrically.’ We have to take ac- 

count of a person’s community in interpreting 

his words and describing his attitudes—and this 

holds in the foreign case as well as in the do- 

mestic case. 

The reversal of the thought experiment 

brings home the important point that even those 

propositional attitudes not infected by incom- 

plete understanding depend for their content 

on social factors that are independent of the 

individual, asocially and non-intentionally de- 

scribed. For if the social environment has been 

appropriately different, the contents of those at- 
titudes would have been different. 

Even apart from reversals of the thought 

experiment, it is plausible (in the light of its 

original versions) that our well-understood 

propositional attitudes depend partly for their 

content on social factors independent of the 

individual, asocially and nonintentionally 
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construed. For each of us can reason as follows. 

Take a set of attitudes that involve a given 

notion and whose contents are well-understood 

by me. It is only contingent that I understand 
that notion as well as I do. Now holding my 

community’s practices constant, imagine that 

I understand the given notion incompletely, but 

that the deficient understanding is such that it 

does not prevent my having attitude contents 

involving that notion. In fact, imagine that 

I am in the situation envisaged in the first step 

of one of the original thought experiments. In 

such a case, a proper subset of the original set 

of my actual attitude contents would, or might, 

remain the same—intuitively, at least those of 

my actual attitudes whose justification or point 

is untouched by my imagined deficient un- 

derstanding. (In the arthritis case, an example 

would be a true belief that many old people 

have arthritis.) These attitude contents remain 

constant despite the fact that my understanding, 

inference patterns, behavior, dispositions, and 

so on would in important ways be different and 

partly inappropriate to applications of the given 

notion. What is it that enables these unaffected 

contents to remain applications of the relevant 

notion? It is not just that my understanding, 

inference patterns, behavior, and so forth are 

enough like my actual understanding, inference 

patterns, behavior, and so forth. For if commu- 

nal practice had also varied so as to apply the 

relevant notion as I am imagining I misapply 
it, then my attitude contents would not involve 

the relevant notion at all. This argument sug- 

gests that communal practice is a factor (in 

addition to my understanding, inference pat- 

terns, and perhaps behavior, physical activity, 

and other features) in fixing the contents of my 

attitudes—even in cases where I fully under- 
stand the content. 

lid. Independence from Factive-Verb and 
Indexical-Reference Paradigms 

The thought experiment does not play on 

psychological ‘success’ verbs or ‘factive’ 

verbs—verbs like ‘know,’ ‘regret,’ ‘realize,’ 

‘remember,’ ‘foresee,’ ‘perceive.’ This point is 
important for our purposes because such verbs 
suggest an easy and clear-cut distinction be- 
tween the contribution of the individual subject 
and the object, ‘veridical’ contribution of the 
environment to making the verbs applicable. 
(Actually the matter becomes more compli- 
cated on reflection, but we shall stay with the 
simple cases.) When a person knows that snow 
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is common in Greenland, his knowledge obvi- 

ously depends on more than the way the person 

is; it depends on there actually being a lot of 

snow in Greenland. His mental state (belief 

that snow is common in Greenland) must be 

successful in a certain way (true). By chang- 

ing the environment, one could change the 

truth value of the content, so that the subject 

could no longer be said to know the content. It 

is part of the burden of our argument that even 

intentional mental states of the individual like 

beliefs, which carry no implication of veridical- 

ity or success, cannot be understood by focus- 

ing purely on the individual’s acts, dispositions, 

and ‘inner’ goings-on. 

The thought experiment also does not rest on 

the phenomenon of indexicality, or on de re at- 

titudes, in any direct way. When Alfred refers 

to an apple, saying to himself “That is whole- 

some,’ what he refers to depends not just on 

the content of what he says or thinks, but on 

what apple is before him. Without altering the 

meaning of Alfred’s utterance, the nature of his 

perceptual experiences, or his physical acts or 

dispositions, we could conceive an exchange of 

the actual apple for another one that is indis- 

tinguishable to Alfred. We would thereby con- 

ceive him as referring to something different 

and even as saying something with a different 

truth value. 

This rather obvious point about indexical- 

ity has come to be seen as providing a model 

for understanding a certain range of mental 

states or events—de re attitudes. The precise 

characterization of this range is no simple 

philosophical task. But the clearest cases in- 

volve nonobliquely occurring terms in content 

clauses. When we say that Bertrand thinks of 

some water that it would not slake his thirst 

(where ‘water’ occurs in purely nonoblique po- 

sition), we attribute a de re belief to Bertrand. 

We assume that Bertrand has something like 

an indexical relation to the water. The fact that 

Bertrand believes something of some water, 

rather than of a portion of some other liquid that 

is indistinguishable to him, depends partly on 

the fact that it is water to which Bertrand is con- 

textually, ‘indexically’ related. For intuitively 

we could have exchanged the liquids without 

changing Bertrand and thereby changed what 

Bertrand believed his belief content of—and 

even whether his belief was true of it.’ It is 
easy to interpret such cases by holding that 

the subject’s mental states and contents (with 

allowances for brute differences in the contexts 

in which he applies those contents) remain the 
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same. The differences in the situations do not 

pertain in any fundamental way to the subject’s 

mind or the nature of his mental content, but to 

how his mind or content is related to the world. 

It seems to me clear that the thought experi- 

ment need not rely on de re attitudes at all. The 

subject need not have entered into special en 

rapport or quasi-indexical relations with ob- 

jects that the misunderstood term applies to in 

order for the argument to work. We can appeal 

to attitudes that would usually be regarded as 

paradigmatic cases of de dicto, nonindexical, 

non-de-re mental attitudes or events. The pri- 

mary mistake in the contract example is one 

such, but we could choose others to suit the 

reader’s taste. To insist that such attitudes must 

all be indexically infected of de re would, I 

think, be to trivialize and emasculate these no- 

tions, making nearly all attitudes de re. All de 

dicto attitudes presuppose de re attitudes. But it 

does not follow that indexical or de re elements 

survive in every attitude (cf. notes 2 and 3). 

I shall not, however, argue this point here. 

The claim that is crucial is not that our argu- 

ment does not fix on de re attitudes. It is, rather, 

that the social differences between the actual 

and counterfactual situations affect the content 

of the subject’s attitudes. That is, the difference 

affects standard cases of obliquely occurring, 

cognitive-content-conveying expressions in 

content-clauses. For example, still with his mis- 

understanding, the subject might think that this 

(referring to his disease in his hands) is arthritis. 

Or he might think de re of the disease in his 

ankle or of the disease in his thigh that his arthri- 

tis is painful. It does not really matter whether 

the relevant attitude is de re or purely de dicto. 

What is crucial to our argument is that the oc- 

currence of ‘arthritis’ is oblique and contributes 

to a characterization of the subject’s mental 

content. One might even hold, implausibly 

I think, that all the subject’s attitudes involving 

the notion of arthritis are de re, that ‘arthritis’ in 

that-clauses indexically picks out the property 

of being arthritis, or something like that. The 

fact remains that the term occurs obliquely in 

the relevant cases and serves in characterizing 

the dicta or contents of the subject’s attitudes. 

The thought experiment exploits this fact. 

Approaches to the mental that I shall later 

criticize as excessively individualistic tend to 

assimilate environmental aspects of mental 

phenomena to either the factive-verb or 

indexical-reference paradigm (cf. note 2). This 

sort of assimilation suggests that one might 

maintain a relatively clear-cut distinction 
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between extramental and mental aspects of 

mentalistic attributions. And it may encourage 

the idea that the distinctively mental aspects 

can be understood fundamentally in terms of 

the individual’s abilities, dispositions, states, 

and so forth, considered in isolation from his 
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social surroundings. Our argument undermines 

this later suggestion. Social content infects even 

the distinctively mental features of mentalistic 

attributions. No man’s intentional mental phe- 

nomena are insular. Every man is a piece of the 

social continent, a part of the social main. .. . 

NOTES 

1. Our examples suggest points about learning that 

need exploration. It would seem naive to think 

that we first attain a mastery of expressions or no- 
tions we use and then tackle the subject matters we 

speak and think about in using those expressions 
or notions. In most cases, the processes overlap. 

But while the subject’s understanding is still par- 

tial, we sometimes attribute mental contents in the 
very terms the subject has yet to master. Traditional 
views take mastering a word to consist in match- 

ing it with an already mastered (or innate) concept. 

But it would seem, rather, that many concepts (or 

mental content components) are like words in that 

they may be employed before they are mastered. In 

both cases, employment appears to be an integral 

part of the process of mastery. 

2. A development of a similar theme may be found in 

Hilary Putnam’s notion of a division of linguistic 
labor [cf. “The Meaning of ‘Meaning,” Philosophical 

Papers 2 (London: Cambridge University Press, 
1975), pp. 227 ff.]. Putnam’s imaginative work is in 

other ways congenial with points I have developed. 
Some of his examples can be adapted in fairly obvi- 

ous ways so as to give an argument with different 

premises, but a conclusion complementary to the one 

I arrive at in Section Ila: 
Consider Alfred’s belief contents involving the 

notion of water. Without changing Alfred’s (or 
his fellows’) nonintentional phenomenal experi- 
ences, internal physical occurrences, or dispositions 

to respond to stimuli on sensory surfaces, we can 

imagine that not water (H,O), but a different liquid 

with different structure but similar macro-properties 

(and identical phenomenal properties) played the 
role in his environment that water does in ours. In 
such a case, we could ascribe no content clauses to 

Alfred with ‘water’ in oblique position. His belief 

contents would differ. The conclusion (with which I 
am in sympathy) is that mental contents are affected 

not only by the physical and qualitatively mental 
way the person is, but by the nature of his physical 
environment. 

Putnam himself does not give quite this argu- 

ment. He nowhere states the first and third steps, 

though he gives analogs of them for the meaning of 
‘water.’ This is partly just a result of his concentra- 

tion on meaning instead of propositional attitudes. 
But some of what he says even seems to oppose 
the argument’s conclusion. He remarks in effect 
that the subject’s thoughts remain constant between 
his actual and counterfactual cases (p. 224). In his 

own argument he explicates the difference between 
actual and counterfactual cases in terms of a dif- 
ference in the extension of term, not a difference 
in those aspects of their meaning that play a role 
in the cognitive life of the subject. And he tries to 

explicate his examples in terms of indexicality—a 

mistake, I think, and one that tends to divert atten- 
tion from major implications of the examples he 
gives (cf. Section Id). In my view, the examples 
do illustrate the fact that all attitudes involving 

natural-kind notions, including de dicto attitudes, 

presuppose de re attitudes. But the examples do not 
show that natural-kind linguistic expressions are in 
any ordinary sense indexical. Nor do they show that 

beliefs involving natural-kind notions are always de 
re. Even if they did, the change from actual to coun- 

terfactual cases would affect oblique occurrences 
of natural-kind terms in that-clauses—occurrences 
that are the key to attributions of cognitive content 
(cf. above and note 3). In the cited paper and ear- 
lier ones, much of what Putnam says about psycho- 
logical states (and implies about mental states) has 

a distinctly individualistic ring. Below in Section 
IV (not reprinted here—ed.), I criticize viewpoints 

about mental phenomena influenced by and at least 

strongly suggested in his earlier work on functional- 
ism [cf. note 9 (not reprinted here—ed. )]. 

On the other hand, Putnam’s articulation of 
social and environmental aspects of the meaning of 
natural-kind terms complements and supplements 

our viewpoint. For me, it has been a rich rewarder of 
reflection. More recent work of his seems to involve 
shifts in his viewpoint on psychological states. It 
may have somewhat more in common with our ap- 
proach than the earlier work, but there is much that I 
do not understand about it. 

The argument regarding the notion of water that 

I extracted from Putnam’s paper is narrower in 
scope than our argument. The Putnam-derived ar- 
gument seems to work only for natural-kind terms 
and close relatives. And it may seem not to provide 
as direct a threat to certain versions of functional- 
ism that I discuss in Section IV: At least a few phi- 
losophers would claim that one could accommodate 
the Putnamian argument in terms of nonintentional 

formulations of input-output relations (formula- 

tions that make reference to the specific nature of 
the physical environment). Our argument does not 
submit to this maneuver. In our thought experiment, 
the physical environment (sofas, arthritis, and so 
forth in our examples) and the subject’s causal rela- 

tions with it (at least as these are usually conceived) 

were held constant. The Putnamian argument, how- 

ever, has fascinatingly different implications from 
our argument. I have not developed these compari- 
sons and contrasts here because doing justice to 
Putnam’s viewpoint would demand a distracting 
amount of space, as the ample girth of this footnote 
may suggest. 

3. I have discussed de re mental phenomena in 
“Belief De Re,” Journal of Philosophy 74 (1977): 
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pp. 338-62. There I argue that all attitudes with 
content presuppose de re attitudes. Our discussion 

here may be seen as bearing on the details of this 
presupposition. But for reasons I merely sketch in 
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the next paragraph, I think it would be a superficial 

viewpoint that tried to utilize our present argument 

to support the view that nearly all intentional mental 

phenomena are covertly indexical or de re. 

The Extended Mind 

Andy Clark and David J. Chalmers’ 

1. Introduction 

Where does the mind stop and the rest of the 

world begin? The question invites two standard 

replies. Some accept the demarcations of skin 

and skull, and say that what is outside the body 

is Outside the mind. Others are impressed by 

arguments suggesting that the meaning of our 

words ‘just ain’t in the head,’ and hold that this 

externalism about meaning carries over into an 

externalism about mind. We propose to pursue 

a third position. We advocate a very differ- 

ent sort of externalism: an active externalism, 

based on the active role of the environment in 

driving cognitive processes. 

2. Extended Cognition 

Consider three cases of human problem-solving: 

1. A person sits in front of a computer 

screen which displays images of various 

two-dimensional geometric shapes and is 

asked to answer questions concerning the 

potential fit of such shapes into depicted 

‘sockets.’ To assess fit, the person must 

mentally rotate the shapes to align them 

with the sockets. 

2. A person sits in front of a similar computer 

screen, but this time can choose either to 

physically rotate the image on the screen, 

by pressing a rotate button, or to mentally 

rotate the image as before. We can also 

suppose, not unrealistically, that some 

speed advantage accrues to the physical 

rotation operation. 

3. Sometime in the cyberpunk future, a person 

sits in front of a similar computer screen. 

This agent, however, has the benefit of a 

neural implant which can perform the ro- 

tation operation as fast as the computer in 

the previous example. The agent must still 

choose which internal resource to use (the 

implant or the good old-fashioned mental 

rotation), as each resource makes different 

demands on attention and other concurrent 

brain activity. 

How much cognition is present in these cases? 

We suggest that all three cases are similar. Case 

(3) with the neural implant seems clearly to be 

on a par with case (1). And case (2) with the 

rotation button displays the same sort of com- 

putational structure as case (3), although it is 

distributed across agent and computer instead 

of internalized within the agent. If the rotation 

in case (3) is cognitive, by what right do we 

count case (2) as fundamentally different? We 

cannot simply point to the skin/skull bound- 

ary as justification, since the legitimacy of that 

boundary is precisely what is at issue. But noth- 

ing else seems different. 

The kind of case just described is by no means 

as exotic as it may at first appear. It is not just 

the presence of advanced external computing 

resources which raises the issue, but rather the 

general tendency of human reasoners to lean 

heavily on environmental supports. Thus con- 

sider the use of pen and paper to perform long 

multiplication (McClelland et al. 1986, Clark 

1989), the use of physical re-arrangements of 

letter tiles to prompt word recall in Scrabble 

(Kirsh 1995), the use of instruments such as 

the nautical slide rule (Hutchins 1995), and 

the general paraphernalia of language, books, 

diagrams, and culture. In all these cases the 

From Analysis 58 (1998): pp. 10-23. Reprinted with permission of the authors. 
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individual brain performs some operations, 

while others are delegated to manipulations of 

external media. Had our brains been different, 

this distribution of tasks would doubtless have 

varied. 
In fact, even the mental rotation cases de- 

scribed in scenarios (1) and (2) are real. The 

cases reflect options available to players of the 

computer game Tetris. In Tetris, falling geo- 

metric shapes must be rapidly directed into an 

appropriate slot in an emerging structure. A ro- 

tation button can be used. David Kirsh and Paul 

Maglio 1994 calculate that the physical rotation 

of a shape through 90 degrees takes about 100 

milliseconds, plus about 200 milliseconds to 

select the button. To achieve the same result by 

mental rotation takes about 1,000 milliseconds. 

Kirsh and Maglio go on to present compelling 

evidence that physical rotation is used not just 

to position a shape ready to fit a slot, but often 

to help determine whether the shape and the slot 

are compatible. The latter use constitutes a case 

of what Kirsh and Maglio call an ‘epistemic 

action.’ Epistemic actions alter the world so as 

to aid and augment cognitive processes such as 

recognition and search. Merely pragmatic ac- 

tions, by contrast, alter the world because some 

physical change is desirable for its own sake 

(e.g., putting cement into a hole in a dam). 

Epistemic action, we suggest, demands 

spread of epistemic credit. If, as we confront 

some task, a part of the world functions as a 

process which, were it done in the head, we 

would have no hesitation in recognizing as part 

of the cognitive process, then that part of the 

world is (so we claim) part of the cognitive pro- 

cess. Cognitive processes ain’t (all) in the head! 

3. Active Externalism 

In these cases, the human organism is linked 

with an external entity in a two-way interac- 

tion, creating a coupled system that can be seen 

as a cognitive system in its own right. All the 

components in the system play an active causal 

role, and they jointly govern behavior in the 

same sort of way that cognition usually does. 

If we remove the external component the sys- 

tem’s behavioral competence will drop, just as 

it would if we removed part of its brain. Our 

thesis is that this sort of coupled process counts 

equally well as a cognitive process, whether or 
not it is wholly in the head. 

This externalism differs greatly from stan- 
dard variety advocated by Putnam 1975 and 
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Burge 1979. When I believe that water is wet 

and my twin believes that twin water is wet, the 

external features responsible for the difference 

in our beliefs are distal and historical, at the 

other end of a lengthy causal chain. Features of 

the present are not relevant: if I happen to be 

surrounded by XYZ right now (maybe I have 

teleported to Twin Earth), my beliefs still con- 
cern standard water, because of my history. In 

these cases, the relevant external features are 

passive. Because of their distal nature, they 

play no role in driving the cognitive process in 

the here-and-now. This is reflected by the fact 

that the actions performed by me and my twin 

are physically indistinguishable, despite our ex- 

ternal differences. 

In the cases we describe, by contrast, the rel- 

evant external features are active, playing a cru- 

cial role in the here-and-now. Because they are 

coupled with the human organism, they have 

a direct impact on the organism and on its be- 

havior. In these cases, the relevant parts of the 

world are in the loop, not dangling at the other 

end of a long causal chain. Concentrating on 

this sort of coupling leads us to an active exter- 

nalism, as opposed to the passive externalism of 

Putnam and Burge. 

Many have complained that even if Putnam 

and Burge are right about the externality of con- 

tent, it is not clear that these external aspects 

play a causal or explanatory role in the genera- 

tion of action. In counterfactual cases where 

internal structure is held constant but these 

external features are changed, behavior looks 

just the same; so internal structure seems to be 

doing the crucial work. We will not adjudicate 

that issue here, but we note that active external- 

ism is not threatened by any such problem. The 

external features in a coupled system play an 

ineliminable role—if we retain internal struc- 
ture but change the external features, behavior 

may change completely. The external features 

here are just as causally relevant as typical in- 
ternal features of the brain.’ 

By embracing an active externalism, we 

allow a more natural explanation of all sorts of 

actions. One can explain my choice of words 

in Scrabble, for example, as the outcome of 

an extended cognitive process involving the 
rearrangement of tiles on my tray. Of course, 
one could always try to explain my action in 
terms of internal processes and a long series 
of ‘inputs’ and ‘actions,’ but this explanation 
would be needlessly complex. If an isomor- 
phic process were going on in the head, we 
would feel no urge to characterize it in this 
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cumbersome way.’ In a very real sense, the re- 

arrangement of tiles on the tray is not part of 

action; it is part of thought. 

The view we advocate here is reflected by a 

growing body of research in cognitive science. 

In areas as diverse as the theory of situated cog- 

nition (Suchman 1987), studies of real-world- 

robotics (Beer 1989), dynamical approaches to 

child development (Thelen and Smith 1994), 

and research on the cognitive properties of col- 

lectives of agents (Hutchins 1995), cognition 

is often taken to be continuous with processes 

in the environment.* Thus, in seeing cogni- 

tion as extended one is not merely making a 

terminological decision; it makes a significant 

difference to the methodology of scientific in- 

vestigation. In effect, explanatory methods that 

might once have been thought appropriate only 

for the analysis of ‘inner’ processes are now 

being adapted for the study of the outer, and 

there is promise that our understanding of cog- 

nition will become richer for it. 

Some find this sort of externalism unpalat- 

able. One reason may be that many identify 

the cognitive with the conscious, and it seems 

far from plausible that consciousness extends 

outside the head in these cases. But not every 

cognitive process, at least on standard usage, 

is a conscious process. It is widely accepted 

that all sorts of processes beyond the borders 

of consciousness play a crucial role in cogni- 

tive processing: in the retrieval of memories, 

linguistic processes, and skill acquisition, for ex- 

ample. So the mere fact that external processes 

are external where consciousness is internal is no 

reason to deny that those processes are cognitive. 

More interestingly, one might argue that 

what keeps real cognition processes in the head 

is the requirement that cognitive processes be 

portable. Here, we are moved by a vision of 

what might be called the Naked Mind: a pack- 

age of resources and operations we can always 

bring to bear on a cognitive task, regardless of 

the local environment. On this view, the trouble 

with coupled systems is that they are too easily 

decoupled. The true cognitive processes are 

those that lie at the constant core of the system; 

anything else is an add-on extra. 
There is something to this objection. The 

brain (or brain and body) comprises a package 

of basic, portable, cognitive resources that is of 
interest in its own right. These resources may 

incorporate bodily actions into cognitive pro- 

cesses, as when we use our fingers as working 

memory in a tricky calculation, but they will 

not encompass the more contingent aspects 
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of our external environment, such as a pocket 

calculator. Still, mere contingency of coupling 

does not rule out cognitive status. In the distant 

future we may be able to plug various modules 

into our brain to help us out: a module for extra 

short-term memory when we need it, for exam- 

ple. When a module is plugged in, the processes 

involving it are just as cognitive as if they had 

been there all along. 
Even if one were to make the portability cri- 

terion pivotal, active externalism would not be 

undermined. Counting on our fingers has al- 

ready been let in the door, for example, and it 

is easy to push things further. Think of the old 

image of the engineer with a slide rule hanging 

from his belt wherever he goes. What if people 

always carried a pocket calculator, or had them 

implanted? The real moral of the portability in- 

tuition is that for coupled systems to be relevant 

to the core of cognition, reliable coupling is re- 

quired. It happens that most reliable coupling 

takes place within the brain, but there can easily 

be reliable coupling with the environment as 

well. If the resources of my calculator or my 

Filofax are always there when I need them, 

then they are coupled with me as reliably as we 

need. In effect, they are part of the basic pack- 

age of cognitive resources that I bring to bear 

on the everyday world. These systems cannot 

be impugned simply on the basis of the danger 

of discrete damage, loss, or malfunction, or 

because of any occasional decoupling: the bio- 

logical brain is in similar danger, and occasion- 

ally loses capacities temporarily in episodes of 

sleep, intoxication, and emotion. If the relevant 

capacities are generally there when they are re- 

quired, this is coupling enough. 

Moreover, it may be that the biological brain 

has in fact evolved and matured in ways which 

factor in the reliable presence of a manipu- 

lable external environment. It certainly seems 

that evolution has favored on-board capacities 

which are especially geared to parasitizing the 

local environment so as to reduce memory load, 

and even to transform the nature of the com- 

putational problems themselves. Our visual 

systems have evolved to rely on their envi- 

ronment in various ways: they exploit contin- 

gent facts about the structure of natural scenes 

(e.g. Ullman and Richards 1984), for example, 

and they take advantage of the computational 

shortcuts afforded by bodily motion and loco- 

motion (e.g. Blake and Yuille 1992). Perhaps 

there are other cases where evolution has found 

it advantageous to exploit the possibility of the 

environment being in the cognitive loop. If so, 
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then external coupling is part of the truly basic 

package of cognitive resources that we bring to 

bear on the world. 

Language may be an example. Language ap- 

pears to be a central means by which cognitive 

processes are extended into the world. Think of 

a group of people brainstorming around a table, 

or a philosopher who thinks best by writing, de- 

veloping her ideas as she goes. It may be that 

language evolved, in part, to enable such exten- 

sions of our cognitive resources within actively 

coupled systems. 
Within the lifetime of an organism, too, in- 

dividual learning may have molded the brain 

in ways that rely on cognitive extensions that 

surrounded us as we learned. Language is 

again a central example here, as are the vari- 

ous physical and computational artifacts that 

are routinely used as cognitive extensions by 

children in schools and by trainees in numerous 

professions. In such cases the brain develops 

in a way that complements the external struc- 

tures, and learns to play its role within a unified, 

densely coupled system. Once we recognize the 

crucial role of the environment in constraining 

the evolution and development of cognition, we 

see that extended cognition is a core cognitive 

process, not an add-on extra. 

An analogy may be helpful. The extraordi- 

nary efficiency of the fish as a swimming device 

is partly due, it now seems, to an evolved ca- 

pacity to couple its swimming behaviors to the 

pools of external kinetic energy found as swirls, 

eddies and vortices in its watery environment 

(see M. Triantafyllou and G. Triantafyllou 

1995). These vortices include both naturally oc- 

curring ones (e.g., where water hits a rock) and 

self-induced ones (created by well-timed tail 

flaps). The fish swims by building these exter- 

nally occurring processes into the very heart of 

its locomotion routines. The fish and surround- 

ing vortices together constitute a unified and 

remarkably efficient swimming machine. 

Now consider a reliable feature of the human 

environment, such as the sea of words. This lin- 

guistic surround envelops us from birth. Under 

such conditions, the plastic human brain will 

surely come to treat such structures as a reli- 

able resource to be factored into the shaping 

of on-board cognitive routines. Where the fish 

flaps its tail to set up the eddies and vortices 

it subsequently exploits, we intervene in mul- 

tiple linguistic media, creating local structures 

and disturbances whose reliable presence drives 

our ongoing internal processes. Words and ex- 

ternal symbols are thus paramount among the 
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cognitive vortices which help constitute human 

thought. 

4. From Cognition to Mind 

So far we have spoken largely about ‘cogni- 

tive processing,’ and argued for its extension 

into the environment. Some might think that 

the conclusion has been bought too cheaply. 

Perhaps some processing takes place in the en- 

vironment, but what of mind? Everything we 

have said so far is compatible with the view 

that truly mental states—experiences, beliefs, 

desires, emotions, and so on—are all deter- 

mined by states of the brain. Perhaps what is 

truly mental is internal, after all? 

We propose to take things a step further. 

While some mental states, such as experiences, 

may be determined internally, there are other 

cases in which external factors make a signifi- 

cant contribution. In particular, we will argue 

that beliefs can be constituted partly by features 

of the environment, when those features play 

the right sort of role in driving cognitive pro- 

cesses. If so, the mind extends into the world. 

First, consider a normal case of belief embed- 

ded in memory. Inga hears from a friend that 

there is an exhibition at the Museum of Modern 

Art, and decides to go see it. She thinks for a 

moment and recalls that the museum is on 53rd 

Street, so she walks to 53rd Street and goes 

into the museum. It seems clear that Inga be- 

lieves that the museum is on 53rd Street, and 

that she believed this even before she consulted 

her memory. It was not previously an occurrent 

belief, but then neither are most of our beliefs. 
The belief was sitting somewhere in memory, 

waiting to be accessed. 

Now consider Otto. Otto suffers from 

Alzheimer’s disease, and like many Alzheimer’s 

patients, he relies on information in the envi- 

ronment to help structure his life. Otto carries a 

notebook around with him everywhere he goes. 

When he learns new information, he writes it 

down. When he needs some old information, 

he looks it up. For Otto, his notebook plays the 

role usually played by a biological memory. 
Today, Otto hears about the exhibition at the 
Museum of Modern Art, and decides to go see 
it. He consults the notebook, which says that the 
museum is on 53rd Street, so he walks to 53rd 

Street and goes into the museum. 
Clearly, Otto walked to 53rd Street because 

he wanted to go to the museum and he believed 
the museum was on 53rd Street. And just as 
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Inga had her belief even before she consulted 

her memory, it seems reasonable to say that 

Otto believed the museum was on 53rd Street 

even before consulting his notebook. For in rel- 

evant respects the cases are entirely analogous: 

the notebook plays for Otto the same role that 

memory plays for Inga. The information in the 

notebook functions just like the information 

constituting an ordinary non-occurrent belief; it 

just happens that this information lies beyond 

the skin. 

The alternative is to say that Otto has no belief 

about the matter until he consults his notebook; 

at best, he believes that the museum is located 

at the address in the notebook. But if we follow 

Otto around for a while, we will see how unnat- 

ural this way of speaking is. Otto is constantly 

using his notebook as a matter of course. It is 

central to his actions in all sorts of contexts, in 

the way that an ordinary memory is central in 

an ordinary life. The same information might 

come up again and again, perhaps being slightly 

modified on occasion, before retreating into the 

recesses of his artificial memory. To say that 

the beliefs disappear when the notebook is filed 

away seems to miss the big picture in just the 

same way as saying that Inga’s beliefs disap- 

pear as soon as she is no longer conscious of 

them. In both cases the information is reliably 

there when needed, available to consciousness 

and available to guide action, in just the way 

that we expect a belief to be. 
Certainly, insofar as beliefs and desires are 

characterized by their explanatory roles, Otto’s 

and Inga’s cases seem to be on a par: the essen- 

tial causal dynamics of the two cases mirror each 

other precisely. We are happy to explain Inga’s 

action in terms of her occurrent desire to go to the 

museum and her standing belief that the museum 

is on 53rd street, and we should be happy to ex- 

plain Otto’s action in the same way. The alter- 

native is to explain Otto’s action in terms of his 

occurrent desire to go to the museum, his stand- 

ing belief that the Museum is on the location writ- 

ten in the notebook, and the accessible fact that 

the notebook says the Museum is on 53rd Street; 

but this complicates the explanation unnecessar- 
ily. If we must resort to explaining Otto’s action 

this way, then we must also do so for the count- 

less other actions in which his notebook is in- 
volved; in each of the explanations, there will be 

an extra term involving the notebook. We submit 

that to explain things this way is to take one step 

too many. It is pointlessly complex, in the same 

way that it would be pointlessly complex to ex- 

plain Inga’s actions in terms of beliefs about her 
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memory. The notebook is a constant for Otto, in 

the same way that memory is a constant for Inga; 

to point to it in every belief/desire explanation 

would be redundant. In an explanation, simplic- 

ity is power. 

If this is right, we can even construct the case 

of Twin Otto, who is just like Otto except that a 

while ago he mistakenly wrote in his notebook 

that the Museum of Modern Art was on 51st 

Street. Today, Twin Otto is a physical duplicate 

of Otto from the skin in, but his notebook dif- 

fers. Consequently, Twin Otto is best charac- 

terized as believing that the museum is on 51st 

Street, where Otto believes it is on 53rd. In 

these cases, a belief is simply not in the head. 

This mirrors the conclusion of Putnam and 

Burge, but again there are important differ- 

ences. In the Putnam/Burge cases, the exter- 

nal features constituting differences in belief 

are distal and historical, so that twins in these 

cases produce physically indistinguishable 

behavior. In the cases we are describing, the 

relevant external features play an active role 

in the here-and-now, and have a direct impact 

on behavior. Where Otto walks to 53rd Street, 

Twin Otto walks to SIst. There is no question 

of explanatory irrelevance for this sort of ex- 

ternal belief content; it is introduced precisely 

because of the central explanatory role that it 

plays. Like the Putnam and Burge cases, these 

cases involve differences in reference and truth- 

conditions, but they also involve differences in 

the dynamics of cognition.® 
The moral is that when it comes to belief, 

there is nothing sacred about skull and skin. 

What makes some information count as a belief 

is the role it plays, and there is no reason why 

the relevant role can be played only from inside 

the body. 

Some will resist this conclusion. An oppo- 

nent might put her foot down and insist that as 

she uses the term ‘belief,’ or perhaps even ac- 

cording to standard usage, Otto simply does not 

qualify as believing that the museum is on 53rd 

Street. We do not intend to debate what is stan- 

dard usage; our broader point is that the notion 

of belief ought to be used so that Otto qualifies 

as having the belief in question. In all impor- 

tant respects, Otto’s case is similar to a standard 

case of (non-occurrent) belief. The differences 

between Otto’s case and Inga’s are striking, but 

they are superficial. By using the ‘belief’ notion 

in a wider way, it picks out something more 

akin to a natural kind. The notion becomes 

deeper and more unified, and is more useful in 

explanation. 
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To provide substantial resistance, an oppo- 

nent has to show that Otto’s and Inga’s cases 

differ in some important and relevant respect. 

But in what deep respect are the cases different? 

To make the case solely on the grounds that in- 

formation is in the head in one case but not in 

the other would be to beg the question. If this 

difference is relevant to a difference in belief, 

it is surely not primitively relevant. To justify 

the different treatment, we must find some more 

basic underlying difference between the two. 

It might be suggested that the cases are rel- 

evantly different in that Inga has more reliable 

access to the information. After all, someone 

might take away Otto’s notebook at any time, 

but Inga’s memory is safer. It is not implausible 

that constancy is relevant: indeed, the fact that 

Otto always uses his notebook played some 

role in our justifying its cognitive status. If 

Otto were consulting a guidebook as a one-off, 

we would be much less likely to ascribe him a 

standing belief. But in the original case, Otto’s 

access to the notebook is very reliable—not 

perfectly reliable, to be sure, but then neither is 

Inga’s access to her memory. A surgeon might 

tamper with her brain, or more mundanely, she 

might have too much to drink. The mere pos- 

sibility of such tampering is not enough to deny 

her the belief. 

One might worry that Otto’s access to his 

notebook in fact comes and goes. He show- 

ers without the notebook, for example, and he 

cannot read it when it is dark. Surely his belief 

cannot come and go so easily? We could get 

around this problem by redescribing the situa- 

tion, but in any case an occasional temporary 

disconnection does not threaten our claim. 

After all, when Inga is asleep, or when she is 

intoxicated, we do not say that her belief disap- 

pears. What really counts is that the informa- 
tion is easily available when the subject needs 

it, and this constraint is satisfied equally in the 

two cases. If Otto’s notebook were often un- 

available to him at times when the information 
in it would be useful, there might be a problem, 

as the information would not be able to play the 

action-guiding role that is central to belief; but 

if it is easily available in most relevant situa- 

tions, the belief is not endangered. 

Perhaps a difference is that Inga has better 

access to the information than Otto does? Inga’s 

‘central’ processes and her memory probably 

have a relatively high-bandwidth link between 

them, compared to the low-grade connection 

between Otto and his notebook. But this alone 

does not make a difference between believing 
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and not believing. Consider Inga’s museum- 

going friend Lucy, whose biological memory 

has only a low-grade link to her central systems, 

due to nonstandard biology or past misadven- 

tures. Processing in Lucy’s case might be less 

efficient, but as long as the relevant informa- 

tion is accessible, Lucy clearly believes that the 

museum is on 53rd Street. If the connection was 

too indirect—if Lucy had to struggle hard to re- 

trieve the information with mixed results, or a 

psychotherapist’s aid were needed—we might 

become more reluctant to ascribe the belief, but 

such cases are well beyond Otto’s situation, in 

which the information is easily accessible. 

Another suggestion could be that Otto has 

access to the relevant information only by 

perception, whereas Inga has more direct 

access—by introspection, perhaps. In some 

ways, however, to put things this way is to beg 

the question. After all, we are in effect advo- 

cating a point of view on which Otto’s internal 

processes and his notebook constitute a single 

cognitive system. From the standpoint of this 

system, the flow of information between note- 

book and brain is not perceptual at all; it does 

not involve the impact of something outside 

the system. It is more akin to information flow 

within the brain. The only deep way in which 

the access is perceptual is that in Otto’s case, 

there is a distinctly perceptual phenomenology 

associated with the retrieval of the information, 

whereas in Inga’s case there is not. But why 

should the nature of an associated phenomenol- 

ogy make a difference to the status of a belief? 

Inga’s memory may have some associated phe- 

nomenology, but it is still a belief. The phenom- 

enology is not visual, to be sure. But for visual 

phenomenology consider the Terminator, from 

the Arnold Schwarzenegger movie of the same 

name. When he recalls some information from 

memory, it is ‘displayed’ before him in his 

visual field (presumably he is conscious of it, 

as there are frequent shots depicting his point 

of view). The fact that standing memories are 

recalled in this unusual way surely makes little 

difference to their status as standing beliefs. 

These various small differences between 

Otto’s and Inga’s cases are all shallow differ- 

ences. To focus on them would be to miss the 

way in which for Otto, notebook entries play 
just the sort of role that beliefs play in guiding 
most people’s lives. 

Perhaps the intuition that Otto’s is not a 
true belief comes from a residual feeling that 
the only true beliefs are occurrent beliefs. If 
we take this feeling seriously, Inga’s belief 
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will be ruled out too, as will many beliefs that 

we attribute in everyday life. This would be 

an extreme view, but it may be the most con- 

sistent way to deny Otto’s belief. Upon even 

a slightly less extreme view—the view that 

a belief must be available for consciousness, 

for example—Otto’s notebook entry seems to 

qualify just as well as Inga’s memory. Once 

dispositional beliefs are let in the door, it is 

difficult to resist the conclusion that Otto’s 

notebook has all the relevant dispositions. 

5. Beyond the Outer Limits 

If the thesis is accepted, how far should we go? 

All sorts of puzzle cases spring to mind. What of 

the amnesic villagers in /00 Years of Solitude, 

who forget the names for everything and so 

hang labels everywhere? Does the information 

in my Filofax count as part of my memory? If 

Otto’s notebook has been tampered with, does 

he believe the newly-installed information? Do 

I believe the contents of the page in front of me 

before I read it? Is my cognitive state somehow 

spread across the Internet? 

We do not think that there are categorical an- 

swers to all of these questions, and we will not 

give them. But to help understand what is in- 

volved in ascriptions of extended belief, we can 

at least examine the features of our central case 

that make the notion so clearly applicable there. 

First, the notebook is a constant in Otto’s life— 

in cases where the information in the notebook 

would be relevant, he will rarely take action 

without consulting it. Second, the information 

in the notebook is directly available without 

difficulty. Third, upon retrieving information 

from the notebook he automatically endorses 

it. Fourth, the information in the notebook has 

been consciously endorsed at some point in the 

past, and indeed is there as a consequence of this 

endorsement.’ The status of the fourth feature as 

a criterion for belief is arguable (perhaps one 

can acquire beliefs through subliminal percep- 

tion, or through memory tampering?), but the 

first three features certainly play a crucial role. 

Insofar as increasingly exotic puzzle cases 
lack these features, the applicability of the notion 

of ‘belief’ gradually falls off. If I rarely take rel- 

evant action without consulting my Filofax, for 

example, its status within my cognitive system 

will resemble that of the notebook in Otto’s. 

But if I often act without consultation—for 

example, if I sometimes answer relevant ques- 
tions with ‘I don’t know’—then information 
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in it counts less clearly as part of my belief 

system. The Internet is likely to fail on multiple 

counts, unless I am unusually computer-reliant, 

facile with the technology, and trusting, but in- 

formation in certain files on my computer may 

qualify. In intermediate cases, the question of 

whether a belief is present may be indetermi- 

nate, or the answer may depend on the varying 

standards that are at play in various contexts 

in which the question might be asked. But any 

indeterminacy here does not mean that in the 

central cases, the answer is not clear. 

What about socially extended cognition? 

Could my mental states be partly constituted by 

the states of other thinkers? We see no reason 

why not, in principle. In an unusually interde- 

pendent couple, it is entirely possible that one 

partner’s beliefs will play the same sort of role 

for the other as the notebook plays for Otto.* 

What is central is a high degree of trust, reliance, 

and accessibility. In other social relationships 

these criteria may not be so clearly fulfilled, but 

they might nevertheless be fulfilled in specific 

domains. For example, the waiter at my favorite 

restaurant might act as a repository of my be- 

liefs about my favorite meals (this might even 

be construed as a case of extended desire). In 

other cases, one’s beliefs might be embodied 

in one’s secretary, one’s accountant, or one’s 

collaborator.? 
In each of these cases, the major burden of 

the coupling between agents is carried by lan- 

guage. Without language, we might be much 

more akin to discrete Cartesian ‘inner’ minds, 

in which high-level cognition relies largely on 

internal resources. But the advent of language 

has allowed us to spread this burden into the 

world. Language, thus construed, is not a mirror 

of our inner states but a complement to them. 

It serves as a tool whose role is to extend cog- 

nition in ways that on-board devices cannot. 

Indeed, it may be that the intellectual explosion 

in recent evolutionary time is due as much to 

this linguistically-enabled extension of cogni- 

tion as to any independent development in our 

inner cognitive resources. 

What, finally, of the self? Does the extended 

mind imply an extended self? It seems so. Most 

of us already accept that the self outstrips the 

boundaries of consciousness; my dispositional 

beliefs, for example, constitute in some deep 
sense part of who I am. If so, then these bound- 

aries may also fall beyond the skin. The infor- 

mation in Otto’s notebook, for example, is a 

central part of his identity as a cognitive agent. 

What this comes to is that Otto himself is best 
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regarded as an extended system, a coupling of 

biological organism and external resources. To 

consistently resist this conclusion, we would 

have to shrink the self into a mere bundle of 

occurrent states, severely threatening its deep 

psychological continuity. Far better to take the 

broader view, and see agents themselves as 

spread into the world. 

As with any reconception of ourselves, this 

view will have significant consequences. There 

are obvious consequences for philosophical 

views of the mind and for the methodology of 
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research in cognitive science, but there will also 

be effects in the moral and social domains. It 

may be, for example, that in some cases inter- 

fering with someone’s environment will have 

the same moral significance as interfering with 

their person. And if the view is taken seriously, 

certain forms of social activity might be re- 

conceived as less akin to communication and 

action, and as more akin to thought. In any case, 

once the hegemony of skin and skull is usurped, 

we may be able to see ourselves more truly as 

creatures of the world. 
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NOTES 

1. Authors are listed in order of degree of belief in the 
central thesis. 

2. Much of the appeal of externalism in the philoso- 
phy of mind may stem from the intuitive appeal of 
active externalism. Externalists often make analo- 
gies involving external features in coupled systems, 
and appeal to the arbitrariness of boundaries be- 
tween brain and environment. But these intuitions 
sit uneasily with the letter of standard externalism. 

In most of the Putnam/Burge cases, the immediate 
environment is irrelevant; only the historical envi- 
ronment counts. Debate has focused on the question 

of whether mind must be in the head, but a more 
relevant question in assessing these examples might 
be: is mind in the present? 

3. Herbert Simon 1981 once suggested that we view 
internal memory as, in effect, an external resource 

upon which ‘real’ inner processes operate. ‘Search 

in memory,’ he comments, ‘is not very different 
from search of the external environment.’ Simon’s 
view at least has the virtue of treating internal and 

external processing with the parity they deserve, but 
we suspect that on his view the mind will shrink too 
small for most people’s tastes. 

4. Philosophical views of a similar spirit can be found 

in Haugeland 1995, McClamrock 1985, Varela et al. 
1991, and Wilson 1994. 

5. Or consider the following passage from a recent 
science fiction novel (McHugh 1992, p. 213): ‘I 

am taken to the system’s department where I am at- 
tuned to the system. All I do is jack in and then a 
technician instructs the system to attune and it does. 
I jack out and query the time. 10:52. The informa- 
tion pops up. Always before I could only access in- 
formation when I was jacked in, it gave me a sense 
that I knew what I thought and what the system told 
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me, but now, how do I know what is system and 
what is Zhang?’ 

6. In the terminology of Chalmers’ “The Components 

of Content”: the twins in the Putnam and Burge cases 

differ only in their subjunctive content (or relational 
content), but Otto and his twin can be seen to differ 

in their epistemic content (or notional content), 

which is the sort of content that governs cognition. 

Epistemic content is generally internal to a cognitive 
system, but in this case the cognitive system is itself 
effectively extended to include the notebook. 

7. The constancy and past-endorsement criteria may 
suggest that history is partly constitutive of belief. 

One might react to this by removing any historical 

component (giving a purely dispositional reading 
of the constancy criterion and eliminating the past- 

endorsement criterion, for example), or one might 

allow such a component as long as the main burden 
is carried by features of the present. 

8. From the New York Times, March 30, 1995, p. B7, 
in an article on former UCLA basketball coach 
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John Wooden: ‘Wooden and his wife attended 36 
straight Final Fours, and she invariably served as his 
memory bank. Nell Wooden rarely forgot a name— 

her husband rarely remembered one—and in the 
standing-room-only Final Four lobbies, she would 

recognize people for him.’ 
9. Might this sort of reasoning also allow something 

like Burge’s extended ‘arthritis’ beliefs? After all, 

I might always defer to my doctor in taking rele- 

vant actions concerning my disease. Perhaps so, but 

there are some clear differences. For example, any 

extended beliefs would be grounded in an existing 

active relationship with the doctor, rather than in 

a historical relationship to a language community. 

And on the current analysis, my deference to the 
doctor would tend to yield something like a true 
belief that I have some other disease in my thigh, 

rather than the false belief that I have arthritis there. 
On the other hand, if I used medical experts solely 

as terminological consultants, the results of Burge’s 

analysis might be mirrored. 

Overextending the Mind 

Brie Gertler 

Clark and Chalmers argue that the mind is 

extended—that is, its boundary lies beyond the 

skin. (Clark and Chalmers 1998, reprinted as 

chapter 49 of this volume.' For brevity, I will 
refer to the authors as ‘C&C’). In this essay, 

I will criticize this conclusion. However, I will 

also defend some of the more controversial ele- 

ments of C&C’s argument. I reject their conclu- 

sion because I think that their argument shows 

that a seemingly innocuous assumption, about 

internal states and processes, 1s flawed. 

The first section of the essay outlines C&C’s 

argument. In Section 2, I sketch some unpalat- 

able consequences of their conclusion. Insofar 
as we want to avoid these consequences, we 

should look for a flaw in the argument. As 

outlined in Section 1, the argument appears to 
be valid, so finding a flaw means identifying a 

premise that it is reasonable to reject. In Section 

3, I evaluate each of the major premises of the 

argument and find that all but one are accept- 

able; I then explain why I reject the remaining 

premise. Section 4 briefly defends the picture 

of the mind that emerges from rejecting this 

premise. 

My goal is not to conclusively refute C&C’s 

argument. My aim is only to reveal the best 

alternative for those who remain skeptical 

about the existence—or, perhaps, even the 

possibility—of extended minds. 

1. Clark and Chalmers’ 

argument 

The authors provide two arguments to show that 

the mind is extended. First, they argue that the 

mind’s cognitive processes can at least partially 

consist in processes performed by external de- 

vices. Their examples of such external cognitive 

processing devices include a computer that you 

can use to rotate shapes when playing the game 

Tetris. As they describe this case, the com- 

puter’s rotation of a shape plays the same sort 

of role, in your cognitive economy, as the cor- 

responding internal process (when you simply 

From B. Gertler and L. Shapiro (eds.) Arguing About the Mind (Routledge, 2007). 
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imagine how the shape would appear if it were 

rotated in various ways). For instance, the result 

of this process is automatically endorsed—you 

believe that the shape would look like that 

when rotated. And you use this information to 

guide your behavior, such as moving the joy- 

stick to position the shape in a certain place on 

the screen. They conclude that insofar as the 

internal process of imagining qualifies as your 

cognitive process, so should the external com- 

putational process. 
While I will return to this processing case at 

various points below, my remarks will focus 

on the second of C&C’s arguments: that stand- 

ing beliefs (and desires, etc.) can be partially 

constituted by factors external to the skin. 

Standing beliefs include stored memories and 

other beliefs that are not currently being enter- 

tained. The notion of a standing belief contrasts 

with the notion of an occurrent belief, which 

is a conviction that you are now entertaining. 

For instance, you probably have the standing 

belief that dinosaurs once roamed the earth. At 

the moment before you read that sentence, the 

belief was simply a standing belief; it was not 

occurrent (unless you happened to be thinking 

about dinosaurs at that moment). But now that 

you’re thinking about the fact that dinosaurs 

roamed the earth, that belief is occurrent. 

C&C’s principal examples of extended 

standing beliefs involve a character they call 

Otto. Otto, who suffers from Alzheimer’s dis- 

ease, carries a notebook in which he routinely 

records useful information of the sort that most 

of us would easily commit to memory. Otto 

consults the notebook whenever he needs this 

stored information to guide his reasoning or 

actions. For instance, on a trip to the Museum 

of Modern Art in New York, Otto frequently 

consults the notebook, to remind himself that 

he is going to the MoMA, that the MoMA is 

on 53rd Street, etc. C&C claim that the infor- 

mation stored in Otto’s notebook—such as ‘the 

MoMA is on 53rd Street’ —partially constitutes 

his standing beliefs, and hence that his mind ex- 

tends beyond his skin. 

Here is my reconstruction of C&C’s 

argument. 

(1) “What makes some information count 

as a [standing] belief is the role it plays’ 

[p. xx 14xx]. 

(2) ‘The information in the notebook func- 

tions just like [that is, it plays the same 

role as] the information constituting an or- 

dinary non-occurrent belief* [p. xx13xx]. 
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(3) The information in Otto’s notebook counts 

as standing beliefs? (from [1] and [2)). 

(4) Otto’s standing beliefs are part of his 

mind. 

(5) The information in Otto’s notebook is 

part of Otto’s mind (from [3] and [4]). 

(6) Otto’s notebook belongs to the world ex- 

ternal to Otto’s skin, i.e., the ‘external’ 

world. 

(7) The mind extends into the world (from 

[5] and [6]). 

In assessing C&C’s extended mind hypoth- 

esis, I will focus on the conclusion that Otto’s 

standing beliefs extend into the world. Later, 

I will briefly discuss how my assessment ap- 

plies to the case of cognitive processing. 

2. Some worrisome 

consequences of Clark 
and Chalmers’ conclusion 

C&C’s conclusion is that ‘the mind extends 

into the world’ where ‘the world’ refers to what 

is beyond the subject’s skin. In this section, 

I will use the example of Otto and his note- 

book to describe two consequences that seem to 

follow from this conclusion. Both of these con- 

sequences are, I think, worrisome; the second is 

especially so. Recognizing them will thus cast 

doubt on the conclusion. 

First consequence: limits on introspection 

It is commonly held that, in general, a subject 

can determine his or her own beliefs and de- 

sires by using a method that others cannot use 

(to determine that subject’s beliefs). Let us use 

the term ‘introspection’ to refer to this method. 

Introspection is, in this sense, a necessarily 

first-person method: it reveals only the intros- 

pector’s own states, and not the states of others. 

Introspection may not be infallible; in fact, it 

may be no more reliable than third-person 

methods. The claim is only that each of us has a 

way of gaining access to our own beliefs that is 
unavailable to others. 

According to C&C, the information in 
Otto’s notebook partially constitutes some of 
his standing beliefs. Can Otto introspect these 
beliefs, in our sense of ‘introspect’? That is, 
can he identify these beliefs by using a method 
available only to himself? 

I think that he cannot. When Otto tries to 
figure out what he believes on a_ particular 
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topic, he consults the notebook. For instance, 

suppose that he wonders what he believes about 

the location of the MoMA. He will look in 

the notebook and conclude: J believe that the 

MoMA is on 53rd Street. But of course some- 

one other than Otto can determine Otto’s be- 

liefs in precisely the same way: by consulting 

the notebook, a friend can determine that Otto 

believes that the MoMA is on 53rd Street. So it 

appears that, if the entries in Otto’s notebook 

partially constitute his beliefs, then Otto cannot 
introspect his beliefs. 

Much more could be said here. For one 

thing, it might be argued that when Otto con- 

sults the notebook, in order to determine what 

he believes about the location of the museum, 

he is introspecting. C&C seem to suggest this 

when they say that treating Otto’s access to the 

notebook as perceptual rather than introspective 

would beg the question against the claim that 

the notebook is part of Otto’s mind (p. xx16xx). 

But as I am using this term, ‘introspection’ 

refers only to those processes that are necessar- 

ily first-personal. Someone who claimed that, in 

consulting the notebook, Otto is introspecting 

in my sense would have to show that Otto has a 

unique kind of access to the notebook—or, per- 

haps, to the fact that the notebook entries play 

the relevant ‘belief? role in his cognitive econ- 

omy. But it is difficult to see how this access 

could be unique, so long as it was access to a 

feature external to Otto’s skin. 

Another possibility that C&C describe more 

directly reveals the lack of unique first-person 

access. 

In an unusually interdependent couple, it is en- 
tirely possible that one partner’s beliefs will play 
the same sort of role for the other as the note- 
book plays for Otto. . . . [OJne’s beliefs might 
be embodied in one’s secretary, one’s accoun- 
tant, or one’s collaborator [pp. xx17—18xx]. 

To flesh out this scenario, suppose that 

Amanda, an absent-minded executive, uses 

her assistant Fred as a repository of her daily 

schedule. Fred knows that Amanda has a 2:00 

board meeting on Monday, and stores this in- 

formation for Amanda. Since this information 

plays the appropriate role in Amanda’s cogni- 

tive economy (it is readily accessible to her, 

automatically endorsed by her, etc.), it counts 

as her belief. 
Now suppose that Amanda wonders what she 

believes about her Monday schedule. To deter- 

mine this, she will consult Fred, to see what he 

believes about it. But this is the same process 
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that Fred uses to determine what Amanda be- 

lieves about her Monday schedule. Recognizing 

that he is a repository for Amanda’s standing 

beliefs, Fred will determine Amanda’s beliefs 

about the schedule simply by consulting his 

own beliefs about it. Amanda’s access to her 

beliefs, and to the fact that she has those be- 

liefs, proceeds via a method also available to 

Fred. So Amanda has no uniquely first-personal 

method of determining what she believes; that 

is, she cannot introspect her beliefs, in my sense 
of ‘introspect’ 

C&C would likely accept this consequence. 

They could simply allow that, in general, 

we have unique introspective access only to 

our occurrent experiences and our occurrent 
thoughts, that is, thoughts that we are now en- 

tertaining. (Crucially, they do not claim that 

occurrent thoughts are extended.) The point 

may be even clearer when applied to cognitive 

processes such as those involved in the Tetris 

case. You do not seem to have any special first- 

person access to how you go about imagining 

the shape rotated: you simply perform this feat 

of imagination.* So C&C can easily allow that 

those states that are extended—such as standing 

beliefs and nonconscious cognitive processes— 

are simply non-introspectible. 

Stull, for one who thinks that introspectibil- 

ity 1s crucial to our basic concept of the mind, 

this point will cast doubt on C&C’s conclusion 

that the mind extends into the world. If one 

can introspect only the non-extended parts of 

the mind, then why count the external factors 

as truly part of the mind? (I will return to this 

point in Section 4.) 

I now turn to the second, more troubling con- 

sequence of C&C’s conclusion. 

Second consequence: a proliferation of 

actions 

C&C dub their view ‘active externalism’ 

to highlight what they see as one of its chief 

benefits: the extended states that it counts as 

mental play a crucial role in generating action. In 

marking this benefit, they appear to suggest that 

this contribution to action is, at least in part, what 

justifies counting the wide states as truly mental 

states. But it’s not clear that the wide states play 

the crucial role C&C ascribe to them.* 
A simple thought experiment will convey 

the basis for doubt on this point. Suppose that, 

instead of a notebook, Otto uses an external 

computing device as a repository for impor- 

tant information. Suppose also that he records 
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some of his desires in the device. For instance, 

he records the desire to make banana bread on 

Tuesday; the belief that banana bread requires 

bananas; the belief that the corner grocery 

store is a good source for bananas; etc. And he 

allows the device to perform some cognitive 

processes for him, including devising action 

plans based on the information it has stored. 

(C&C would surely allow that a single device 

could both serve as a repository for standing 

states and perform cognitive processes as in the 

Tetris example; after all, the brain accomplishes 

both of these tasks.) The idea that external de- 

vices can devise action plans is nothing new. 

For example, a dashboard-mounted Global 

Positioning System records the subject’s desire 

to reach a particular destination, and uses stored 

geographical information to devise the most ef- 

ficient route to fulfilling that desire. 

Finally, imagine that this computing device 

is plugged into a humanoid robot that Otto also 

owns. In effect, the computing device serves 

as part of the robot ‘brain’ (Otto’s internal, or- 

ganic brain may be another part of the robot’s 

brain.) It uses inputs from the robot’s various 

detection systems to determine the layout of its 

environment, and it controls the robot’s move- 

ments by sending signals to the robot’s ‘limbs.’ 

Otto spends Monday asleep in bed. (Or, 

rather, the organic portion of his body does— 

after all, if C&C are correct the external device 

qualifies as part of Otto’s body.) The robot is, 

however, very active: using the information 

stored within it, it ‘realizes’ that a trip to the 

grocery store is in order, since this is the most 

efficient way to execute the desire to make 

banana bread on Tuesday. Drawing on various 

other bits of information, it goes to the grocery 

store, purchases bananas, and returns home. 

Alas, the organism’s sleep is very deep, and 

he (it?) does not awake until late on Tuesday. 

When he does, he is roused by the tantalizing 

scent of freshly baked banana bread. 

Now did Otto make the bread? It seems that 

C&C should say that he did. They claim that, 

in explaining why Otto walked to 53rd Street, 

we need not cite the occurrent belief that the 

MoMA is on 53rd Street, which Otto has (for 

a fleeting moment) upon consulting the note- 

book. Instead, they say, an adequate expla- 

nation may simply cite the notebook entry 

itself. Expanding on this claim, it seems that 

in order to explain the bread-making behavior, 

we need not cite any occurrent belief or desire 

of Otto’s; we can simply cite the information 

and dispositions stored in the robot’s ‘brain.’ 
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The implication of premises (1) and (2) of their 

argument is that these ‘count as’ Otto’s stand- 

ing beliefs and desires. So long as no occurrent 

belief or desire needs to be cited in an action 

explanation, the bits of behavior that directly 

result from the bits of information stored in 

the robot—the trip to the grocery store, the 

making of the banana bread—seem accurately 

described as Otto’s actions. 

To resist this, it may be argued that Otto him- 

self didn’t go to the grocery store, or make the 

banana bread—for he was asleep in bed. But 

notice that this reply depends on denying that 

the robot is part of Otto. And if C&C are cor- 

rect, there is little support for such a distinction. 

‘Otto himself is best regarded as an extended 

system, a coupling of biological organism and 

external resources’ (p. xx18xx). Surely, some 

of Otto’s actions directly involve only the or- 

ganic part of Otto; so, on grounds of parity, we 

should allow that some of Otto’s actions might 

directly involve only his non-organic part. 

Of course, the organism and the robot will 

constitute the right kind of extended system 

only if they are related in certain ways. But they 

do seem to be appropriately related. The infor- 

mation stored in the robot’s ‘brain’ is present 

because the organism occurrently believed it 

in the past; it is readily accessible; the organ- 

ism automatically endorses the information it 

contains; etc.> These are the conditions that are 

met by Otto’s notebook and that, according to 

C&C, make it the case that Otto’s mind extends 

to the notebook. On the same grounds, then, 

we should say that in our story, Otto extends to 

the external device. We can even imagine that 

when the organism awakens Otto compliments 
himself on his baking prowess. 

So C&C’s argument suggests that making the 

banana bread was Otto’s action. If this is cor- 

rect, there seems no limit to the actions a single 

person can perform. For imagine that organic 

Otto programs an enormous fleet of robots, 

linking them so that they are in constant com- 

munication with each other. These robots then 

engage in widespread, multifarious activities. 
Some take a slow boat to China; others descend 

on a neighborhood in Texas and ring all the 

doorbells at once; others compete in karaoke 
contests in Tokyo. When we say that all of these 
activities are Otto’s actions, we are not simply 
saying that he is somehow responsible for them, 
or that he did something in the past that caus- 
ally contributed to them. We are saying that 
he is, quite literally, performing each of these 
actions: he is enormously busy (though tireless) 
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and, unlike Superman, he can be in two places 

at once. Given that Otto’s standing states might 

extend to a notebook, they can also extend to 

indefinitely many other external devices. Add 

to this the claim that Otto’s actions may be the 

product of his standing states alone, and Otto 

becomes extraordinarily active. 

If this result seems implausible, then perhaps 

we should question whether behavior that re- 

sults from these extended states truly qualifies 

as action. We might limit actions in various 

ways: e.g., by requiring that the organic part 

of one’s body must be involved in a genuine 

action, or by requiring that an agent’s occurrent 

beliefs and desires (which, they assume, are in- 

ternal to the organic body) be involved in each 

of her genuine actions. But these moves conflict 

with C&C’s claim that there is nothing special, 

vis-a-vis a subject’s agency, about states inter- 

nal to her organic body. 

This second consequence, that actions occur 

at a distance from the organic agent and prolif- 

erate excessively, is more threatening to C&C’s 

conclusion than the first consequence. I observed 

that C&C could simply accept that extended 

states cannot be introspected, while maintaining 

that they are nevertheless mental. On that view, 

the distinction between what is introspectible 

and what is not may parallel the distinction be- 

tween what is internal and what is extended. 

Since they claim that some non-introspectible 

(extended) states and processes are mental, they 

must use some other feature to distinguish the 

mental from the non-mental. And given that 

they stress the ‘active’ nature of these extended 

states and processes, the relevant feature seems 

to be this: extended states and processes qualify 

as mental because a piece of behavior caused by 

such states and processes (even one in which no 

occurrent states or processes play a crucial role) 

qualifies as a genuine, intentional action. So if 

we are hesitant to describe making the banana 

bread as Otto’s action, then we have serious 

grounds for doubt that extended states and pro- 

cesses have the feature that, on C&C’s view, 

qualifies them as truly mental. 
Both of these worrisome consequences 

derive from an exceedingly liberal conception 

of mind. If we can restrict the mind—to that 
which is introspectible, or to states that causally 

explain bits of behavior that (unlike the robot’s 

behavior) seem like genuine actions—then we 

can avoid both of these consequences. 

But where did C&C go wrong? Which step of 

their argument is responsible for this problem- 

atic inflation of the mental? 
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3. Where is the flaw in C&C's 

argument? 

If one or both of the consequences just outlined 

seem objectionable, we should find a way to 

block C&C’s argument for the extended mind 

hypothesis. As it is outlined in Section 1, their 

argument seems valid. So we can block its con- 

clusion only by finding fault with at least one of 

its premises. Two of the premises—namely, (3) 

and (5)—follow from other premises. To find 

the flaw in the argument, then, we must look to 

premises (1), (2), (4), and (6). 

We can quickly rule out premise (6) as the 

source of the problem. For this premise merely 

stipulates that ‘the world’ in the conclusion, 

refers to the part of reality that is beyond the 

skin. We can have little quarrel with such a 

stipulation. 

The major premises remaining are (1), (2), 

and (4). Let us examine each of these in turn. 

Here is premise (1): 

(1) ‘What makes some information count as 

a [standing] belief is the role it plays’ 

Premise (1) suggests that standing beliefs are 

defined, as such, by their role—loosely speak- 

ing, by how they function. It thus amounts to 

a kind of funciionalism about standing beliefs. 

Given premise (1)’s contribution to this argu- 

ment, the best way to reject it would be to show 

that, while playing a certain functional role may 

be necessary for being a standing belief, it is 

not sufficient: standing beliefs must not only 

play the relevant functional role, but must pos- 

sess certain other features as well. This would 

mean that, even if the information in Otto’s 

notebook played the same functional role as 

his standing beliefs, it might not constitute his 

standing beliefs because it lacked those other 

features. Obvious possibilities for such addi- 

tional features include being constituted by a 

certain kind of material (e.g., the organic grey 

matter that makes up the human brain), or being 

located entirely within the skin. If we require 

that standing beliefs have one or both of these 

features, then we will reject premise (1). 

C&C resist these further requirements, and 

many other philosophers would agree with them 

on this point. Limiting standing beliefs to states 

that are constituted by a particular kind of mate- 

rial seems unacceptably ad hoc: for instance, it 

would exclude the possibility that extraterres- 

trials with very different physical constitutions 

could have standing beliefs. And the claim that 
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standing beliefs must be located within the skin 

is question-begging, for the significance of the 

‘skin’ boundary is precisely what is at issue 

here. So we cannot assume that standing beliefs 

must be internal. 
Of course, rather than simply assuming that 

standing beliefs must be internal, one might 

argue for this claim. The most straightforward 

way to do this is to reject premise (2), viz.: 

(2) ‘The information in the notebook func- 

tions just like [that is, it plays the same 

role as] the information constituting an 

ordinary non-occurrent belief’ 

If the information in the notebook does not 

play the same role as ordinary internal be- 

liefs, this may help to show that the particu- 

lar ‘belief’ role can be played only by internal 

states. So let us turn to examining the prospects 

for premise (2). 
C&C outline the functional role that both 

the notebook entries and ordinary (internal) 

standing beliefs play, with the following four 

conditions.° 

(i) They are consistently available. 

(ii) They are readily accessible. 

(iii) They are automatically endorsed. 

(iv) They are present (in the brain or note- 

book) because they were consciously 

endorsed in the past. 

Now according to premise (2), the notebook 

entries play the same role as ordinary internal 

standing beliefs. There are two ways to reject 

this premise. We can deny that the notebook en- 

tries meet (1)—-(iv); or we can claim that internal 

standing beliefs meet some further condition(s) 

not on this list, which the notebook entries do 

not meet. 

The first option is a difficult one. C&C de- 

vised the Otto case specifically to meet (i)—(iv); 

and even if there might be some doubts about 

how well the notebook entries satisfy each of 

them, such questions could easily be answered 

by modifying the example. For instance, C&C 

observe that it might be awkward to carry a 

notebook into the shower. But we can imagine 

that Otto carefully laminates the notebook’s 

pages, or that he adopts some more high-tech 

solution. It seems clear, in any case, that an 

external device could contain information that 

meets (1)—(iv). 

Now consider our second option for reject- 

ing premise (2): to claim that internal stand- 

ing beliefs meet some other condition, not 

included in (i)—(iv), that is necessary for being 
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a standing belief, and that the notebook entries 

do not meet. I know of two candidates for such 

further conditions. The first, noted by C&C, is 

that there is a phenomenal difference between 

recalling an ordinary standing belief (e.g., that 

dinosaurs once roamed the earth), and looking 

up this information in a notebook. Ordinary 

recall has a kind of effortless immediacy: 

when the issue arises, I simply find myself 

occurrently thinking that dinosaurs roamed 

the earth. But it feels different to consult a 

notebook. 
C&C acknowledge that there is some phe- 

nomenological difference between these, but 

they characterize this difference as ‘shallow’ 

for they deny that having a particular kind of 

phenomenological feel is necessary for being a 

standing belief. You might disagree, and see the 

phenomenological difference as deep and im- 

portant. I will remain neutral on this issue for 

reasons that will become clear below. But sup- 

pose, for the moment, that there is a deep, im- 

portant phenomenological difference between 

ordinary recall and consulting a notebook. In 

that case, we should add a fifth condition to our 

characterization of the functional role standing 

beliefs play. 

(v) Recalling them has a_ particular 

phenomenology: roughly, the phenom- 

enology of effortless immediacy. 

Dan Weiskopf’ suggests a second possible 

difference between internal standing beliefs 

and notebook records. Weiskopf points out 

that internal standing beliefs are automatically 

revised in light of new information. Here is 

a slightly modified version of an example he 

gives: when you learn that Sam and Max are 

married, you will probably come to believe that 

they live at the same address. If you then learn 

that they are no longer married, you will likely 

abandon the belief that they live at the same 

address. These further revisions in your beliefs 

are automatic, that is, they occur without delib- 

eration. Weiskopf points out that Otto’s note- 

book is not ‘informationally integrated’ in this 

way. When he writes in his notebook that Sam 

and Max are married, no entry reading ‘Sam 

and Max share an address’ automatically ap- 

pears. Otto may, of course, write this entry as 
well—Weiskopf’s point is just that this fur- 
ther revision requires an extra, deliberate step. 
Similarly, when Otto learns that MoMA has 
temporarily moved to Queens, the sentence 
‘MoMA is on 53rd Street’ does not instantly 
vanish from the notebook. 
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Here, then, is another condition we might add 

to the original four: 

(vi) They are informationally integrated. 

Let us take stock. Ordinary internal standing 

beliefs meet conditions (v) and (vi) whereas the 

entries in Otto’s notebook do not. Whether we 

should reject premise (2) for this reason depends 

on two questions. First, are (v) and (vi) necessary 

to being a standing belief? Second, granting that 

Otto’s notebook entries do not satisfy (v) and (vi), 

might these conditions be satisfied by informa- 

tion stored in a different type of external device? 

I suggest that the answer to the second ques- 

tion is ‘yes’ and that we can therefore ignore the 

first question. Suppose that, instead of a simple 

paper notebook, Otto carries an external com- 

puting device that is linked to his brain. In a 

lucid moment, or perhaps before he succumbs 

to full-blown Alzheimer’s, Otto programs the 

device to constantly scan his thoughts and to 

perform as follows. When the device detects 

that Otto is thinking about dinosaurs, or about 

prehistoric times (etc.), it causes him to occur- 

rently believe that dinosaurs roamed the earth. 

This process has the phenomenology of ordi- 

nary recall: the occurrent belief seems to come 

to him immediately and without effort. He also 

programs the device to be sensitive to addi- 

tions or alterations of information. So when 

Otto learns that MoMA has moved to Queens, 

the device automatically adds or modifies any 

bits of stored information that are relevant to 
this new fact: e.g., it stores the information that 

MoMA is no longer on 53rd Street. Arguably, 

then, the information in this external device 

now meets conditions (v) and (vi). 

Of course, the notebook example is much 

closer to the kinds of external information stor- 

age mechanisms that are in common usage 

today. So if (v) or (vi) is required for being a 

standing belief—an issue on which I'll remain 

neutral—then C&C have shown only that minds 

can be extended, not that they are currently ex- 

tended. (Weiskopf recognizes this point, and 

argues only that minds are not, in fact, extended. 

He allows that they could become extended.) 

Still, the mere possibility of extended minds 

is all that’s needed for what is perhaps C&C’s 

central contention, that ‘when it comes to belief, 

there is nothing sacred about skull and skin‘ 

(p. XX8xx). 

There may be further conditions that are neces- 
sary for being a standing belief, which an external 

device could not meet. But none comes easily to 

mind. Nor do I expect one to emerge: for standing 
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beliefs do seem to be defined, as such, by their 

causal relations to other states and processes, 

including occurrent ones. And there seems no 

principled reason to deny that something beyond 

the skin could play the same type of causal role 

as internal standing beliefs. So I suggest that it is 

reasonable to accept premise (2). 

This leaves us with premise (4). Premise 

(4) may seem the least suspect of C&C’s three 

major premises. But I will argue that, in fact, it 

is the most objectionable. 

4. The Narrow Mind 

Premise (4) is that Otto’s standing beliefs are 

part of his mind. Now this may seem almost 

a definitional truth; after all, what is a belief 

except a mental state, and what is a mental state 

except part of a mind? But I will argue that, to 

avoid the consequences discussed in Section 2, 

we should deny that standing beliefs are part of 

the mind. 

I think that C&C’s examples are persuasive 

in illustrating the close affinity between internal 

standing beliefs and a variety of external states. 

In particular, I think that C&C make a compel- 

ling case for the following conditional. 

If standing beliefs are part of the mind, then 
the mind cai be indefinitely extended: to note- 

books, external computing devices, and even 

parts of others’ minds. 

I think that their parallel argument, regard- 

ing the affinity between processes performed 

by externai devices and processes performed 

internally, also succeeds. It establishes this 

conditional: 

If nonconscious cognitive processes are part 

of the mind, then the mind can be indefinitely 
extended: to external computing devices and 
even parts of others’ minds. 

The consequents of both these conditionals— 

that the mind can extend to notebooks, external 

computing devices, and even parts of others’ 

minds—have the worrisome consequences dis- 

cussed in Section 2. 

I suggest that we accept these conditionals, 

on the basis of C&C’s ingenious arguments. 

But to avoid those worrisome consequences, 

we should reject their consequents and, hence, 

reject their antecedents. In other words, we 

should reject premise (4). 

C&C have shown, I think, that internal stand- 

ing states and nonconscious processes are es- 

sentially similar to states of notebooks and 
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external computational processes. From the 

fact that the latter, external states and processes 

are non-introspectible, we can infer that their 

internal equivalents are also non-introspectible. 

(There is independent reason to believe that 

standing states and nonconscious processes 

are nonintrospectible.*) And from the fact 

that behavior produced by external states and 

processes is not truly action (e.g., the robot’s 

behavior, caused by Otto’s external standing 

states and nonconscious processes, is not Otto’s 

action), we can infer that behavior produced by 

internal standing states and nonconscious pro- 

cesses is not truly action. 

The worrisome consequences that result from 

C&C’s conclusion do not derive from the fact 

that the allegedly mental states and processes 

are external. Rather, they derive from the fact 

that the allegedly mental states and processes 

are standing states and nonconscious processes. 

Whether the states are internal or external is 

then unimportant; for, I think, C&C have shown 

that ‘when it comes to belief, there is nothing 

sacred about skull and skin’ (p. Xx8xx). 

The best option, then, is to reject premise 

(4). This means that the internal equivalents 

of notebook entries and external computing 

processes—namely, internal standing beliefs 

and nonconscious cognitive processes—are 

not, strictly speaking, part of the mind. On 

this view, the mind is made up entirely of oc- 

current states and conscious processes. These 

include beliefs or desires that are now being 

entertained, conscious thoughts, emotions, and 

sensations, and conscious cognitive processes. 

C&C are well aware of the alternative I am 

suggesting. They recognize that ‘it may be the 

most consistent way to deny Otto’s belief’ but 

reject it as ‘extreme’ (p. xx16xx). 

To consistently resist this conclusion [that Otto 
himself is an extended system], we would have 

to shrink the self into a mete bundle of occur- 

rent states, severely threatening its deep psy- 
chological continuity [p. xx 18xx]. 

This is a serious worry for my position. But 

it is worth noting that the problem is also faced 

by some familiar views about the mind, includ- 

ing Derek Parfit’s bundle theory (chapter 70 of 

this volume). 

I will close by briefly sketching how a mind, 

understood as a series of (sets of) occurrent 

states, can enjoy the psychological continuity 

we think ourselves to enjoy. The approach uses 

states that are not part of the mind as the causal 

ground for its psychological continuity. 
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Let us begin with an analogy. Consider an 

automobile factory—call it Factory A—that 

produces several different models of cars. The 

cars may bear the factory’s trademark, ‘A’ in 
which case they share an internal feature that 

reflects their common origin. Or they may be 

etched with consecutive numbers (e.g.,“7691’ 

‘7692’. . .) so that their internal features com- 

pose a recognizable pattern, regardless of 

whether there are more specific features they 

have in common. But even if they bear no such 

internal marks, they still form a unified, causally 

salient class, viz., the class ‘Products of Factory 

A’ The factory’s causal continuity grounds the 

causal salience of that class, as products of the 

same cause. 
For instance, suppose that the machine that 

produces disc brakes is gradually deteriorat- 

ing. The deterioration leads each disc brake it 

produces to be a bit less round—slightly fur- 

ther from perfect roundness—than the last. 

Now while the machine itself does not belong 

to the class ‘Products of Factory A’ the cars 

that are part of that class are causally unified in 

that they are all products of a common cause. 

The decreasing roundness of their brakes, due 

to the ongoing deterioration of the machine, is 

one illustration of this causal unification. The 

deterioration merely reflects the causal unity: 

the cars would be causally unified, in the sense 

that I intend, even if the machines were always 

in ideal working order. 

A similar picture applies to occurrent states. 

(For simplicity here, I'll assume materialism 

about standing states; the picture could be ad- 

justed to apply to dualism about such states.) 

Suppose that a number of occurrent states have 

a shared origin. They spring from states, includ- 

ing standing beliefs and non-mental states, of a 

persisting physical organism, perhaps together 

with salient features of its environment. This 

shared origin may produce occurrent states 

that share internal features: e.g., one’s occur- 

rent states may share a quality of hopefulness 

because they spring from physically-based dis- 

positions to be optimistic. Or they may have 

complex rational interrelations that depend 

on non-mental states: e.g., yesterday’s occur- 
rent belief ‘It will rain tomorrow’ may cause a 
standing belief to that effect, which the next day 
causes the occurrent belief ‘it will rain today’ 

But as in the factory case, it is the causal 
continuity of the shared origin itself that ren- 
ders the states causally unified. Any shared 
internal features or coherent rational structure 
is unnecessary—for instance, it is not present 
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in the presumably jumbled occurrent states of 

Alzheimer’s patients like Otto. And the shared 

origin needn’t be included in the class of occur- 

rent states in order to ground the class’s causal 

unity, any more than the factory needs to be 

included in the set of cars to ground that set’s 
causal unity. 

How much psychological continuity do we 

possess? Some of us are psychologically stable, 

consistent, and predictable. These steady types 

experience occurrent states that follow previ- 

ous occurrent states in fairly predictable ways. 
(Modulo the continuity of external stimuli, of 

course.) So the claim that the mind or self is 

constituted by occurrent states does not raise 

the specter of radical discontinuity, when ap- 

plied to these stable individuals. 

The more problematic cases are those indi- 

viduals who undergo a series of radically dis- 

parate occurrent states. Taking these unstable 

minds to be constituted by the series of sets of 

occurrent states seems to threaten psychologi- 

cal continuity, just as C&C allege. But I don’t 

think that this is a problem. First, I think that 

it makes sense to deny that unstable characters 

enjoy one sort of psychological continuity, viz., 

the continuity involved in one’s experiences 

and thoughts seeming, to one, to have a rational 

structure. The lack of apparent rational struc- 

ture among occurrent experiences and thoughts 

is, after all, why dementia and Alzheimer’s dis- 

ease leave their victims so bewildered. 

But there is another sense of “psychological 

continuity’ that even the least stable individuals 

possess. This is the continuity that is responsible 

for the fact that the succession of wildly vary- 

ing, seemingly unrelated states is fully explain- 

able. The factors that explain it are underlying 

52! 

physical states and processes. The point of 

contention between my view and C&C’s con- 

cerns whether these underlying factors—which 

include standing states and nonconscious 

processes—are themselves part of the mind. 

I have argued that, in a strict, principled sense 

of ‘mental’ they are not. They are outside the 

realm of introspectibility; and including them 

within the mind will extend the range of a sub- 

ject’s actions to staggering proportions. There 

are therefore strong reasons to deny that merely 

standing states and nonconscious process are, 

strictly speaking, part of the mind. 

Conclusion 

Obviously, many questions remain. But I hope 

to have shown that a serious alternative to ex- 

tending the mind is to reject premise (4) of 

C&C’s argument, and to limit the mind to oc- 

current, conscious states and processes. In fact, 

I think that this fits with their claim that ‘when 

it comes to belief, there is nothing sacred about 

skull and skin.’ I fully agree with this conclu- 

sion, but I draw a different moral from it. They 

conclude that some external states and pro- 

cesses are mental; I conclude that some internal 

(standing) beliefs and (nonconscious) cognitive 

processes are non-mental. 

It is surprising to think that standing beliefs 

and nonconscious processes lie outside the 

mind, even if they are inside the brain. Still, on 

balance, this conclusion seems less costly to 

intuitions and hence ultimately more credible 

than the claim that our mind can extend to note- 

books, external computing devices, and others’ 

minds.” 

NOTES 

i. All page numbers will refer to the reprint in this 

volume. 
2. Strictly speaking, the argument requires only that 

the notebook entries at least partially constitute 
Otto’s standing beliefs. For whatever partially con- 
stitutes a part of the mind is itself a part of the mind. 

3. Of course, the upshot of the imagining—the visual- 
ization of the rotated shape—is conscious. But the 

process of rotating it is, at least in their example, 

nonconscious. 
4, Elsewhere, I provide a more detailed argument to 

show that these wide states do not crucially con- 
tribute to action. (Gertler, “The Narrow Mind,” in 

preparation. ) 
5. We can also suppose that the robot could have 

awakened the organism, in case of an emergency— 

so the organism was only partially and temporarily 

unreceptive to input from the robot. But this may 

not matter, since Otto does not consult his notebook 
when he is in a deep sleep either. 

6. See p. xx17xx. C&C give these conditions as a 
rough outline of the relevant functional role. They 
do not claim that they are jointly sufficient for being 

a standing belief, or that each is necessary. In fact, 

they express some doubts as to whether (iv) is nec- 

essary. These details will not affect my argument. 

7. Weiskopf, “Patrolling the Mind’s Boundaries,” 
(MS, 2006) 

8. To use a historical example: Descartes’ meditator 
can introspect his occurrent beliefs that ‘I doubt that 
I am sitting before the fire’ or ‘2+3=5’ but cannot 

introspect the causal sources of those beliefs, in- 

cluding standing beliefs or past cognitive processes. 
This is why he cannot rule out, through introspection 
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alone, the possibility that these beliefs are caused by 

an evil genius, rather than by a standing belief or a 
past (and hence currently nonconscious) cognitive 

process. 
9. I am indebted to the participants in the National 

Endowment for the Humanities Institute on 
Consciousness and Intentionality in Santa Cruz, 
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where I presented an ancestor of this paper in 
July 2002—especially Terry Horgan, Amy Kind, 
Eric Schwitzgebel, Galen Strawson, and Aaron 

Zimmerman. I am also deeply grateful to Dave 

Chalmers, for helpful discussion and for correcting 
several errors. Larry Shapiro provided extensive, 

valuable comments on this version of the paper. 

The Embodied Mind 

Shaun Gallagher and Dan Zahavi 

Let’s start with a fully cognizing human being 

who is complete in body and mind, and ask 

what we could subtract while still retaining a 

cognizing mind. Such thought experiments may 

help us to home in on precisely what a cognitive 

system or mind actually is. 
Let’s take as our example any one of us who 

happens to be complete in body and mind, un- 

derstanding that in an ordinary and everyday 

way. Of course, some of us may not be bodily 

complete. One of you who is holding this book 

in your hand right now may be missing the 

other hand, perhaps as a result of an accident 

and amputation. In any case, let’s take as our 

example someone with all her limbs. Now we 

can ask, would it make any difference in regard 

to her ability to think or imagine or remember, 

or to engage in most cognitive exercises if she 

were missing one or even several of her limbs? 

Right, it doesn’t seem that we need all our limbs 

to engage in cognizing. So let’s get rid of them. 

While we’re at it, we may as well get rid of all 

the other extraneous body parts—those that we 

don’t seem to need in order to do our thinking. 

As these kinds of thought experiments go, we 

usually end up with just our brains, since even 

sensory input can be provided artificially. For 

example, we can directly stimulate the parts of 

the brain responsible for registering sensory 

information and thereby, supposedly, have ex- 

actly the same experience we would have if our 

sensory organs were delivering that informa- 

tion. This common thought experiment is re- 

ferred to as the brain-in-the-vat, and the image 

is of a brain floating around in a vat of chemi- 

cals, kept alive by artificial nourishment, and 

kept informed by various electrodes that carry 

information about the world, or about whatever 

the mad scientist running this experiment wants 

to feed it. 

Dennett 1981 has taken this thought experi- 

ment one step further. He tells the story of being 

sent on a mission that involved removing his 

brain, storing it in a vat, but remaining con- 

nected with the body via radio waves. Dennett’s 

mission, however, is a dangerous one, and in 

the process his body ceases its biological func- 

tioning and, in effect, dies. His brain, however, 

is still alive in the vat. Understandably, he gets 

upset: 

Waves of panic and even nausea swept over 
me, made all the more horrible by the absence 
of their normal body-dependent phenomenol- 
ogy. No adrenaline rush of tingles in the arms, 
no pounding heart, no premonitory salivation. 
I did feel a dread sinking feeling in my bowels 
at one point, and this tricked me momentarily 
into the false hope that I was undergoing a 
reversal of the process that landed me in this 

fix—a gradual undisembodiment. But the iso- 
lation and uniqueness of that twinge soon con- 
vinced me that it was simply the first of a plague 
of phantom body hallucinations that I, like any 
other amputee, would be all too likely to suffer. 

(1981, p. 225) 

As time goes on, Dennett is provided with a 

new body, which he finds difficult to master, 
but which, after a period of adjustment, seems 
just fine. He thinks perhaps this is similar to 
undergoing extensive plastic surgery or a sex- 
change operation. Dennett subsequently learns, 
however, that the technicians had copied his 

Excerpted from S. Gallagher and D. Zahavi, The Phenomenological Mind (second edition) (Routledge, 
2012). Reprinted by permission of the publisher. 
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brain’s functional structure and all of the infor- 

mation in it to a computer program, and that he 

is doubly connected—to his brain, and, with the 

flick of a toggle switch, to the computer running 

his artificial brain. He is able to flip a switch 

between brain and computer, but is unable to 

tell the difference in his experience. 

The moral of this story, if we were to follow 

Dennett’s line of reasoning and put this story 

together with the standard line of thought about 

brains-in-vats, is that not only is the body un- 

necessary for experience and cognition, but 

we don’t even need the brain, as long as we 

have the program and information running on 

the right kind of hardware. This constitutes a 

functionalist perspective according to which ar- 

tificial neural-net processing of information can 

generate the same mental experiences as can be 

generated by the brain alone. What’s important 

is not the physical instantiation (although this is 

certainly a consideration, since it would likely 

make a difference if we tried to run the software 

on a Mac or a PC rather than on a sophisticated 

neural net computer); rather, what is important 

is the software program and the information 

that constitutes the essential part of a system 

required to generate me, and my cognitive life. 

Once we have the right information and the 

proper brain-replicating syntax, we should be 

able to generate your cognitive experience in 

any machine that can run the program. 

Does this mean that the body contributes 

nothing of importance to the cognitive system? 

Of course, we can say that the brain is impor- 

tant in all normal cases where we do not have a 

backup artificial brain. And even Dennett sug- 

gests that to do anything, to take action in some 

way, one might need some kind of body. But 

we could think that a robotic body could do just 

as well, as long as it were properly connected 

(by radio transmitters) to the artificial brain. 

The image of the brain-in-the-vat is sur- 

prisingly influential even for opponents of 

functionalism. Thus, Searle, who takes an 

anti-functionalist view, and emphasizes the im- 

portance of neurobiology, nonetheless, in de- 

fending a radical form of internalism, appeals 

to the same image: 

Even if I am a brain in a vat—that is, even if all 

of my perceptions and actions in the world are 
hallucinations, and the conditions of satisfaction 

of all my externally referring Intentional states 

are, in fact, unsatisfied—nonetheless, I do have 

the Intentional content that I have, and thus I 

necessarily have exactly the same Background 
that I would have if I were not a brain in a vat 
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and had that particular Intentional content. That 

I have a certain set of Intentional states and 

that | have a Background do not logically re- 

quire that I be in fact in certain relations to the 
world around me... . 

(Searle 1983, p. 154) 

This kind of denial of the cognitive signifi- 

cance of the body has a long tradition. Compare 

the following statement in Plato’s dialogue, 

Phaedo: 

It seems that so long as we are alive, we shall 

continue closest to knowledge if we avoid as 
much as we can all contact and association 

with the body, except when they are absolute 
necessary, and instead of allowing ourselves 

to become infected with its nature, purify 
ourselves from it until God himself gives us 

deliverance. 

(Plato 1985, 67a) 

Such a disembodied view on the mind was also 

found in classical cognitive science, since it 

examined intelligent behaviour as if it were in- 

dependent of any specific bodily form. Indeed, 

until recently, insofar as neuroscientists consid- 

ered the body, it was only qua its representation 

in the somatosensory cortex. 

Now one might think that it is incumbent 

on the phenomenologist, or on the theorists of 

embodied cognition, to show that there is no 

cognition without embodiment. But there are 

two questions here. First, the in-principle ques- 

tion of whether the notion of a disembodied 

brain (a brain in a vat) is at all intelligible; and 

second, regardless of what the answer is to the 

first question, we can ask whether human cog- 

nition de facto is disembodied. We can answer 

the second question (in the negative) without 

having to demonstrate that the brain-in-the-vat 

thought experiment is an unintelligible thought 

experiment. It just is an empirical fact that we 

are indeed embodied, that our perceptions and 

actions depend on the fact that we have bodies, 

and that cognition is shaped by our bodily exis- 

tence. This is, we might say, a ‘no-brainer.’ But 

we can note the following in response to the first 

question. The brain-in-the-vat thought experi- 

ment actually shows that perception and action 

do require some kind of embodiment. Even the 

pure brain-in-the-vat requires absolutely every- 

thing that the body normally provides—for ex- 

ample, sensory input and life support. Indeed, 

the importance of the body can be measured 

in considering precisely what it would take to 

sustain a disembodied brain and the supposed 

experience that goes along with it. What is pos- 

sible for a brain-in-the-vat is only possible if it 
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is provided with a properly balanced nutrition, 

a properly balanced mix of hormones and neu- 

rotransmitters, and a complex stream of sensory 

information, properly adjusted for the temporal 

differentiations that are in fact involved in in- 

termodal binding. If we consider only the visual 

input, we would have to assume that any poking 

around in the visual cortex that would replicate 

our human visual experience would have to be 

so specified in its details, that an analogue or 

digital input mechanism would have to be as 

complicated, as chemically complex, and as en- 

active as the human eye. That is, the full and 

extraordinary support system that would be re- 

quired to allow a brain-in-a-vat to experience 

things as we experience them, or in other words, 

to allow a brain-in-a-vat to be phenomenologi- 

cally in-the-world and not just physically in-a- 

vat, would have to replicate the bodily system 

that already supports our ordinary existence. 

Whether or not a brain-in-the-vat is a real 

possibility, it is certain that our cognitive expe- 

rience is shaped by an embodied brain. Indeed 

it is increasingly accepted that the brains we 

have are shaped by the bodies we have, and by 

our real-world actions. Cognition is not only 

embodied, it is situated and, of course, it is situ- 

ated because it is embodied. 

The fact that we stand upright is distinctive 

for the human species, and this biological fact, 

which comes along with many other biological 

facts, has far-reaching consequences with re- 

spect to perceptual and action abilities, and by 

implication, with respect to our entire cognitive 

life. Erwin Straus, for example, points out that 

‘the shape and function of the human body are 

determined in almost every detail by, and for, 

the upright posture’ (1966, p. 138). Consider a 

brief list: 

¢ First, in regard to human anatomy and 

skeletal structure, the upright posture re- 

quires a specific shape and structure of the 

human foot, ankle, knee, hip, and verte- 

bral column, as well as the proportions of 

limbs, and all of this demands a specific 

musculature and nervous system design. 

In terms of evolution, the shaping of the 

body for the upright posture also permits 

the specifically human development of 

shoulders, arms, hands, skull, and face. 

The important point here is that these ana- 

tomical structures define our capabilities 

and therefore define what counts as the 

world. Gibson 1986 developed the idea 

that objects in the environment can afford 
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different kinds of action, given the kind of 

body that we have. Such affordances are 

closely tied to our bodily shape and our 

action capabilities. A chair affords sitting 

precisely because the human body bends 

at the knees, etc. Capabilities to sit or to 

adopt some other posture are first of all 

motor; but they extend to the most abstract 

and rational capacities for cognition, such 

as counting and the development of math- 

ematics (see Johnson 1987, 2007; Lakoff 

and Johnson 1980; Lakoff and Nunez 

2001; Sheets-Johnstone 1990). 

¢ Second, in terms of development, at- 

taining the upright posture is delayed in 

humans. The infant is required to learn it 

in a struggle against gravity. This calls for 

a basic conscious wakefulness: if you fall 

asleep, you fall. Posture and movement 

are directly related to biological states 

of sleep and wakefulness. Prior to stand- 

ing, early crawling behaviour influences 

the development of perception and cog- 

nition (Campos et al. 1992). The change 

of posture that comes with standing and 

walking equally affects what we can see, 

what we can attend, what we can grasp and 

manipulate. 

¢ Third, in terms of how we are related to 

things and other people, with the up- 

right posture we maintain distance and 

independence—distance from the ground; 

distance from things; and some degree of 

independence from other people. In stand- 

ing, the range of vision is extended, and 

accordingly, the environmental horizon 

is widened and distanced. The spatial 

frameworks for perception and action are 

redefined. Standing frees the hands for 

reaching, grasping, manipulating, carry- 

ing, using tools, and pointing. Both phylo- 

genetically (with respect to evolution) and 

ontogenetically (with respect to individual 

development), these changes introduce 

complexities into brain structure, com- 

plexities that eventually help generate ra- 

tional thought (Paillard 2000). 

* With respect to our perceptual abilities, 

which in turn shape all other cognitive 

abilities, in evolutionary terms, attaining 

the upright posture means that the olfac- 

tory sense declines in importance; seeing 

becomes primary. We are able to see far 

ahead of where we are currently located, 

and this grants foresight and allows for 
planning. While our hands are liberated for 
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more proficient grasping and catching, our 

mouths are liberated for other purposes, 
since olfactory mechanisms (required for 

finding our way around when close to the 

ground) shrink and no longer dominate 

facia] structure. The jaw structure not only 

defines what we eat, but along with the 

development of the more subtle phonetic 
muscles, enables the development of vocal] 

language. And if you ask Aristotle, he’]] 

tell you that this means the development 
of both politics and rationality. 

Add to this the idea that the body ‘pre- 
processes’ and filters incoming sensory signals, 

and ‘postprocesses’ and limits efferent signals 

that contribute to motor contro]. Comparative 

anatomy shows that the shape and relative lo- 

cations of the ears, for example, allow us to 

determine the direction of a sound (Chiel and 
Beer 1997). Bodily movements are not fully 

determined at brain level; rather, they are re- 

engineered by the design and flexibility of 

muscles and tendons, their geometric relations 

to other muscles and joints, and the prior his- 

tory of their activation (Zajac 1993). Thus, ‘the 

nervous system cannot process information 

that is not transduced by the periphery, nor 

can it command movements that are physically 

impossible for that periphery’ (Chiel and Beer 

1997, p. 554). These observations are part of 

a larger story about what shapes the body and 

how that also shapes cognition. But they are 

sufficient to indicate that the biological body 

(what it enables and excludes by its structure, 

basic posture, and motor capacity) is the body 

that shapes the way that we perceive and think 

about the world. 

Robotic and Biological Brains 

These are lessons hard won, not by means of 

thought experiments, where you seemingly can 

think many aspects of the system away, but in 

the ‘real world’ of the biological sciences, as 
well as in advanced robotics. Roboticists, like 

Rodney Brooks at MIT, have discovered that 

the traditional approaches of trying to develop 

robots from the top down, i.e. starting with a 
disembodied syntax and trying to add a func- 

tional artificial body that would heed the com- 

mands from a central intelligence computer, just 
don’t work. Rather, their more recent initiatives 

are attempts to design robots from the bottom 
up. building simple, pragmatically-ordered, 
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biologically-inspired, sensorimotor machines 

that can move around environments by using 

information gathered in real time from the 

environments themselves, Such robots are 

‘physically grounded,’ which means they are 

physical entities embedded in their physical 

environments, but in a way in which their rep- 

resentations pragmatically reference the real 

world; they are enactive perceiving machines, 

grasping the world in terms of projects to be 

accomplished. 

Nouvelle AJ is based on the physical grounding 
hypothesis. This hypothesis states that to build 
a system that is intelligent it is necessary to 
have its representations grounded in the physi- 
ca) world, Our experience with this approach is 
that once this commitment is made, the need for 
traditiona] symbolic representations soon fades 
entirely. The key observation is that the world 
is its own best model. It is always exactly up to 
date. It always contains every detail] there is to 
be known. The trick is to sense it appropriately 
and often enough. To build a system based on 
the physical grounding hypothesis it is neces- 
sary to connect it to the world via a set of sen- 
sors and actuators. 

(Brooks 1990, p. 5) 

Brooks comes to this important realization, 

however, not by thinking of robots as bodies, 

but by thinking of bodies as robots: 

The body, this mass of biomolecules, is a ma- 
chine that acts according to a set of specifiable 
rules.... We are machines, as are our spouses, 
our children, and our dogs... . J believe myself 

and my children all to be mere machines. 
(Brooks 2002, pp. 173-75) 

The philosophical background to this particu- 

lar way of conceiving of the body is clearly 

Cartesian. Descartes characterized animals as 

purely physical autormata—robots devoid of 

consciousness. This was extended to humans 

by a variety of philosophers, including La 

Mettrie 1745 and Cabanis 1802, and was fur- 

ther explicated by Hodgson 1870 and Huxley 

1874. Brooks seems bound to follow in this 

tradition, perhaps topping it off by proposing 

that conscious-like intelligence should emerge 

from this kind of system. An alternative philo- 

sophical backdrop to the concept of embodied 

cognition, however, is alive and well. This is 

worked out in the phenomenological views of 

Husserl and Merleau-Ponty, and updated by 

philosophers and scientists like Clark 1997; 

Varela et al. 1991; Thompson 2007; Thompson 

and Varela 2001; Sheets-Johnstone 1990, 
1999; Michael Wheeler 2005; and others. This 
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alternative approach follows Merleau-Ponty 

in rejecting the idea that the body is simply a 

‘highly polished machine’ (1962, p. 76). So 

let’s dig deeper into the meaning of embodi- 

ment, how it situates us and how it shapes our 

cognitive experience. 

Phenomenology of the body—a very short 

history 

The best-known philosopher of embodiment 

is undoubtedly Merleau-Ponty. But Merleau- 

Ponty was certainly not the only phenom- 

enologist who devoted time and energy to a 

painstaking analysis of the lived body. Not only 

are there other French phenomenologists who 
have written extensively on the body, Sartre 

and Michel Henry, for example, but it would 

also be a mistake to identify phenomenology 

of embodiment with French phenomenology. 

Already in Husserl’s lecture course Thing and 

Space from 1907 one can find far-reaching 

phenomenological analyses of the moving 

and sensing body. And it is well known that 

Husserl’s analysis of the body in the second 

volume of his /deas served as a decisive in- 

spiration for Merleau-Ponty’s Phenomenology 

of Perception. Husserl’s manuscript was only 

published posthumously in 1952, but Merleau- 

Ponty visited the Husserl archives shortly before 

the outbreak of the Second World War—as one 

of its first foreign visitors—and had on that oc- 

casion a chance to read Husserl’s unpublished 

manuscript (cf. Zahavi 1994, 2006). But even 

Husserl might not have been the first. Michel 

Henry has argued that one can find an implicit 

theory about the lived body in the most famous 

dualist of them all, namely Descartes (Henry 

1975, p. 139). And if one moves forward in 

history, to the Napoleonic wars, one will en- 

counter the work of another French philosopher 

Maine de Biran who—and this is still according 
to Michel Henry—provides a phenomenologi- 

cal account of the body that is superior to the 

ones subsequently to be found in the writings of 

Husserl, Sartre, and Merleau-Ponty. 

The phenomenological investigation of the 

body is not the analysis of one object among 

others. That is, it is not as if phenomenology 

in its investigation of a number of different 

ontological regions (the domain of logic, math- 

ematical entities, utensils, works of art, etc.) 

also stumbles upon the body and then subjects 

it to a close scrutiny. On the contrary, the body 

is considered a constitutive or transcendental 
principle, precisely because it is involved in 
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the very possibility of experience. It is deeply 

implicated in our relation to the world, in our 

relation to others, and in our self-relation, and 

its analysis consequently proves crucial for 

our understanding of the mind—world relation, 

for our understanding of the relation between 

self and other, and for our understanding of the 

mind-body relation. 
The phenomenological emphasis on the body 

obviously entails a rejection of Cartesian mind- 

body dualism. But it should be just as obvious 

that this does not entail an endorsement of some 

kind of Cartesian materialism. It is not as if the 

phenomenological way to ‘overcome’ dualism 

is by retaining the distinction between mind and 

body, and then simply getting rid of the mind. 
Rather, the notion of embodiment, the notion of 

an embodied mind or a minded body, is meant 

to replace the ordinary notions of mind and 

body, both of which are derivations and abstrac- 

tions. Merleau-Ponty famously speaks of the 

ambiguous nature of the body, and argues that 

bodily existence is a third category beyond the 

merely physiological and the merely psycho- 

logical (1962, p. 350). The lived body is neither 

spirit nor nature, neither soul nor body, neither 

inner nor outer, neither subject nor object. All 

of these contraposed categories are derivations 

of something more basic. 

Phenomenologists object to the metaphysical 

division between res extensa and res cogitans. 

If one accepted such a division, the only place 

for the body would seem to be on the side of the 

res extensa. But phenomenologists deny that 

the body is a mere object in the world. The body 

is not merely an object of experience that we 

see, touch, smell, etc. Rather, the body is also a 

principle of experience, it is that which permits 

us to see, touch, and smell, etc. Obviously, the 

body can also explore itself. It can take itself (or 

the body of another) as its object of exploration. 

This is what typically happens in physiology or 

neurology, etc. But such an investigation of the 

body as an object is not exhaustive. As Sartre 

famously points out, we should be careful not 

to let our understanding of the lived body be 

determined by an external perspective that ul- 
timately has its origin in the anatomical study 
of the corpse (1956, p. 348; cf. Merleau-Ponty 
1962, p. 351). As he continues in Being and 
Nothingness: 

The problem of the body and its relations with 
consciousness is often obscured by the fact that 
while the body is from the start posited as a 
certain thing having its own laws and capable 
of being defined from outside, consciousness 
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is then reached by the type of inner intuition 
which is peculiar to it. Actually if after grasp- 
ing ‘my’ consciousness in its absolute interior- 
ity and by a series of reflective acts, I then seek 
to unite it with a certain living object composed 
of a nervous system, a brain, glands, digestive, 
respiratory, and circulatory organs whose very 

matter is capable of being analyzed chemically 
into atoms of hydrogen, carbon, nitrogen, phos- 
phorus, etc., then I am going to encounter in- 

surmountable difficulties. But these difficulties 
all stem from the fact that I try to unite my con- 

sciousness not with my body but with the body 
of others. In fact the body which I have just de- 

scribed is not my body such as it is for me. 

(Sartre 1956, p. 303) 

The phenomenological contribution to a so- 

lution of the mind-body problem does not take 

the form of a metaphysical theory of mental 

causation, nor does it consist in an explanation 

of how the body interacts with the mind; rather, 

it seeks to understand to what extent our experi- 

ence of the world, our experience of self and 

our experience of others are formed by and in- 

fluenced by our embodiment. But through this 

change of focus, it also rethinks and questions 

some of the distinctions that define the mind- 

body problem in the first place. 

The first and most basic phenomenological 

distinction to be made, and the one that allows 

us to see that Brooks may be working with the 

wrong concept of the body, is between the ob- 

jective body and the lived body (Husserl’s dis- 

tinction between Koper and Leib, respectively; 

Merleau-Ponty’s distinction between the Le 

corps objectif and the corps proper or corps 

vécu). This is a phenomenological distinction 

rather than an ontological one. It is not meant 

to imply that each of us has two bodies: one 

objective and one lived. Rather, it is meant to 

explicate two different ways that we can experi- 

ence and understand the body (Husserl 1973a, 

p. 57). Whereas the latter notion captures the 

body understood as an embodied first-person 

perspective, the former focuses on the body as 

seen from an observer’s point of view, where 

the observer may be a scientist, a physician, or 

even the embodied subject herself. I can view 

my own body as if from the outside. I can look 

at my hand and think, ‘Hmm, how truly odd 

that this thing has five wiggling digits.’ The 

objective body is, in varying degrees of ab- 

straction, and defined in a variety of perspec- 

tives (neurological, physiological, anatomical), 

a perceived body; it is the objectification of a 
body which is also, nonetheless, lived. Looking 

at the body as a thing that can be analysed, 
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dissected, objectively understood, in the way 

that we might understand a machine or a robot, 

is clearly important for making progress in 

the biological sciences, in medicine, and per- 

haps in robotics. If we are taking this perspec- 

tive on the body, we are taking a third-person 

perspective—examining the body as something 

that we, as subjects, can observe as an object. 

In contrast, of course, the only way we can 

make such observations, or any observations, 

is if we are in fact an experiencing, sensorimo- 

tor, living body—if we have eyes that see, 

hands that are capable of haptic touch, ears 

that hear, and so forth. In this regard I do not 

observe or contemplate my hand, I reach out 

with it and grab something. The body as sub- 

ject, as experiencer, as agent, rather than the 

body as object, as thing experienced—this is 

a basic distinction missed by the Cartesian 

tradition. When Descartes—according to the 

standard interpretation—insists that he is a 

thinking thing, and is not his body, which is 

an extended thing, he thinks that he can think 

without his body thinking. In fact, however, 

Descartes was able to think such thoughts only 

because he was a living body that included a 

highly inter- and intra-connected brain. As far 

as we can tell, Descartes stopped thinking these 

thoughts in the early morning of 11 February 

1650 when he died. An autopsy on his objec- 

tive body would have shown a serious respira- 

tory infection as cause of death. 

A description of the lived body is a descrip- 

tion of the body from the phenomenological 

perspective. On the one hand, it is the way the 

body appears in experience. On the other hand, 

it is much more than that—it is the way the 

body structures our experience. The body is not 

a screen between me and the world; rather, it 

shapes our primary way of being-in-the-world. 

This is also why we cannot first explore the 

body by itself and then subsequently exam- 

ine it in its relation to the world. On the con- 

trary, the body is already in-the-world, and the 

world is given to us as bodily revealed (Husserl 

1971/1980, p. 128). Indeed, as Sartre points out, 

the body is operative in every perception and 

in every action. It constitutes our point of view 

and our point of departure (1956, p. 326): 

The case could not be otherwise, for my being 
has no other way of entering into contact with 
the world except to be in the world. It would be 
impossible for me to realize a world in which 
I was not and which would be for me a pure 
object of a surveying contemplation. But on the 
contrary it is necessary that I lose myself in the 
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world in order for the world to exist and for me 

to be able to transcend it. Thus to say that I have 
entered into the world, ‘come to the world,’ or 

that there is a world, or that I have a body is one 

and the same thing. 
(Sartre 1956, p. 318; cf. Merleau-Ponty 

1962, p. 82)! 

We have a sense of the body in what it accom- 

plishes. I have a tacit sense of the space that I 

am in (whether it is crowded, whether it is wide 

open, or whether it is closing in). Likewise, I 

have a proprioceptive sense of whether I am 

sitting or standing, stretching or contracting 

my muscles. Of course, these postural and po- 

sitional senses of where and how the body is 

tend to remain in the background of my aware- 

ness; they are tacit, recessive. They are what 

phenomenologists call a ‘pre-reflective sense of 

myself as embodied.” 
This sense of embodiment is not simply spa- 

tial. I can feel sluggish (after eating a heavy 

dinner, for example) or clumsy; or I can feel 

energetic and fully attuned to my surroundings 

(after exercising or yoga, for example). If lam 

depressed by some bad news, I can feel that 

in my body; if I am elated by good news or 

buoyed up by an impending challenge—these 

are feelings and moods that I feel bodily. If 

I am angry or fearful or happy and comfort- 

able, these are emotions that I feel bodily. 

Moreover, all of these aspects of embodi- 

ment shape the way I perceive the world. If 

I’m depressed, the world seems depressing; if 

I am elated, the world seems promising; if I 

am hungry, as William James noted, an apple 

appears larger than when I am satiated. Since 

this is the lived body with which I perceive 

and act, it is in constant connection with the 

world. And this connection is not a mere sur- 

face-to-surface contact, as a corpse might lie 

on the surface of a table; rather, my body is 

integrated with the world. To be situated in the 

world means not simply to be located some- 

place in a physical environment, but to be in 

rapport with circumstances that are bodily 

meaningful. [t means something if the drink 

that I want is out of reach; if I am unable to 

sprint as fast as I need to when I am being 

chased by a ferocious animal, or in danger of 

being run down by a bus. Those possibilities 

that my body enables, and that define the en- 

vironment as a world of affordances, just as 

much as those activities that my body prevents 

or limits, and that define what is possible or 

impossible—these are aspects of embodiment 

that I live with, and through, and that define 
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the environment as situations of meaning and 

circumstances for action. 
Much more could be said about the body- 

environment relation, since the environment is 

not simply a place where we perform our ac- 

tions. The environment directly and indirectly 

regulates the body, so that the body is in some 

sense the expression or reflection of the envi- 

ronment. The environment calls forth a specific 

body-style so that the body works with the en- 

vironment and is included in it. The posture 

that the body adopts in a situation is its way 

of responding to the environment. The body 

finds itself already with feelings, drive-states, 

kinaesthetic sensations, etc. and they are par- 

tially defined by the environment in which it 

must function. The ‘internal environment’ of 

the body, which functions homeostatically and 

automatically, and is constituted by innumer- 

able physiological and neurological events, is 

simply an internalized translation and continu- 

ation of the ‘external’ environment. Changes in 

the ‘external’ environment are always accom- 

panied by changes in the ‘internal’ one, e.g. 

‘changes induced in the blood by alterations in 

the [external] environment, such as increased 

carbon dioxide or decreased oxygen tension 

in the inhaled air, and alterations in the tem- 

perature of the environment are minimized by 

appropriate alterations in circulation, respira- 

tion, and endocrine activity’ (Gellhorn 1943, 

p. 15). All of these automatic regulations take 

place and are lived in bodily performances that 

are subpersonal and anonymous, although the 

results of this anonymous living are surely re- 

flected, directly or indirectly, in the experience 

of the subject. It is also the case that when there 

are changes in the ‘internal’ environment, the 

‘external’ environment can suddenly take on 

a different significance—i.e. the environment 

can become experientially different. The onset 

of eyestrain is a good example, as is the phe- 

nomenon of hallucination (see Gallagher 1986). 

Nothing in this conception of embodiment 
should lead us to conceive of the body as some- 

thing static, as if it has a fixed set of skills and 
abilities. The situation is quite different. Not 
only can the body expand its sensorimotor rep- 
ertoire by acquiring new skills and habits, it 
can even extend its capacities by incorporating 
artificial organs and parts of its environment 
(Leder 1990, p. 30). In acquiring new skills, for 
example, we may begin by paying close atten- 
tion to certain rules of performance, and when 
doing so we typically focus on and monitor our 
own bodily performance to an unusually high 
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degree. But a successful acquisition of this 

new ability will lead to performance without 

explicit monitoring of bodily movement; the 

skill becomes fully embodied and embedded 

within the proper context. As Leder has pointed 

out, “A skill is finally and fully learned when 

something that once was extrinsic, grasped only 

through explicit rules or examples, now comes 

to pervade my own corporeality. My arms 

know how to swim, my mouth can at last speak 

the language. .. . A skill has been incorporated 

into my bodily ‘I can’ (1990, p. 31). This pro- 

cess of incorporation also has a marked tempo- 
ral significance. Practice makes perfect because 

it habitualizes the skill. That which is practised 

in the past becomes embedded in my present 

bodily repertoire, and allows me to cope differ- 

ently with new arising situations. 

It is also possible to extend the capacities 

of the lived body by means of artificial exten- 

sions. Or to put it differently and perhaps even 

more strikingly, the lived body extends beyond 

the limits of the biological body. It doesn’t stop 

at the skin. The classical example is the blind 

man’s cane (a frequent example in the literature 

since Head (1920) first mentioned it). When 

first employing such a cane one experiences it 

as an external object exerting an impact upon 

the hand. But as the tool is mastered, one begins 

to feel through it to the experiential field it dis- 

closes (Leder 1990, p. 33). As Merleau-Ponty 

writes: “The blind man’s stick has ceased to be 

an object for him, and is no longer perceived 

for itself; its point has become an area of sen- 

sitivity, extending the scope and active radius 

of touch, and providing a parallel to sight’ 

(1962, p. 143). Something similar can happen 

with the use of far more complex technolo- 

gies. Consider, for example, the well-known 

experiments of Bach-y-Rita with sensory sub- 

stitution and the technology known as Tactile 

Vision Sensory Substitution (TVSS) (see Bach- 

y-Rita et al. 1969, 2003; Gonzalez and Bach-y- 

Rita 2003). The TVSS was designed to provide 

vision to blind subjects. It maps images from 

a video camera to a vibrotactile belt worn on 

the back or abdomen. Because of the intermo- 

dal nature of sensory perception, we can, with 

some learning, ‘see’ the environment using tac- 

tile or auditory prostheses. The stimulation of 

the skin generates a quasi-visual experience of 

the environment. In recent development of this 

technology similar experience is generated by 

an electro-tactile tongue display unit. The in- 

termodal sensory system of the body translates 

tactile signals on the skin into something like 
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a visual experience of the external environ- 

ment. Once the subject is habituated to the tac- 

tile stimulation the technology itself ceases to 

be an object and is incorporated into the body 

in a way that discloses the world. Such tech- 

nologies, which are clearly objective pieces 

of engineering, can capitalize on sensorimotor 

contingencies and brain plasticity and become 

part of the body that we live. 

Cole et al. 2000 provide another example 

by describing a virtual reality setup that links 

a human agent to a NASA robot, allowing the 

agent to steer the robot’s arms by moving his 

own, and to see the robot’s visual field through 

cameras mounted in the robot’s head. After a 

few minutes of practice with this technology, 

the agent starts to have a strong sense of em- 

bodiment with the robot. As far as we know, 

and this is in contrast to the claim that our 

bodies are simply robots (Brooks), this would 

not work the other way around. 

Thus, I can extend my set of skills and poten- 

tial actions. I can do this through practice (as 

we can see in dance, athletics, etc.) or through 

artificial augmentation (as we see in sensory 

substitution technologies or robotics). What we 

describe as the lived body from the phenom- 

enological perspective is exactly the same body 

as the biological body that we study from an 

objective perspective. The lived body clearly 

has a physiological basis, and as such it can 

be defined as ‘a certain power of action within 

the framework of the anatomical apparatus’ 

(Merleau-Ponty 1962, p. 109). Accordingly, it 

can suffer losses as well as experience gains. 

Thus brain lesions can occasion various forms 

of bodily self-alienation. One example is pro- 

vided by the condition known as anosognosia 

for hemiplegia. Many right-hemisphere stroke 

patients deny their left-side paralysis. This 

denial typically remains despite the manifest 

demonstration of the paralysis. In one case, 

a patient with left paralysis claimed that she 

could walk, could touch the doctor’s nose with 

her left hand, and could clap, when instead all 

she was doing was making motions only with 

her right hand (Ramachandran and Blakeslee 

1998). When pressed, the patients may venture 

completely out of the realm of reality in defend- 

ing their ability to move, stating that the immo- 

bile limb belongs to someone else, or is not a 

limb at all. One famous story tells of a patient 

who claimed that his paralyzed hand belonged 

to the doctor. When the doctor showed the pa- 

tient his own two hands and asked how it was 

possible that he should have three hands, the 
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patient calmly replied, ‘A hand is the extremity 

of an arm. Since you have three arms, it follows 

that you must have three hands’ (Bisiach 1988, 

p. 469). 

A stroke in the right hemisphere of the brain 

might result in symptoms of unilateral neglect. 

Patients fail to attend to the left side of their 

own body, or to respond to stimuli, objects, and 

even people located to their left side. This ne- 

glect finds astonishing manifestations. For in- 

stance, when served food, the patients will only 

eat the food that is on the right side of the plate, 

and will then complain that the hospital is starv- 

ing them, and that they are not given enough to 

eat. If asked to copy a drawing, they will only 

copy one half of it. Furthermore, it was recently 

shown that this neglect not only affects our 

visual power, but also our power of imagina- 

tion and recollection, thereby stressing the in- 

tricate interplay between these different forms 

of intentionality. During a two-minute period, 

patients were asked to mention as many French 

cities as they could remember. If these city 

names were subsequently marked on a map, 

it was discovered that all the mentioned cities 

were located in the east of France. No cities in 

the west (or left) of France were mentioned. 

In another experiment, patients from Milan 

were asked to think of the Piazza del Duomo, 

a place they knew very well. They were asked 

to imagine first that they were standing at the 

steps of the cathedral looking away from it, 

and they were then asked to describe what they 

were visualizing. They would only describe the 

right side of the square. They were then asked 

imaginatively to move to the opposite side of 

the piazza. When asked to describe what they 

were visualizing when they faced the cathedral, 

they would still only be describing the right side 

of the square. But, of course, what this means is 

that they were now describing the parts of the 

square that they had ‘forgotten’ a moment ago, 

whereas the parts of the square that they had 

just described were now lost to them (Bisiach 

and Luzzatti 1978). 

These few references to pathology point to 

the important insight that core features of sub- 

jectivity can be sharply illuminated through 

a study of their pathological distortions. 

Pathological cases can function heuristically to 

make manifest what is normally simply taken 

for granted. They serve as a means of gaining 

distance from the familiar, in order better to 

explicate it. This is something phenomenol- 

ogy has long insisted upon, and it is no co- 

incidence that especially the area of clinical 
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psychopathology has attracted a lot of attention 

from phenomeno-logists, and that there exists 

a long-standing tradition of phenomenological 

psychiatry in France and Germany. Important 

figures include Minkowski, Binswanger, 

Tatossian, Tellenbach, and Blankenburg (cf. 

Parnas and Zahavi 2002; Parnas et al. 2002). 

Thus, we can best come to understand our 

form of embodied life as it exists for us not 

in hypothetical or far-fetched thought experi- 

ments, but precisely in the ordinary cases of 

habit formation, and in the extraordinary cases 

of sensory substitution and pathological loss. 

To understand how the lived body works and 

how it shapes our cognition, we may be able 

to use high technology and robotics, but we 

clearly need both phenomenology and biology. 

How the Body Defines the 
Space of Experience 

One influential conception of knowledge takes 

knowledge to be a question of faithfully mir- 

roring a mind-independent reality. If we want 

to know true reality, we should aim at describ- 

ing the way the world is, not just independently 

of its being believed to be that way, but inde- 

pendently of all the ways in which it happens 

to present itself to us human beings. What we 

have been suggesting, however, is that this 

goal is illusory and unattainable. Even when 

doing science we have to start from an embod- 

ied perspective that we never fully escape. As 

Merleau-Ponty 1962 (p. 67) puts it, in response 

to a similar proposal for attaining a view from 

nowhere made by Leibniz, ‘Is not to see always 

to see from somewhere?’ This is a thought that 

is fully consistent with embodied and situated 
perception. 

The ‘somewhere’ is a zero-point set by the 

perceiving body. Out of it a perspectival spa- 

tiality opens up. Although the objective body 

can be given a position in this perspectival 

space, the lived body cannot. ‘The outline of 

my body is a frontier which ordinary spatial 
relations do not cross. This is because its parts 
are inter-related in a peculiar way: they are not 
spread out side by side, but enveloped in each 
other’ (ibid., p. 98). This is something that we 
need to further explore. The claim seems to be 
that the body inhabits its own kind of space, 
while at the same time being the origination 
point for the perceptual space within which the 
things of the world appear. Are these two dif- 
ferent kinds of space? 
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In fact, we need to distinguish three kinds 

of spatial frames of reference. The standard 

distinction between allocentric and egocentric 

spatial frames of reference names two of them. 

Allocentric space is purely objective space that 

can be defined in terms of latitude and longitude 

(the global positioning system operates in allo- 

centric terms) or in terms of compass directions, 

as when we say that Copenhagen is north of 

Rome, for example. Once you adopt the canoni- 

cal mapping of the earth, it doesn’t matter where 

you happen to be standing, in Copenhagen, or 

Rome, or New York; Copenhagen is always 

north of Rome. Egocentric space, in contrast, 

is the perspectival space of perception and 

action that is defined relative to the perceiving 

or acting body. My computer is in front of me; 

the window through which I hear the church 

bell is to my left, and the door of my office is 

to my right. If I turn 180 degrees, then all of 

this changes. My computer is then behind me; 

the window is to the right and the door is to the 

left. This egocentric frame of reference is really 

a body-centred frame of reference. Kant recog- 

nized the practical importance of this egocen- 

tric, experiential spatial frame of reference: 

[. .. T]he most precise map of the heavens, if it 
did not, in addition to specifying the positions 
of the stars relative to each other, also specify 
the direction by reference to the position of the 
chart relative to my hands, would not enable 

me, no matter how precisely I had it in mind, 

to infer from a known direction, for example 
the north, which side of the horizon I ought to 

expect the sun to rise. The same thing holds 
of geographical and, indeed, of our most ordi- 

nary knowledge of the position of places. Such 
knowledge would be of no use unless we could 
also orientate the things thus ordered, along 
with the entire system of their reciprocal posi- 
tions, by referring them to the sides of our body. 

(1992, pp. 367-68) 

Simply put, even if I know that Copenhagen 

is to my North, if I don’t know where north 

is relative to the way I am facing, then I don’t 

know which way Copenhagen is. Even closer 

to home, so to speak, I perceive the world as 

organized around my body—some things to the 

left, some things to the right, some are up and 

some are down, some are in front of, and some 

behind me. When I reach for something, I have 

to reach forward or backward, to my right or to 

my left, at a certain angle relative to where my 

hand is currently positioned. Both perception 

and action are calibrated in egocentric space, 

sometimes referred to by phenomenologists as 
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lived space. But egocentric space is still not the 

space of the body that Merleau-Ponty mentions. 

As perceivers and agents we are embedded 

and embodied agents. All perception and action 

involve a component of bodily self-experience. 

I am sitting in a restaurant. I wish to begin to 

eat, and so I need to pick up my fork. But how 

can I do that? In order to pick up the fork, I need 

to know its position in relation to myself. That 

is, my perception of the fork must contain some 

information about me, otherwise I would not be 

able to act on it. On the dinner table, the per- 

ceived fork is to the left of me, the perceived 

knife is to the right of me, and the perceived plate 

and wineglass in front of me. This self-referenc- 

ing in perception registers sub-personally in the 

sensorimotor system, but it also shapes my ex- 

perience. Every perspectival appearance implies 

that the embodied perceiver is herself the expe- 

riential zero-point, the indexical ‘here’ in rela- 

tion to which every appearing object is oriented. 

As an experiencing, embodied subject I am the 

point of reference in relation to which all of my 

perceptual objects are uniquely related. I am the 

centre around which and in relation to which 

(egocentric) space unfolds itself, or as Merleau- 

Ponty would put it, when I perceive the world, 

the body is simultaneously revealed as the un- 

perceived term in the centre of the world toward 

which all objects turn their face. 

According to Merleau-Ponty, ‘the spatiality 

of the body must work downwards from the 

whole to the parts, the left hand and its posi- 

tion must be implied in a global bodily design 

and must originate in that design’ (1962, p. 99, 

translation modified). He cautions, however, 

that this description is inadequate insofar as it 

remains tied to a static geometrical perspective. 

He suggests that we flesh this out in terms of 

pragmatic action: since my body is geared to- 

wards existing or possible tasks, its spatiality 

‘is not, like that of external objects or like that 

of “spatial sensations,’ a spatiality of position, 

but a spatiality of situation’ (ibid., p. 100).° 
We should say, then, that in connection with 

perception and action, there is a bodily spatial 

frame of reference that is innate and, in its own 

way absolute. It is neither allocentric nor ego- 

centric, but a frame of reference that applies to 

the lived body as perceiver and actor. In precise 

terms, this is a non-perspectival, proprioceptive 

frame of reference. Let’s try to map this bodily 

space out in further detail. 

The body, as Merleau-Ponty already indi- 

cated, is the origin of phenomenally experienced 

spatiality: ‘far from my body’s being for me no 
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more than a fragment of space, there would be 

no space at all for me if I had no body’ (1962, 

p. 102). If one accepts the premise that sense 

perception of the world is egocentrically orga- 

nized by reference to the perceiver’s bodily po- 

sition, the basis for that reference cannot itself 

be in an egocentric frame of reference without 

the threat of infinite regress. I could not say, for 

example, that my body is to my right or to my 

left.4 This point is closely tied to the notion of 
the experiential transparency of the body (the 

fact that when I experience the world my expe- 

rience of my body is highly attenuated), and is 

accurately stated by Merleau-Ponty: 

I observe external objects with my body, I 

handle them, examine them, walk around them, 

but as for my body, I do not observe it itself [in 

action or in the act of perception]: in order to be 
able to do so, I should need the use of a second 
body which itself would be unobservable. 

(1962, p. 91, translation modified) 

Whereas I can approach or move away from 

any object in the world, the body itself is always 

here as my very perspective on the world. That 

is, rather than being simply another perspectiv- 

ally given object, the body itself is precisely 

that which allows me to perceive objects per- 

spectivally (see Sartre 1956, p. 329). In a pri- 

mary sense, I am not conscious of my body as 

an intentional object. I do not perceive it; J am 

it. As a perceiver and actor, I do not have ob- 

servational access to my body in perception or 

in action. I neither stand outside nor inside my 

own body—indeed, whatever inside and out- 

side mean in this case, they depend on me being 

my body (see Legrand 2006). 

Although I do not have observational 

access to my body in action, I can have non- 

observational proprioceptive and kinaesthetic 

awareness of my body in action.° Proprioception 

is the innate and intrinsic position sense that 

I have with respect to my limbs and overall 

posture. It’s the ‘sixth sense’ that allows me to 

know whether my legs are crossed, or not, with- 

out looking at them. It is literally innate insofar 

as the proprioceptive system develops prena- 

tally. What kind of spatial frame of reference is 

involved in proprioceptive awareness? It is not 

egocentric since proprioceptive awareness does 

not organize the differential spatial order of the 

body around a perspectival origin. For exam- 

ple, whereas it may be that this book is closer 

to me than that book oyer there, it is not the 

case that my foot is closer to me than my hand. 

As José Luis Bermtidez points out, there is a 
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‘fundamental disanalogy between the bodily 

space of proprioception and the egocentric 

space of perception and action. . . . In contrast 

with vision, audition, and the other canonically 

exteroceptive modalities, there are certain spa- 

tial notions that do not seem to be applicable 

to somatic proprioception’ (1998, pp. 152-53). 

Specifically he mentions distance and direction. 
That is, we can ask about the distance and direc- 

tion of a perceived object in terms of how far 

away it is, and in what direction. But these spa- 

tial parameters are meaningful only in relation 

to a frame of reference that has a perspectival 

origin. This does not apply to proprioception. 

Of course it is possible to read egocentric 

registers into the body, and to say that bodily 

sensation A is to the left of bodily sensation B, 

or that sensation A is further away from sensa- 

tion B than is sensation C. Relative to a certain 

task (e.g. scratching an itch) my hand may be 

further away from my foot than from my knee, 

depending on posture. Someone might tell me 

to hold my hands out in front of me, and I might 

comply by extending my arms so that my hands 

are in front of my chest. But this is simply to 

adopt a certain convention or to make my chest 

something like a temporary origin; quite lit- 

erally, one cannot put one’s hands in front of 

one’s body since they are part of the body and 

cannot be put in front of themselves. Being lo- 

cated on the front side of my body (my nose, 

my toes, etc.) is not equivalent to being in front 

of my body. Left, right, centre, and distance are 

spatial parameters that are completely relative 

in egocentric spatial perception. What is to my 

right may be to your left. And what is to my right 

now will be to my left if I turn 180 degrees. But 

intra-bodily, my right hand is proprioceptively 

just so, and always at the end of my right arm, 

whether my right side is located to your left, or 

whether I turn from north to south. If I move my 

left hand to touch my right shoulder, it does not 

become a second right hand because it happens 

to move to that side of my body. If sensation A 

is just this distance from sensation B, I cannot 

make them closer on the intra-bodily map even 

if I contort my body to make them closer objec- 

tively or pragmatically (in order to scratch one 

of them, for example). So intra-bodily spatiality 
is not egocentric. 

One might think, then, that the propriocep- 
tive frame of reference is an allocentric one. It 
is certainly possible to conceive of body parts 
being located on an allocentric map, but to the 
extent that allocentric means something like 
‘independent of the perceiver’s position’, it is 
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difficult to think of the proprioceptive mapping 

in those terms since it is precisely the perceiv- 

er’s body that is at stake. Brian O’ Shaughnessy 

1995 suggests that proprioception is a system 

of spatial ordering that is unique in that it is 

framed by and applies to only the body itself. 

He attributes this to the immediacy of proprio- 

ception: the fact that proprioceptive awareness 

does not attentively mediate the perception 

of the body; for if it did, it would require an 

ordering system, a spatial frame of reference 

that would have to be independent of the body. 

Proprioception thus involves neither an allocen- 

tric nor an egocentric frame of reference, but a 

non-perspectival awareness of the body in an 

implicit spatial frame of reference.° 

This proprioceptive frame of reference, then, 

is the necessary embodied basis for the egocen- 

tric frame of reference. I perceive that something 

is to my right or to my left only by having a pro- 

prioceptive sense of where my right is and where 

my left is, ‘knowing’ my right hand from my left 

hand, my right leg from my left leg. Egocentric 

spatial order, then, always runs back to the body 

of the perceiver/actor. As Merleau-Ponty tells 

us: “for us to be able to conceive space, it is in the 

first place necessary that we should have been 

thrust into it by our body, and that it should have 

provided us with the first model of those trans- 

positions, equivalents and identifications which 

make space into an objective system and allow 

our experience to be one of objects, opening out 

on an ‘in itself’ (1962, p. 142). Moreover, this 

bodily space, in contrast to perceived space, is 

like ‘the darkness needed in the theatre to show 

up the performance’ (ibid., p. 100). 

The Body as Experientially 
Transparent 

Let’s shine a little light into this ‘darkness,’ or 

what we might call the disappearing act of the 

body. We have indicated that in action, when 

we are engaged in some project, sensory feed- 

back about our own body is attenuated (see 

Tsakiris and Haggard 2005). 

The bodily mediation most frequently escapes 
me: when I witness events that interest me, | am 
scarcely aware of the perceptual breaks which 
the blinking of the eye-lids imposes on the scene, 
and they do not figure in my memory... . [T] 
he body proper and its organs remain the bases 

or vehicles of my intentions and are not yet 
grasped as ‘physiological realities.’ 
(Merleau-Ponty 1963, p. 188, also see p. 217) 
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The body tries to stay out of our way so that 

we can get on with our task; it tends to efface 

itself on its way to its intentional goal. We do 

not normally monitor our movements in an ex- 

plicitly conscious manner, although... we have 

a pre-reflective awareness of our body in very 

general terms. I can say whether I am running, 

walking, sitting, standing, and what kind of 

effort or posture I am putting forth. But this pre- 

reflective awareness is not very detailed. I can 

say that I am reaching to grasp a cup; but my 

sense of this is oriented toward the goal or in- 

tentional project that I am involved in, and not 

toward the specifics of my movement. I can’t 

say very much at all about how I shape my hand 

in order to pick up the cup. As Sartre puts it, 

when I reach out to grasp something that has 

caught my attention, ‘my hand has vanished; it 

is lost in the complex system of instrumental- 

ity in order that this system may exist’ (1956, 

p. 323). He suggests that the lived body is in- 

visibly present, precisely because it is existen- 

tially lived rather than known (ibid., p. 324). 

When I play ping-pong, my movements are not 

given as intentional objects. My limbs do not 

compete with the ball for my attention. If that 

were the case, I would be unable to play effi- 

ciently. .. . Our attention, our intentional focus, 

is normally on the task to be performed, the 

project to be accomplished, or on some worldly 

event that seems relevant to our action. Our at- 

tention is not on our bodily movement. Much of 

the action is controlled by body-schematic pro- 

cesses below the threshold of consciousness. 

Our hand shapes itself when we are grasping, 

and it does so automatically and without our ex- 

plicit awareness. Our gait automatically adjusts 

itself to the terrain of the environment. This 

kind of automaticity, however, is not simple 
reflex movement. It is part of our intentional 

action which involves grasping something for 

some purpose, or choosing to stroll or to rush 

to our destination. Furthermore, when I execute 

movements, even if certain details of the con- 

trol processes remain non-conscious, the move- 

ments themselves are not non-conscious, or 

merely mechanical, or involuntary; rather, they 

are part of my functioning intentionality, and 

are immediately and pre-reflectively felt (Henry 

1975, p. 92; Merleau-Ponty 1962, p. 144). 

Body image and body schema 

Two concepts frequently used across a number 

of disciplines (both scientific and philosophi- 

cal) are the concepts of body image and body 
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schema. Unfortunately the usage of both con- 

cepts has been rather ambiguous and confus- 

ing. In the phenomenological literature this 

situation has not been improved by the fact that 

Merleau-Ponty’s term schéma corporel has 

been rendered as ‘body image’ in the English 

translation of Phenomenology of Perception 

(cf. Merleau-Ponty 1962, p. 98). We propose 

the following characterization. A body image is 

composed of a system of experiences, attitudes, 

and beliefs where the object of such intentional 

states is one’s own body. Studies that involve 

body image frequently distinguish among three 

intentional elements: 

(1) A subject’s perceptual experience of his/ 

her own body. 
(2) A. subject’s conceptual understanding 

(including folk and/or scientific knowl- 

edge) of the body in general. 

(3) A subject’s emotional attitude toward his 

or her own body. 

Conceptual and emotional aspects of body 

image are no doubt affected by various cul- 

tural and interpersonal factors, but in many 

respects their content originates in perceptual 

experience. 

By contrast, the concept of body schema in- 

cludes two aspects: (1) the close-to-automatic 

system of processes that constantly regulates 

posture and movement to serve intentional 

action; and (2) our pre-reflective and non- 

objectifying body-awareness. So, on the one 

hand, the body schema is a system of senso- 

rimotor capacities and activations that function 
without the necessity of perceptual monitoring. 

Body-schematic processes are responsible for 

motor control, and involve sensorimotor ca- 

pacities, abilities, and habits that enable move- 

ment and the maintenance of posture. Such 

processes are not perceptions, beliefs, or feel- 

ings, but sensorimotor functions that continue 

to operate, and in many respects operate best, 

when the intentional object of perception is 

something other than one’s own body. On the 

other hand, however, the body schema (and 

this reflects Merleau-Ponty’s usage of the term) 

also includes our pre-reflective, proprioceptive 

awareness of our bodily action. In either case, 

the emphasis is on the fact that the normal adult, 

in order to move around and act in the world, 
neither needs nor has a constant body percept 

that takes the body as an object. Rather, in the 

self-movement of most intentional activities 

the body-in-action tends to efface itself and 

to be experientially attenuated (see Gallagher 
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1986; Leder 1990). To the extent that one does 

become explicitly aware of one’s own body in 

terms of monitoring or directing perceptual at- 

tention to limb position, movement, posture, 

pleasure, pain, kinaesthetic experience, and 

so on, such awareness constitutes aspects of a 

body image and presupposes the tacit contribu- 

tion of the body schema. 
This can be seen clearly in pathologies 

that involve body schematic processes. IW 

is a dramatic example. At the age of 19, due 

to illness, he lost all sense of touch and pro- 

prioception from the neck down (Cole 1995; 

Gallagher and Cole 1995). Shortly after the 

onset of his disorder, when IW tried to move 

a limb or his entire body, he could initiate the 

movement, but had no control over where 

the moving part ended up. If he reached for 

something the hands would miss or overshoot 

wildly, and unless he kept an eye on his hands, 

they started ‘wandering’ without his knowl- 

edge. His hands would no longer be where IW 

thought they were and could only be retrieved 

through vision. IW’s lack of proprioceptive 

feedback has two effects. First, the normal 

pre-reflective proprioceptive awareness of 

one’s bodily movement is no longer operative 

in IW. Second, his body schematic system, re- 

sponsible for motor control, is never updated, 

and in effect, his body cannot gain the motor 

control it needs to perform action in the normal 

way. Subsequently IW learned to control his 

movements, but only through intense mental 

concentration and constant visual vigilance. 

That is, he learned to rely on a combination 

of visual proprioception and visual perception 

of limb movements, and this enabled him to 
move around. His awareness of his own body 

remains completely transformed, however. 

It is a reflective awareness rather than a pre- 

reflective one. Every single movement has to 

be done attentively. Even to sit in a chair with- 

out falling out of it requires constant atten- 

tion. He can only initiate a standing position 

if he looks at his feet, and, unless he freezes in 

place, he can easily fall if he closes his eyes or 

if the lights go out. If he sneezes while walk- 

ing his mental concentration is disrupted, and 

he could fall over. IW demonstrates exactly 

how much we depend on our pre-reflective, 

proprioceptive-kinaesthetic awareness of our 

bodily movement, and on body-schematic pro- 

cesses for the performance of action. 

This body schematic aspect of embodiment 
constitutes what Husserl called the ‘I can,’ that 
is, the embodied capabilities for action that 
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correlate with the affordances of the world. As 

we saw in the chapter on perception, the hidden 

sides of objects can become present if certain 

movements are executed. Whereas the profile 

currently presented by the object is correlated 

to my present bodily position, the absent pro- 

files are all correlated to positions that I could 

adopt, and this means, Husserl indicates, that 

they are correlated to my kinaesthetic (senso- 

rimotor) system. I would be unable to intend the 

absent profiles of the object, and consequently 

be unable to perceive objects per se, if I were 

not in possession of a bodily, kinaesthetic, self- 

awareness in the form of an ‘I can.’ I ‘know’ 

my body first as a set of abilities which are 

not fully present to consciousness (Buytendijk 

1974, p. 25)—certainly a prelinguistic and non- 

conceptual form of knowledge, or know-how— 

the limits of which become more explicitly 

known when things go wrong. 

Imagine that you are playing tennis. Your at- 

tention is directed at the ball, which is heading 

towards you with high speed, as well as on the 

position of your opponent. Your body tightens 

in order to return the ball in a masterful smash, 

but suddenly you feel a sharp and intense pain 

in your chest. Your smashing opportunity is 

lost, and the pain is now demanding all your 

attention. It attracts your attention whether you 

want it to or not. Everything that was impor- 

tant a moment ago—the ball, the match, your 

opponent—lose significance. There is noth- 

ing that reminds us of our embodiment (our 

vulnerability and mortality) as much as pain. 

Moreover, the painful body can occasionally 

be experienced as alien. This is so because in 

pain we often lose control over the body; the ‘I 

can’ suddenly dissipates, and this disturbs the 

projects which define who we are (Leder 1990). 

Something similar is also true for various forms 

of illness, whether they require us to stay in 

bed, or observe a strict diet, or force us to visit 

the hospital for daily treatments. 

As is frequently the case in life, it is the pri- 

vation which teaches us to appreciate what we 

take for granted. It is when it no longer func- 

tions smoothly that we realize the importance 

of the body. Bernard Toussaint makes this point 

clearly: 

The body shows itself precisely when my body 

limits do not accord with the possibilities I 
project... . In such cases my body calls atten- 

tion to itself as an obstacle, or as Plato would 

say, a prison. Thus my body becomes like an 
object, something alien to my intention. There 
arises a dichotomy between aspiration and my 
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facticity, between project and limit. This di- 
chotomy, I suspect, may well be the phenom- 
enological basis for the development of the 
mind—body dualism. 

(1976, p. 176) 

The lived body does not live this dualism, but 

when this dualism is generated—when action 

breaks down and our body suddenly seems to 

be an object in our way—we gain some phe- 

nomenological access to what generally goes 

unnoticed—the smooth functioning of our body 

in perception and action as the constant and per- 

vasive support system for our cognitive life. 

Embodiment and Social 

Cognition 

We will have more to say about the relation be- 

tween embodiment and intersubjectivity. . . but 

let us end this chapter with at least some indica- 

tions of the link. It should be obvious that my 

bodily self-apprehension and the way I live my 

body can be influenced by my social interac- 

tion, and by the way my body is perceived and 

apprehended by others—yjust think of categories 

like gender and race. But perhaps even more 

basically, social interaction is as such an em- 

bodied practice. 

To exist embodied is to exist in such a way 

that one exists under the gaze of the other, ac- 

cessible for the other. My bodily behaviour 

always has a public side to it. Thus the stan- 

dard question which is posed as ‘the problem 

of other minds’—‘How do I find an access to 

the other’—is mistaken. It signals that I am 

enclosed in my own interiority, and that I then 

have to employ methods to reach the other who 

is outside. But this way of framing the problem 

fails to recognize the nature of embodiment. 

Bodily behaviour, expression, and action are 

essential to (and not merely contingent vehicles 

of) some basic forms of consciousness. Mental 

states do not simply serve to explain behav- 

iour; rather, some mental states are directly ap- 

prehended in the bodily expressions of people 

whose mental states they are. As Hobson has 

recently put it: ‘We perceive bodies and bodily 

expressions, but we do so in such a way that we 

perceive and react to the mental life that those 

physical forms express’ (2002, p. 248; cf. 1993, 

p. 184). 
When presented with behaviour, it is not 

as if we are faced with mere bodily processes 

that can then be interpreted any way one likes. 

Rather, it is more like being confronted with 
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a language. Even a foreign and incomprehen- 

sible language is perceived as meaningful and 

not simply as physical noise. When you see 

somebody use a hammer, or feed a child, or 

clean a table you don’t have a problem under- 

standing what is going on. You don’t necessar- 

ily understand every aspect of the action, but 
it is immediately given as a meaningful action 

(in a shared world). It is not as if you are first 

confronted with a perceived exterior, and then 

have to infer the existence of an interior mental 

space. In the face-to-face encounter, we are nei- 

ther confronted with a mere body, nor with a 

hidden psyche, but with a unified whole. When 

I see another’s face, I see it as friendly or angry, 

etc., that is, the very face expresses these emo- 

tions. This does not rule out that some mental 

states are covert, of course, but not all mental 

states can lack an essential link to behaviour if 

intersubjectivity is at all to get off the ground. 

To take embodiment seriously is to contest 

a Cartesian view of the mind in more than one 

way. Embodiment entails birth and death. To 

be born is not to be one’s own foundation, 

but to be situated in both nature and culture. 

It is to possess a physiology that one did not 

choose. It is to find oneself in a historical and 

sociological context that one did not establish 

(see Merleau-Ponty 1962, p. 347). Birth is 
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essentially an intersubjective phenomenon, not 

only in the obvious sense, because I was born 

by somebody, but because this very event only 

has meaning for me through others. My aware- 

ness of my birth, of my commencement, and 

of my mortality, is intersubjectively mediated; 

it is not something I can intuit or remember 

on my own. I do not witness my coming into 

being, but I always already find myself alive 

(Merleau-Ponty 1962, p. 215; Ricoeur 1966, 

pp. 433, 438, 441). Ultimately, the issues of 

birth and death enlarge the scope of the inves- 

tigation. They call attention to the role of his- 

toricity, generativity, and sexuality.’ Indeed, 

rather than being simply a biological given, 

embodiment is also a category of sociocultural 

analysis. What this means, however, is that to 

gain a more comprehensive understanding of 

the embodied mind, one needs to take a much 

wider scope, and the first step in developing this 

expanded concept of the mind is to consider 

the complexities of the circumstances in which 

more than one body is involved and where 

there is intersubjective interaction. Before we 

look at interaction, however, it will be helpful 

to look at action itself. Intersubjectivity is not 

found simply in the proximity of two or more 

passive subjects, but is also an encounter be- 

tween agents. 
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NOTES 

|. For an illuminating discussion of Sartre’s analysis 
of the body, cf. Cabestan 1996. 

2. This pre-reflective sense of our own embodiment 

contributes to our ability to identify our body in an 

objective fashion. Subjects who view videos of 

moving figures wearing point-light displays in the 

dark (the bodies are marked by lights positioned at 
joints so that when walking their gait is clearly vis- 
ible) are better at identifying themselves than they are 
at recognizing friends and colleagues. The puzzle is 
how they are able to do so, since what they see is how 
their gait looks ‘from the outside.’ And this cannot be 
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something they are perceptually well acquainted with, 

since people obviously see the gaits of friends and 
colleagues more than they see their own (Gibbs 2006, 
p. 51). But one suggestion is that their pre-reflective 

proprioceptive sense of their own embodiment cross- 

modally informs their perception of the visual Gestalt 

of their gait. For more on the pre-reflective awareness 
of one’s body, see Legrand 2006. 

In his lectures at the Collége de France in the mid- 
1950s, for example, Merleau-Ponty describes per- 

ception in this context in the following terms. When 
I perceive an object, I am aware of it in terms of 
my implicit motor possibilities: ‘The thing appears 

to me as a function of the [actual and potential] 

movements of my body. . . . My body is the abso- 

lute ‘here.’ All the places of space proceed from 
it... . The Absolute in the relative is what my body 
brings to me’ (2003, pp. 74-75). 
Cases of out-of-body experiences (OBEs) or autos- 
copy (AS), where an awake person apparently sees 

his body from a position outside of it, are special 

cases where, to get the phenomenology correct, one 

needs to distinguish between the lived or perceiving 
body and the objective or perceived body. Blanke 
et al. 2004 suggest that OBE and AS involve a fail- 
ure to integrate proprioceptive, tactile, and visual 

information with respect to one’s own body, and 
a vestibular dysfunction that leads to an additional 

disintegration between personal (vestibular) space 

and extrapersonal (visual) space. 

Phenomenologists take pre-reflective body-aware- 

ness to be a question of how (embodied) con- 
sciousness is given to itself not as an object, but as 
a subject. Whereas Bermudez has recently claimed 

that ‘somatic proprioception is a form of perception’ 

that takes ‘the embodied self as its object’ (1998, 

p. 132), the phenomenologists would argue that 
primary body-awareness is not a type of object- 

consciousness; it is not a perception of the body as 
an object at all (cf. Gallagher 2003b; Zahavi 2002). 
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The proprioceptive register is thus not independent 

of the subject’s experience. The grid of a global po- 
sitioning system might map out my body as I lay in 
the sun at Cocoa Beach, but this is not the system I 

use when I need to scratch my foot; nor do I have to 
figure out whether my foot is to the East or West of 
my hand, even if in some languages I would have 

to figure out whether the foot was on my South leg. 
‘[S]peakers of Guugu Yimithirr (Australia) use 

only the last kind of description; . . . even to de- 
scribe the location of an object on a body part—a 

Guugu Yimithirr speaker would say ‘There’s 

an ant on your south leg” (Majid et al. 2004, pp. 

108-9). Majid et al., however, ignore the question 

of how this knowledge is possible. Compass direc- 

tions can only be dead reckoned from the ‘here’ 

of my lived body in relation to some landmark. 

Directions are always directions away from me, 
where my ‘here’ defines the ‘first co-ordinates.’ 

Phenomenologically, I triangulate north, pointing 

to it from here, with some implicit or explicit refer- 
ence point of which I know the relative location. 

How do I know whether the foot I want to scratch 

is on my south leg or my north leg? I have to deter- 

mine whether my right leg is to the north or south 

of my left leg, and to do that I first have to know 

whether the northerly direction is to my right or to 

my left (see Gallagher 2006). 

Heidegger, who is not exactly known as a phi- 

losopher of the body, chose a neuter, ‘das 

Dasein,’ as the central term for human exis- 

tence. And as Heidegger points out in the lec- 

ture course Metaphysische Anfangsgriinde der 

Logik im Ausgang von Leibniz from 1928, the 

neutrality of Dasein entails an asexuality (eine 

Geschlechtslosigkeit) (Heidegger 1978, p. 172). 
Subsequent thinkers have questioned the valid- 
ity of this move, and have argued that the basic 
structures of our embodiment would not remain the 

same if we were asexual creatures. 
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Perception 

Perception is a central aspect of the mind. We gather information about things in the 

world around us by seeing them, hearing them, touching them, and so on. Much of the 

time our consciousness is dominated by perceptual experience: the experience of seeing, 

hearing, touching, and so on. Empiricists in early modern philosophy such as John Locke, 
George Berkeley, and David Hume held that perception was the basis of all knowledge. 

At the same time, perception itself is ill-understood. What are the objects of perception? 

And what sort of state or process is perceptual experience itself? It is natural to hold that 

the objects of perception are objects in the world around us, like tables and chairs, at least 

in ordinary cases of perception. And it is natural to hold that perception itself is a relation 

to those objects. Views of this sort are sometimes called naive realism about perception. 

The 20th-century discussion of perception has often started by thinking about cases 

where perception goes wrong. These cases include illusion, such as the case where a 

stick in water looks bent where it is straight, or two lines look to be different lengths 

when they are the same length. In these cases, there is an external object one perceives 

but one perceives it as being a way that is not. They also include hallucination, such as 

a case where one seems to see a pink elephant in front of one, but there is nothing there 

at all. In these cases, there is no external object one perceives. The object of perception 
is merely apparent. Thinking about cases of illusion and hallucination has led many (but 

not all) philosophers away from naive realism toward other views of perception. 

In an excerpt from his 1940 book The Foundations of Knowledge, the British phi- 

losopher A. J. Ayer (chapter 52) gives a succinct version of the argument from illusion. 

When we perceive the stick in water, the object we perceive is bent. But the actual stick 

in the water is not bent but straight. So we do not perceive the actual stick. Instead we 

perceive a different object, a sense-datum, which is genuinely bent. Similarly, when we 

perceive the two lines, we perceive sense-data which are of the same length. And when 

we hallucinate the elephant, we perceive an elephantine sense-datum. Furthermore, Ayer 

argues, ordinary cases of perception are continuous with cases of illusion and hallucina- 

tion and should be treated in the same way. If so, then even in ordinary perception, we 

directly perceive sense-data, and only indirectly perceive objects in the external world. 

The sense-datum view of perception was held by founders of analytic philosophy 

such as Bertrand Russell and G. E. Moore, and was popular for much of the 20th cen- 

tury. At the same time it raises many puzzles. Where are sense-data? (In the world? In 

the mind? Somewhere else?) What sort of thing are they? (Physical objects? Mental 

objects? Something else?) What properties do they have? (Colors and shapes? Being 

a stick or an elephant?) Much of 20th-century philosophy of perception has involved 

finding paths away from the sense-datum view. 

539 



540 PERCEPTION 

The sense-datum theory and many other approaches to perception give a central role 

to the sensation as the basic unit of perception. We have sensations of red or green, 

of hot or of cold. In chapter 54, which is itself the first chapter of his 1945 book The 

Phenomenology of Perception, the French phenomenologist Maurice Merleau-Ponty 

argues that the idea of a sensation is misconceived. There is no such thing as a sensation 

of red or of cold taken alone. These things are always perceived against a background 

of more going on, as part of a whole perceptual field. This leads Merleau-Ponty toward 

an approach to perception that gives a central role to the body. 

Perhaps the most prominent critique both of the sense-datum view and of the argu- 

ment for illusion was given by the Oxford philosopher J. L. Austin in his lectures on 

Sense and Sensibilia (given in the 1950s, and published after his death in 1962). Austin 

was a leader of the school of ordinary-language philosophy, who held that philosophical 

reasoning must respect the way that ordinary language is used. In the material excerpted 

here (chapter 53), Austin argues that Ayer’s argument do violence to ordinary language 

at a number of points, for example in talking being ‘deceived by their senses’ or being 

subject to ‘illusions.’ He suggests that we should not conflate the distinct categories of 

illusion or delusion. And he argues that in the case of the stick, it would be absurd to say 

(as Ayer’s sense-datum theory does) that we perceive an immaterial thing. What we see 

is a stick partly immersed in water. 
The British philosopher G. E. M. Anscombe (chapter 55) argues that sensation and 

perception possess the key features of intentionality: that is, they are directed at the 

world. Anscombe explores the intentionality involved when we talking of thinking of 

someone or worshipping someone: for example, we can worship Zeus even though Zeus 

does not exist. In this case, we say Zeus is the intentional object of worshipping. Then 

she argues that talk of sense-perception exhibits the same features: for example, we can 

hear a ringing in our ears even if there is no ringing in our ears. She argues that like think- 

ing and worshiping, sense perception has intentional objects. She uses this to draw out 

problems both for the Ayer’s sense-datum view and Austin’s ordinary-language view. 

Anscombe’s observations about the intentionality of sensation were a predecessor 

of the view that perceptual experience is itself a sort of intentional or representational 

state: a view known as intentionalism or representationalism. We have already explored 
representationalism as a theory of consciousness in chapter 27 by Michael Tye in part 2. 
Tye’s chapter serves equally as a representative of intentionalism about perception. He 

sets out motivations for the view, based especially in the transparency of perception, 

draws out commitments of the view, and answers a number of objections. 

The leading rival of intentionalism in contemporary philosophy of mind is not the sense- 

datum view but naive realism, where at least ordinary cases of perceptual experience in- 

volve a direct relation to external objects. Naive realism is often spelled out in a form 

involving disjunctivism, on which successful perception and cases of illusion and halluci- 
nation are fundamentally distinct from each other and involve different sorts of perceptual 
experience. In chapter 56, M. G. F. Martin spells out many of the commitments of a dis- 
junctivist naive realist view and contrasts it with other views of illusion and hallucination. 

Much of the recent philosophy of perception has been driven by the science of per- 
ception. On central body of scientific work concerns change blindness and inattentional 
blindness, where it has been shown that subjects frequently do not notice objects and 
events that they are not paying attention to. A number of philosophers and scientists have 
argued that in these cases, we do not have perceptual experiences of the objects at all. 
We are only conscious of a limited number of objects that we are attending to. Some of 
these philosophers have argued that we suffer from a grand illusion saying that we have 
detailed perception of many objects, when in fact we have sparse perception of a few. 

In chapter 57, Alva Noé takes on the grand illusion view and argues that it is mis- 
taken. He argues that we do in fact perceive a wide array of objects in our environment. 
He argues that we should reject a ‘snapshot’ view of perception and recognize that 
what we perceive goes well beyond what is immediately given to us. Instead we should 
endorse an enactive or sensorimotor view of perception where perception depends on 
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our relation to action. For example, we perceive the part of a cat that is behind a fence 

because we know that if we move our head, it will come into view. As a result, the links 

between perception and action are deeper than usually thought. 

Perception seems to involve awareness of both objects (such as a stick) and properties 

(such as its bentness). The chapters so far have focused mostly on objects, but perceptual 

awareness of properties is equally important. Susanna Siegel (chapter 58) asks: which 

properties are represented in perception? It is often held (especially by sense-datum theo- 

rists, but also by many representationalists and naive realists) that we are perceptually 

aware of just a small range of properties: in the case of vision, perhaps just spatial proper- 

ties (size, shape, location) and color and illumination. Against this view, Siegel argues that 

we can be aware of a wide range of properties, such as being a house, being a pine tree, or 

being a specific person. As a result the contents of perception are richer than often thought. 
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The Argument from Illusion 

A. J. Ayer 

Exposition of the Argument 

It does not normally occur to us that there is any 

need for us to justify our belief m the existence 

of material things. At the present moment, for 

example, I have no doubt whatsoever that I 

really am perceiving the familiar objects, the 

chairs and table, the pictures and books and 

flowers with which my room is furnished, and 

I am therefore satisfied that they exist. I recog- 

nize indeed that people are sometimes deceived 

by their senses, but this does not lead me to 

suspect that my own sense-perceptions cannot 

in general be trusted, or even that they may be 

deceiving me now. And this is not, I believe, an 

exceptional attitude. I believe that, in practice, 

most people agree with John Locke that ‘the 

certainty of things existing in rerum natura, 

when we have the testimony of our senses for 

it, is not only as great as our frame can attain to, 

but as our condition needs.! 
When, however, one turns to the writings 

of those philosophers who have recently con- 

cerned themselves with the subject of percep- 

tion, one may begin to wonder whether this 

matter is quite so simple. It is true that they do, 

in general, allow that our belief in the existence 

of material things is well founded; some of 

them, indeed, would say that there were occa- 

sions on which we knew for certain the truth of 

such propositions as ‘this is a cigarette’ or ‘this 

is a pen.’ But even so they are not, for the most 

part, prepared to admit that such objects as pens 

or cigarettes are ever directly perceived. What, 
in their opinion, we directly perceive is always 

an object of a different kind from these, one 

to which it is now customary to give the name 

of ‘sense-datum.’ These sense-data are said to 

have the ‘presentative function’* of making us 

conscious of material things. But how they per- 

form this function, and what is their relation to 

the material things which they present, are ques- 

tions about which there is much dispute. There 

is dispute also about the properties of sense- 

data, apart from their relationship to material 

things: whether, for example, they are each of 

them private to a single observer, whether they 

can appear to have qualities that they do not 

really have, or have qualities that they do not 

appear to have, whether they are in any sense 

‘within’ the percipient’s mind or brain. I shall 

show later on that these are not empirical ques- 

tions. They are to be settled by making it clear 

how the term ‘sense-datum’ is intended to be 

used. But first I must explain why it is thought 

necessary to introduce such a term at all. Why 

may we not say that we are directly aware of 

material things? 

The answer is provided by what is known as 

the argument from illusion. This argument, as it 

is ordinarily stated, is based on the fact that ma- 

terial things may present different appearances 

to different observers, or to the same observer 

in different conditions, and that the character 

of these appearances is to some extent causally 

determined by the state of the conditions and 

the observer. For instance, it is remarked that 

a coin which looks circular from one point of 

view may look elliptical from another, or that 

a stick which normally appears straight looks 

bent when it is seen in water, or that to people 

who take drugs such as mescal, things appear 

to change their colours. The familiar cases of 

mirror images, and double vision, and complete 

hallucinations, such as the mirage, provide fur- 

ther examples. Nor is this a peculiarity of visual 

appearances. The same thing occurs in the do- 

mains of the other senses, including the sense 

of touch. It may be pointed out, for example, 

that the taste that a thing appears to have may 

vary with the condition of the palate, or that a 

liquid will seem to have a different temperature 

according as the hand that is feeling it is itself 

hot or cold; or that a coin seems larger when it 

is placed on the tongue than when it is held in 
the palm of the hand, or, to take a case of com- 

plete hallucination, that people who have had 

limbs amputated may still continue to feel pain 
in them. 

Let us now consider one of these examples, 

say, that of the stick which is refracted in water, 
and see what is to be inferred. For the present it 
must be assumed that the stick does not really 
change its shape when it is placed in water. I 
shall discuss the meaning and validity of this 
assumption later on. Then it follows that at 

Excerpted from The Foundations Of Empirical Knowledge (Macmillan, 1940). Reprinted by 
permission of the publisher. 
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least one of the visual appearances of the stick 

is delusive, for it cannot be both crooked and 

straight. Nevertheless, even in the case where 

what we see is not the real quality of a mate- 

rial thing, it is supposed that we are still seeing 

something, and that it is convenient to give this 

a name. And it is for this purpose that philoso- 

phers have recourse to the term ‘sense-datum.’ 

By using it they are able to give what seems 

to them a satisfactory answer to the question, 

‘What is the object of which we are directly 

aware, in perception, if it is not part of any ma- 

terial thing?’ Thus, when a man sees a mirage 

in the desert, he is not thereby perceiving any 

material thing, for the oasis which he thinks he 

is perceiving does not exist. At the same time, it 

is argued, his experience is not an experience of 

nothing, it has a definite content. Accordingly, 

it is said that he is experiencing sense-data, 

which are similar in character to what he would 

be experiencing if he were seeing a real oasis, 

but are delusive in the sense that the material 

thing which they appear to present is not actu- 

ally there. Or again, when I look at myself in 

the glass, my body appears to be some distance 

behind the glass; but other observations indi- 

cate that it is in front of it. Since it is impossible 

for my body to be in both these places at once, 

these perceptions cannot all be veridical. I be- 

lieve, in fact, that the ones that are delusive are 

those in which my body appears to be behind 

the glass. But can it be denied that when one 

looks at oneself in the glass one is seeing some- 

thing? And if, in this case, there really is no such 

material thing as my body in the place where it 

appears to be, what is it that I am seeing? Once 

again the answer we are invited to give is that it 

is a sense-datum. And the same conclusion may 

be reached by taking any other of my examples. 

If anything is established by this, it can be 

only that there are some cases in which the char- 

acter of our perceptions makes it necessary for 

us to say that what we are directly experiencing 

is not a material thing but a sense-datum. It has 

not been shown that this is so in all cases. It 

has not been denied, but rather assumed, that 

there are some perceptions that do present ma- 

terial things to us as they really are; and in their 

case there seems at first sight to be no ground 

for saying that we directly experience sense- 

data rather than material things. But, as I have 

already remarked, there is general agreement 

among the philosophers who make use of the 

term ‘sense-datum,’ or some equivalent term, 

that what we immediately experience is always 

a sense-datum and never a material thing. And 
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for this they give further arguments which I 

shall now examine. 

In the first place it is pointed out that there is 
no intrinsic difference in kind between those of 

our perceptions that are veridical in their pre- 

sentation of material things and those that are 

delusive.* When I look at a straight stick, which 

is refracted in water and so appears crooked, 

my experience is qualitatively the same as if I 

were looking at a stick that really was crooked. 

When, as the result of my putting on green 

spectacles, the white walls of my room appear 

to me to be green, my experience is qualita- 

tively the same as if I were perceiving walls 

that really were green. When people whose legs 

have been amputated continue to feel pressure 

upon them, their experience is qualitatively the 

same as if pressure really were being exerted 

upon their legs. But, it is argued, if, when our 

perceptions were delusive, we were always per- 

ceiving something of a different kind from what 

we perceived when they were veridical, we 

should expect our experience to be qualitatively 

different in the two cases. We should expect 

to be able to tell from the intrinsic character of 

a perception whether it was a perception of a 

sense-datum or of a material thing. But this is 

not possible, as the examples that I have given 

have shown. In some cases there is indeed a 

distinction with respect to the beliefs to which 

the experiences give rise, as can be illustrated 

by my original example. For when, in normal 

conditions, we have the experience of seeing a 

straight stick, we believe that there really is a 

straight stick there, but when the stick appears 

crooked, through being refracted in water, we 

do not believe that it really is crooked, we do 

not regard the fact that it looks crooked in water 

as evidence against its being really straight. It 

must, however, be remarked that this difference 

in the beliefs which accompany our perceptions 

is not grounded in the nature of the perceptions 

themselves, but depends upon our past experi- 

ence. We do not believe that the stick which ap- 

pears crooked when it stands in water really is 

crooked because we know from past experience 

that in normal conditions it looks straight. But a 

child who had not learned that refraction was a 

means of distortion would naturally believe that 

the stick really was crooked as he saw it. The 

fact, therefore, that there is this distinction be- 

tween the beliefs that accompany veridical and 

delusive perceptions does not justify the view 

that these are perceptions of generically dif- 

ferent objects, especially as the distinction by 

no means applies to all cases. For it sometimes 
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happens that a delusive experience is not only 

qualitatively indistinguishable from one that is 

veridical but is also itself believed to be veridi- 

cal, as in the example of the mirage; and, con- 

versely, there are cases in which experiences 

that are actually veridical are believed to be 

delusive, as when we see something so strange 

or unexpected that we say to ourselves that we 

must be dreaming. The fact is that from the 

character of a perception considered by itself, 

that is, apart from its relation to further sense- 

experience, it is not possible to tell whether it is 

veridical or delusive. But whether we are enti- 

tled to infer from this that what we immediately 

experience is always a sense-datum remains 

still to be seen. 
Another fact which is supposed to show that 

even in the case of veridical perceptions we 

are not directly aware of material things is that 

veridical and delusive perceptions may form 

a continuous series, both with respect to their 

qualities and with respect to the conditions in 

which they are obtained.* Thus, if I gradually 

approach an object from a distance I may begin 

by having a series of perceptions which are de- 

lusive in the sense that the object appears to be 

smaller than it really is. Let us assume that this 

series terminates in a veridical perception. Then 

the difference in quality between this percep- 

tion and its immediate predecessor will be of 

the same order as the difference between any 

two delusive perceptions that are next to one 

another in the series; and, on the assumption 

that I am walking at a uniform pace, the same 

will be true of the difference in the conditions 

on which the generation of the series depends. 

A similar example would be that of the con- 

tinuous alteration in the apparent colour of an 

object which was seen in a gradually changing 

light. Here again the relation between a veridi- 

cal perception and the delusive perception that 

comes next to it in the series is the same as that 

which obtains between neighbouring delusive 

perceptions, both with respect to the differ- 

ence in quality and with respect to the change 

in the conditions, and these are differences of 

degree and not of kind. But this, it is argued, 

is not what we should expect if the veridical 

perception were a perception of an object of a 

different sort, a material thing as opposed to a 

sense-datum. Does not the fact that veridical 
and delusive perceptions shade into one another 

in the way that is indicated by these examples 

show that the objects that are perceived in either 

case are generically the same? And from this 
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it would follow, if it was acknowledged that 

the delusive perceptions were perceptions of 

sense-data, that what we directly experienced 

was always a sense-datum and never a material 

thing. 
The final argument that has to be considered 

m this context is based upon the fact that all our 

perceptions, whether veridical or delusive, are 

to some extent causally dependent both upon 

external conditions, such as the character of 

the light, and upon our own physiological and 

psychological states. In the case of perceptions 

that we take to be delusive this is a fact that we 

habitually recognize. We say, for example, that 

the stick looks crooked because it is seen in 
water; that the white walls appear green to me 

because I am wearing green spectacles; that the 

water feels cool because my hand is hot; that 

the murderer sees the ghost of his victim be- 

cause of his bad conscience or because he has 

been taking drugs. In the case of perceptions 

that we take to be veridical we are apt not to 

notice such causal dependencies, since as a rule 

it is only the occurrence of the unexpected or 

the abnormal that induces us to look for a cause. 

But in this matter also there is no essential dif- 

ference between veridical and delusive percep- 

tions. When, for example, I look at the piece of 

paper on which I am writing, I may claim that 

I am seeing it as it really is. But I must admit 

that in order that I should have this experience 

it is not sufficient that there should actually be 

such a piece of paper there. Many other factors 

are necessary, such as the condition of the light, 
the distance at which I am from the paper, the 

nature of the background, the state of my ner- 

vous system and my eyes. A proof that they are 

necessary is that if I vary them I find that I have 

altered the character of my perception. Thus, if 

I screw up my eyes I see two pieces of paper 

instead of one; if I grow dizzy the appearance 

of the paper becomes blurred; if I alter my posi- 

tion sufficiently it appears to have a different 

shape and size; if the light is extinguished, or 

another object is interposed, I cease to see it al- 

together. On the other hand, the converse does 

not hold. If the paper is removed I shall cease to 

see it; but the state of the light or of my nervous 

system or any other of the factors that were rel- 

evant to the occurrence of my perception may 

still remain the same. From this it may be in- 
ferred that the relation between my perception 
and these accompanying conditions is such that, 
while they are not causally dependent upon it, it 
is causally dependent upon them. And the same 
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would apply to any other instance of a veridical 
perception that one cared to choose. 

This point being established, the argument 

proceeds as follows. It is held to be charac- 

teristic of material things that their existence 

and their essential properties are independent 

of any particular observer. For they are sup- 

posed to continue the same, whether they are 

observed by one person or another, or not ob- 

served at all. But this, it is argued, has been 

shown not to be true of the objects we imme- 

diately experience. And so the conclusion is 

reached that what we immediately experience 
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is in no case a material thing. According to 

this way of reasoning, if some perceptions are 

rightly held to be veridical, and others delu- 

Sive, it is because of the different relations in 

which their objects stand to material things, 
and it is a philosophical problem to discover 

what these relations are. We may be allowed 

to have indirect knowledge of the properties 

of material things. But this knowledge, it is 

held, must be obtained through the medium 

of sense-data, since they are the only objects 

of which, in sense-perception, we are imme- 
diately aware. 

NOTES 

1. An Essay concerning Human Understanding, Book IV, 

chap. 2, section VIII. 
2. Cf H.H. Price, Perception, p. 104. 

3. Cf H. H. Price, Perception, p. 31. 
45 CL Price; Op: Cit py S2- 
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In these lectures I am going to discuss some 

current doctrines (perhaps, by now, not so cur- 

rent as they once were) about sense-perception. 
We shall not, I fear, get so far as to decide about 

the truth or falsity of these doctrines; but in fact 

that is a question that really can’t be decided, 

since it turns out that they all bite off more than 

they can chew. I shall take as chief stalking- 

horse in the discussion Professor A. J. Ayer’s 

The Foundations of Empirical Knowledge;' 

but I shall mention also Professor H. H. Price’s 
Perception,’ and, later on, G. J. Warnock’s 

book on Berkeley.? I find in these texts a good 

deal to criticize, but I choose them for their 

merits and not for their deficiencies; they seem 

to me to provide the best available expositions 

of the approved reasons for holding theories 

which are at least as old as Heraclitus—more 

full, coherent, and terminologically exact than 

you find, for example, in Descartes or Berkeley. 

No doubt the authors of these books no longer 

hold the theories expounded in them, or at any 

rate wouldn’t now expound them in just the 

same form. But at least they did hold them not 

very long ago; and of course very numerous 
great philosophers have held these theories, and 

have propounded other doctrines resulting from 

them. The authors I have chosen to discuss may 

differ from each other over certain refinements, 

which we shall eventually take note of—they 

appear to differ, for example, as to whether 

their central distinction is between two ‘lan- 

guages’ or between two classes of entities—but 

I believe that they agree with each other, and 

with their predecessors, in all their major (and 

mostly unnoticed) assumptions. 

Excerpted from Sense and Sensibilia (Oxford University Press, 1962). 
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Ideally, I suppose, a discussion of this sort 

ought to begin with the very earliest texts; but 

in this case that course is ruled out by their no 

longer being extant. The doctrines we shall 

be discussing—unlike, for example, doctrines 

about ‘universals’—were already quite ancient 

in Plato’s time. 
The general doctrine, generally stated, goes 

like this: we never see or otherwise perceive (or 

‘sense’), or anyhow we never directly perceive 

or sense, material objects (or material things), 

but only sense-data (or our own ideas, impres- 

sions, sensa, sense-perceptions, percepts, etc.). 
One might well want to ask how seriously 

this doctrine is intended, just how strictly and 

literally the philosophers who propound it mean 

their words to be taken. But I think we had better 

not worry about this question for the present. It 

is, aS a matter of fact, not at all easy to answer, 

for, strange though the doctrine looks, we are 

sometimes told to take it easy—treally it’s just 

what we’ ve all believed all along. (There’s the 

bit where you say it and the bit where you take 

it back.) In any case it is clear that the doctrine 

is thought worth stating, and equally there is no 

doubt that people find it disturbing; so at least 

we can begin with the assurance that it deserves 

serious attention. 
My general opinion about this doctrine is 

that it is a typically scholastic view, attribut- 

able, first, to an obsession with a few particular 

words, the uses of which are over-simplified, 

not really understood or carefully studied or 

correctly described; and second, to an obsession 

with a few (and nearly always the same) half- 

studied ‘facts.’ (I say ‘scholastic,’ but I might 

just as well have said ‘philosophical’; over- 

simplification, schematization, and constant 

obsessive repetition of the same small range of 

jejune ‘examples’ are not only not peculiar to 

this case, but far too common to be dismissed 

as an occasional weakness of philosophers.) 

The fact is, as I shall try to make clear, that 

our ordinary words are much subtler in their 

uses, and mark many more distinctions, than 

philosophers have realized; and that the facts 

of perception, as discovered by, for instance, 

psychologists but also as noted by common 

mortals, are much more diverse and compli- 

cated than has been allowed for. It is essential, 

here as elsewhere, to abandon old habits of 

Gleichschaltung, the deeply ingrained worship 
of tidy-looking dichotomies. 

I am not, then—and this is a point to be clear 

about from the beginning—going to maintain 
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that we ought to be ‘realists,’ to embrace, that is, 

the doctrine that we do perceive material things 

(or objects). This doctrine would be no less 

scholastic and erroneous than its antithesis. The 

question, do we perceive material things or sense- 

data, no doubt looks very simple—too simple— 

but is entirely misleading (cp. Thales’ similarly 

vast and over-simple question, what the world is 

made of). One of the most important points to 

grasp is that these two terms, ‘sense-data’ and 
‘material things,’ live by taking in each other’s 

washing—what is spurious is not one term of 

the pair, but the antithesis itself.* There is no one 

kind of thing that we ‘perceive’ but many differ- 

ent kinds, the number being reducible if at all by 

scientific investigation and not by philosophy: 

pens are in many ways though not in all ways 

unlike rainbows, which are in many ways though 

not in all ways unlike after-images, which in turn 

are in many ways but not in all ways unlike pic- 

tures on the cinema-screen—and so on, without 

assignable limit. So we are not to look for an 

answer to the question, what kind of thing we 

perceive. What we have above all to do is, nega- 

tively, to rid ourselves of such illusions as ‘the 

argument from illusion’—an ‘argument’ which 

those (e.g. Berkeley, Hume, Russell, Ayer) who 

have been most adept at working it, most fully 

masters of a certain special, happy style of blink- 

ering philosophical English, have all themselves 

felt to be somehow spurious. There is no simple 

way of doing this—partly because, as we shall 

see, there is no simple ‘argument.’ It is a matter 

of unpicking, one by one, a mass of seductive 

(mainly verbal) fallacies, of exposing a wide va- 

riety of concealed motives—an Operation which 

leaves us, in a sense, just where we began. 

In a sense—but actually we may hope to 

learn something positive in the way of a tech- 

nique for dissolving philosophical worries 

(some kinds of philosophical worry, not the 

whole of philosophy); and also something 

about the meanings of some English words 

(reality,’ “seems,” ‘looks,’ etc.) which, besides 

being philosophically very slippery, are in their 
own right interesting. Besides, there is nothing 
so plain boring as the constant repetition of as- 
sertions that are not true, and sometimes not 
even faintly sensible; if we can reduce this a 
bit, it will be all to the good. 

Let us have a look, then, at the very beginning 
of Ayer’s Foundations—the bottom, one might 
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perhaps call it, of the garden path. In these para- 

graphs° we already seem to see the plain man, 

here under the implausible aspect of Ayer him- 

self, dribbling briskly into position in front of 

his own goal, and squaring up to encompass his 

own destruction. 

It does not normally occur to us that there is 

any need for us to justify our belief in the exis- 

tence of material things. At the present moment, 

for example, I have no doubt whatsoever that I 

really am perceiving the familiar objects, the 

chairs and table, the pictures and books and 

flowers with which my room is furnished; and 

I am therefore satisfied that they exist. I recog- 

nize indeed that people are sometimes deceived 

by their senses, but this does not lead me to 

suspect that my own sense-perceptions cannot 
in general be trusted, or even that they may be 

deceiving me now. And this is not, I believe, an 

exceptional attitude. I believe that, in practice, 

most people agree with John Locke that ‘the 

certainty of things existing in rerum natura, 

when we have the testimony of our senses for 

it, is not only as great as our frame can attain to, 

but as our condition needs.’ 

When, however, one turns to the writings 

of those philosophers who have recently con- 

cerned themselves with the subject of percep- 

tion, one may begin to wonder whether this 

matter is quite so simple. It is true that they do, 

in general, allow that our belief in the existence 

of material things is well founded; some of 

them, indeed, would say that there were occa- 

sions on which we knew for certain the truth of 

such propositions as ‘this is a cigarette’ or ‘this 

is a pen.’ But even so they are not, for the most 

part, prepared to admit that such objects as pens 

or cigarettes are ever directly perceived. What, 

in their opinion, we directly perceive is always 

an object of a different kind from these; one to 

which it is now customary to give the name of 

‘sense-datum.’ 

Now in this passage some sort of contrast is 

drawn between what we (or the ordinary man) 

believe (or believes), and what philosophers, 

at least ‘for the most part,’ believe or are ‘pre- 

pared to admit.’ We must look at both sides of 

this contrast, and with particular care at what 

is assumed in, and implied by, what is actually 

said. The ordinary man’s side, then, first. 

1. It is clearly implied, first of all, that the 
ordinary man believes that he perceives 

material things. Now this, at least if it is 

taken to mean that he would say that he 
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perceives material things, is surely wrong 

straight off; for ‘material thing’ is not 

an expression which the ordinary man 

would use—nor, probably, is ‘perceive.’ 

Presumably, though, the expression ‘ma- 

terial thing’ is here put forward, not as 

what the ordinary man would say, but as 

designating in a general way the class of 

things of which the ordinary man both 

believes and from time to time says that 

he perceives particular instances. But then 

we have to ask, of course, what this class 

comprises. We are given, as examples, 

‘familiar objects’—chairs, tables, pic- 

tures, books, flowers, pens, cigarettes; the 

expression ‘material thing’ is not here (or 

anywhere else in Ayer’s text) further de- 

fined.° But does the ordinary man believe 

that what he perceives is (always) some- 

thing like furniture, or like these other 

‘familiar objects’ —moderate-sized speci- 

mens of dry goods? We may think, for in- 

stance, of people, people’s voices, rivers, 

mountains, flames, rainbows, shadows, 

pictures on the screen at the cinema, pic- 

tures in books or hung on walls, vapours, 

gases—all of which people say that they 

see or (in some cases) hear or smell, i.e. 

‘perceive.’ Are these all “material things’? 

If not, exactly which are not, and exactly 

why? No answer is vouchsafed. The trou- 

ble is that the expression ‘material thing’ 

is functioning already, from the very 

beginning, simply as a foil for ‘sense- 

datum’; it is not here given, and is never 

given, any other role to play, and apart 

from this consideration it would surely 

never have occurred to anybody to try to 

represent as some single kind of things the 

things which the ordinary man says that 

he ‘perceives.’ 

2. Further, it seems to be also implied (a) 

that when the ordinary man believes that 

he is not perceiving material things, he be- 

lieves he is being deceived by his senses; 

and (b) that when he believes he is being 

deceived by his senses, he believes that he 

is not perceiving material things. But both 

of these are wrong. An ordinary man who 

saw, for example, a rainbow would not, if 

persuaded that a rainbow is not a material 

thing, at once conclude that his senses were 

deceiving him; nor, when for instance he 

knows that the ship at sea on a clear day is 

much farther away than it looks, does he 
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conclude that he is not seeing a material 

thing (still less that he is seeing an immate- 

rial ship). That is to say, there is no more 

a simple contrast between what the ordi- 

nary man believes when all is well (that 

he is ‘perceiving material things’) and 

when something is amiss (that his ‘senses 

are deceiving him’ and he is not ‘perceiv- 

ing material things’) than there is between 

what he believes that he perceives (‘ma- 

terial things’) and what philosophers for 

their part are prepared to admit, whatever 

that may be. The ground is already being 

prepared for two bogus dichotomies. 

. Next, is it not rather delicately hinted in 

this passage that the plain man is really 

a bit naive?’ It ‘does not normally occur’ 

to him that his belief in ‘the existence of 

material things’ needs justifying—but per- 

haps it ought to occur to him. He has ‘no 
doubt whatsoever’ that he really perceives 

chairs and tables—but perhaps he ought to 

have a doubt or two and not be so easily 

‘satisfied.’ That people are sometimes de- 

ceived by their senses ‘does not lead him 

to suspect’ that all may not be well—but 
perhaps a more reflective person would be 

led to suspect. Though ostensibly the plain 

man’s position is here just being described, 

a little quiet undermining is already being 

effected by these turns of phrase. 

. But, perhaps more importantly, it is also 

implied, even taken for granted, that there 

is room for doubt and suspicion, whether or 

not the plain man feels any. The quotation 

from Locke, with which most people are 

said to agree, in fact contains a strong sug- 

gestio falsi. It suggests that when, for in- 

stance, I look at a chair a few yards in front 

of me in broad daylight, my view is that I 

have (only) as much certainty as I need and 

can get that there is a chair and that I see 

it. But in fact the plain man would regard 

doubt in such a case, not as far-fetched 

or over-refined or somehow unpracti- 

cal, but as plain nonsense; he would say, 

quite correctly, ‘Well, if that’s not seeing 

a real chair then J don’t know what is.’ 

Moreover, though the plain man’s alleged 

belief that his “sense-perceptions’ can ‘in 
general’ or ‘now’ be trusted is implicitly 

contrasted with the philosophers’ view, 
it turns out that the philosophers’ view is 

not just that his sense-perceptions can’t be 

trusted ‘now,’ or ‘in general,’ or as often as 

he thinks; for apparently philosophers ‘for 
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the most part’ really maintain that what the 

plain man believes to be the case is really 

never the case—'what, in their opinion, 

we directly perceive is always an object 

of a different kind.’ The philosopher is not 

really going to argue that things go wrong 

more often than the unwary plain man sup- 

poses, but that in some sense or some way 

he is wrong all the time. So it is mislead- 

ing to hint, not only that there is always 

room for doubt, but that the philosophers’ 

dissent from the plain man is just a matter 

of degree; it is really not that kind of dis- 

agreement at all. 

5. Consider next what is said here about 

deception. We recognize, it is said, that 

‘people are sometimes deceived by their 

senses,’ though we think that, in general, 

our ‘sense-perceptions’ can ‘be trusted.’ 

Now first, though the phrase ‘deceived by our 

senses’ is acommon metaphor, it is a metaphor; 

and this is worth noting, for in what follows the 

same metaphor is frequently taken up by the ex- 

pression ‘veridical’ and taken very seriously. In 

fact, of course, our senses are dumb—though 

Descartes and others speak of ‘the testimony of 

the senses,’ our senses do not fe// us anything, 

true or false. The case is made much worse here 

by the unexplained introduction of a quite new 

creation, our ‘sense-perceptions.’ These enti- 

ties, which of course don’t really figure at all in 

the plain man’s language or among his beliefs, 

are brought in with the implication that when- 

ever we ‘perceive’ there is an intermediate 

entity always present and informing us about 

something e/se—the question is, can we or 

can’t we trust what it says? Is it ‘veridical’? But 
of course to state the case in this way is simply 

to soften up the plain man’s alleged views for 
the subsequent treatment; it is preparing the 

way for, by practically attributing to him, the 
so-called philosophers’ view. 

Next, it is important to remember that talk 
of deception only makes sense against a back- 

ground of general non-deception. (You can’t 
fool all of the people all of the time.) It must 
be possible to recognize a case of deception 
by checking the odd case against more normal 
ones. If I say, ‘Our petrol-gauge sometimes 
deceives us,’ I am understood: though usually 
what it indicates squares with what we have in 
the tank, sometimes it doesn’t—it sometimes 
points to two gallons when the tank turns out to 
be nearly empty. But suppose I say, ‘Our crys- 
tal ball sometimes deceives us’: this is puzzling, 
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because really we haven’t the least idea what 

the ‘normal’ case—not being deceived by our 

crystal ball—would actually be. 

The cases, again, in which a plain man might 

say he was ‘deceived by his senses’ are not at 

all common. In particular, he would not say this 

when confronted with ordinary cases of per- 

spective, with ordinary mirror-images, or with 

dreams; in fact, when he dreams, looks down the 

long straight road, or at his face in the mirror, he 

is not, or at least is hardly ever, deceived at all. 

This is worth remembering in view of another 

strong suggestio falsi—namely, that when the 

philosopher cites as cases of ‘illusion’ all these 

and many other very common phenomena, he is 

either simply mentioning cases which the plain 

man already concedes as cases of ‘deception by 

the senses,’ or at any rate is only extending a bit 

what he would readily concede. In fact this is 

very far indeed from being the case. 

And even so—even though the plain man 

certainly does not accept anything like so many 

cases as cases of being ‘deceived by his senses’ 

as philosophers seem to—it would certainly be 

quite wrong to suggest that he regards all the 

cases he does accept as being of just the same 

kind. The battle is, in fact, half lost already if 

this suggestion 1s tolerated. Sometimes the plain 

man would prefer to say that his senses were 

deceived rather than that he was deceived by his 

senses—the quickness of the hand deceives the 

eye, etc. But there is actually a great multiplic- 

ity of cases here, at least at the edges of which 

it is no doubt uncertain (and it would be typi- 

cally scholastic to try to decide) just which are 

and which are not cases where the metaphor of 

being ‘deceived by the senses’ would naturally 

be employed. But surely even the plainest of 

men would want to distinguish (a) cases where 

the sense-organ is deranged or abnormal or in 

some way or other not functioning properly; (b) 

cases where the medium—or more generally, 

the conditions—of perception are in some way 

abnormal or off-colour; and (c) cases where a 

wrong inference is made or a wrong construc- 

tion is put on things, e.g. on some sound that 

he hears. (Of course these cases do not exclude 

each other.) And then again there are the quite 

common cases of misreadings, mishearings, 

Freudian over-sights, etc., which don’t seem to 

belong properly under any of these headings. 

That is to say, once again there is no neat and 

simple dichotomy between things going right 

and things going wrong; things may go wrong, 

as we really all know quite well, in lots of dif- 

ferent ways—which don’t have to be, and must 
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not be assumed to be, classifiable in any general 

fashion. 

Finally, to repeat here a point we’ve already 

mentioned, of course the plain man does not 

suppose that all the cases in which he is ‘de- 

ceived by his senses’ are alike in the particular 

respect that, in those cases, he is not ‘perceiv- 

ing material things,’ or is perceiving something 

not real or not material. Looking at the Miiller- 

Lyer diagram (in which, of two lines of equal 

length, one looks longer than the other), or at 

a distant village on a very clear day across a 

valley, is a very different kettle of fish from 

seeing a ghost or from having D.T.s and seeing 

pink rats. And when the plain man sees on the 

stage the Headless Woman, what he sees (and 

this 7s what he sees, whether he knows it or not) 

is not something ‘unreal’ or ‘immaterial,’ but 

a woman against a dark background with her 

head in a black bag. If the trick is well done, 

he doesn’t (because it’s deliberately made very 

difficult for him) properly size up what he sees, 

or see what it is; but to say this is far from con- 

cluding that he sees something else. 

In conclusion, then, there is less than no 

reason to swallow the suggestions either that 

what the plain man believes that he perceives 

most of the time constitutes a kind of things (sc. 

“material objects’), or that he can be said to rec- 

ognize any other single kind of cases in which 

he is ‘deceived.’* Now let us consider what it is 

that is said about philosophers. 

Philosophers, it is said, ‘are not, for the most 

part, prepared to admit that such objects as 

pens or cigarettes are ever directly perceived.’ 

Now of course what brings us up short here is 

the word ‘directly’—a great favourite among 

philosophers, but actually one of the less con- 

spicuous snakes in the linguistic grass. We have 

here, in fact, a typical case of a word, which 

already has a very special use, being gradually 

stretched, without caution or definition or any 

limit, until it becomes, first perhaps obscurely 

metaphorical, but ultimately meaningless. One 

can’t abuse ordinary language without paying 

for it. 

1. First of all, it is essential to realize that 

here the notion of perceiving indirectly 

wears the trousers—‘directly’ takes what- 

ever sense it has from the contrast with 

its opposite:'° while ‘indirectly’ itself (a) 

has a use only in special cases, and also 

(b) has different uses in different cases— 

though that doesn’t mean, of course, that 

there is not a good reason why we should 
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use the same word. We might, for exam- 

ple, contrast the man who saw the pro- 

cession directly with the man who saw it 

through a periscope; or we might contrast 

the place from which you can watch the 

door directly with the place from which 

you can see it only in the mirror. Perhaps 

we might contrast seeing you directly with 

seeing, say, your shadow on the blind; and 

perhaps we might contrast hearing the 

music directly with hearing it relayed out- 
side the concert-hall. However, these last 

two cases suggest two further points. 
. The first of these points is that the notion 

of not perceiving ‘directly’ seems most at 

home where, as with the periscope and the 

mirror, it retains its link with the notion 

of a kink in direction. It seems that we 

must not be looking straight at the object 

in question. For this reason seeing your 

shadow on the blind is a doubtful case; 

and seeing you, for instance, through bin- 

oculars or spectacles is certainly not a case 

of seeing you indirectly at all. For such 

cases as these last we have quite distinct 

contrasts and different expressions—'with 

the naked eye’ as opposed to ‘with a tele- 

scope, ‘with unaided vision’ as opposed 

to ‘with glasses on.’ (These expressions, in 

fact, are much more firmly established in 

ordinary use than ‘directly’ is.) 

. And the other point is that, partly no doubt 

for the above reason, the notion of indi- 

rect perception is not naturally at home 

with senses other than sight. With the 

other senses there is nothing quite analo- 

gous with the ‘line of vision.” The most 

natural sense of ‘hearing indirectly,’ of 

course, is that of being told something by 

an intermediary—a quite different matter. 

But do I hear a shout indirectly, when I 

hear the echo? If I touch you with a barge- 

pole, do I touch you indirectly? Or if you 

offer me a pig in a poke, might I feel the 

pig indirectly—through the poke? And 

what smelling indirectly might be I have 
simply no idea. For this reason alone there 

seems to be something badly wrong with 

the question, ‘Do we perceive things di- 

rectly or not?,’ where perceiving is evi- 

dently intended to cover the employment 

of any of the senses. 

4, But it is, of course, for other reasons too 

extremely doubtful how far the notion of 

perceiving indirectly could or should be 

extended. Does it, or should it, cover the 
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telephone, for instance? Or television? Or 
radar? Have we moved too far in these 

cases from the original metaphor? They 

at any rate satisfy what seems to be a 

necessary condition—namely, concurrent 

existence and concomitant variation as be- 

tween what is perceived in the straightfor- 

ward way (the sounds in the receiver, the 

picture and the blips on the screen) and the ~ 

candidate for what we might be prepared 

to describe as being perceived indirectly. 

And this condition fairly clearly rules out 

as cases of indirect perception seeing pho- 
tographs (which statically record scenes 

from the past) and seeing films (which, 

though not static, are not seen contempo- 

raneously with the events thus recorded). 

Certainly, there is a line to be drawn some- 

where. It is certain, for instance, that we 

should not be prepared to speak of indirect 

perception in every case in which we see 

something from which the existence (or 

occurrence) of something else can be in- 

ferred; we should not say we see the guns 

indirectly, if we see in the distance only 
the flashes of guns. 

. Rather differently, if we are to be seriously 

inclined to speak of something as being 

perceived indirectly, it seems that it has to 

be the kind of thing which we (sometimes 

at least) just perceive, or could perceive, or 

which—like the backs of our own heads— 

others could perceive. For otherwise we 

don’t want to say that we perceive the 

thing at all, even indirectly. No doubt there 

are complications here (raised, perhaps, 

by the electron microscope, for example, 

about which I know little or nothing). But 

it seems clear that, in general, we should 

want to distinguish between seeing indi- 

rectly, e.g. in a mirror, what we might have 

just seen, and seeing signs (or effects), e.g. 

in a Wilson cloud-chamber, of something 

not itself perceptible at all. It would at least 

not come naturally to speak of the latter as 

a case of perceiving something indirectly. 

. And one final point. For reasons not very 

obscure, we always prefer in practice what 

might be called the cash-value expres- 

sion to the ‘indirect’ metaphor. If I were 

to report that I see enemy ships indirectly, 
I should merely provoke the question what 
exactly I mean. ‘I mean that I can see these 
blips on the radar screen’—‘Well, why 
didn’t you say so then?’ (Compare ‘I can 
see an unreal duck.’—‘What on earth do 
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you mean?’ ‘It’s a decoy duck’—‘Ah, I 

see. Why didn’t you say so at once?’) That 

is, there is seldom if ever any particular 

point in actually saying ‘indirectly’ (or 

‘unreal’); the expression can cover too 

many rather different cases to be just what 

is wanted in any particular case. 

Thus, it is quite plain that the philosophers’ 

use of ‘directly perceive,’ whatever it may be, 

is not the ordinary, or any familiar, use; for in 

that use it is not only false but simply absurd to 

say that such objects as pens or cigarettes are 

never perceived directly. But we are given no 

explanation or definition of this new use''—on 
the contrary, it is glibly trotted out as if we were 

all quite familiar with it already. It is clear, too, 

that the philosophers’ use, whatever it may be, 

offends against several of the canons just men- 

tioned above—no restrictions whatever seem to 

be envisaged to any special circumstances or to 

any of the senses in particular, and moreover it 

seems that what we are to be said to perceive in- 

directly is never—is not the kind of thing which 

ever could be—perceived directly. 

All this lends poignancy to the question Ayer 

himself asks, a few lines below the passage we 

have been considering: ‘Why may we not say 

that we are directly aware of material things?’ 

The answer, he says, is provided ‘by what is 

known as the argument from illusion’; and this 

is what we must next consider. Just possibly the 

answer may help us to understand the question. 

The primary purpose of the argument from illu- 

sion is to induce people to accept “sense-data’ 

as the proper and correct answer to the ques- 

tion what they perceive on certain abnormal, 

exceptional occasions; but in fact it is usually 

followed up with another bit of argument in- 

tended to establish that they always perceive 

sense-data. Well, what is the argument? 

In Ayer’s statement!’ it runs as follows. It is 

‘based on the fact that material things may pres- 

ent different appearances to different observers, 

or to the same observer in different conditions, 

and that the character of these appearances is 

to some extent causally determined by the state 

of the conditions and the observer.’ As illustra- 

tions of this alleged fact Ayer proceeds to cite 

perspective (‘a coin which looks circular from 

one point of view may look elliptical from an- 

other’); refraction (‘a stick which normally 
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appears straight looks bent when it is seen in 

water’); changes in colour-vision produced by 

drugs (“such as mescal’); mirror-images; double 

vision; hallucination; apparent variations in 

tastes; variations in felt warmth (‘according as 

the hand that is feeling it is itself hot or cold’); 

variations in felt bulk (‘a coin seems larger 

when it is placed on the tongue than when it is 

held in the palm of the hand’); and the oft-cited 

fact that ‘people who have had limbs amputated 

may still continue to feel pain in them.’ 

He then selects three of these instances for 

detailed treatment. First, refraction—the stick 

which normally ‘appears straight’ but ‘looks 

bent’ when seen in water. He makes the ‘as- 

sumptions’ (a) that the stick does not really 

change its shape when it is placed in water, and 

(b) that it cannot be both crooked and straight." 

He then concludes (‘it follows’) that ‘at least 

one of the visual appearances of the stick is de- 

lusive.’ Nevertheless, even when ‘what we see 

is not the real quality of a material thing, it is 

supposed that we are still seeing something’ — 

and this something is to be called a ‘sense- 

datum.’ A sense-datum is to be ‘the object of 

which we are directly aware, in perception, if 

it is not part of any material thing.’ (The ital- 

ics are mine throughout this and the next two 

paragraphs.) 

Next, mirages. A man who sees a mirage, 

he says, is ‘not perceiving any material thing; 

for the oasis which he thinks he is perceiving 

does not exist.’ But ‘his experience is not an 

experience of nothing’; thus ‘it is said that he 

is experiencing sense-data, which are similar 

in character to what he would be experiencing 

if he were seeing a real oasis, but are delusive 

in the sense that the material thing which they 

appear to present is not really there.’ 

Lastly, reflections. When I look at myself 

in a mirror ‘my body appears to be some dis- 

tance behind the glass’; but it cannot actually 

be in two places at once; thus, my perceptions 

in this case ‘cannot all be veridical.’ But I do 

see something, and if ‘there really is no such 

material thing as my body in the place where 

it appears to be, what is it that I am seeing?’ 

Answer—a sense-datum. Ayer adds that ‘the 

same conclusion may be reached by taking any 

other of my examples.’ 

Now I want to call attention, first of all, to 
the name of this argument—the ‘argument from 

illusion,’ and to the fact that it is produced as 

establishing the conclusion that some at least of 

our ‘perceptions’ are delusive. For in this there 

are two clear implications—(q) that all the cases 
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cited in the argument are cases of illusions; and 

(b) that illusion and delusion are the same thing. 

But both of these implications, of course, are 

quite wrong; and it is by no means unimportant 

to point this out, for, as we shall see, the argu- 

ment trades on confusion at just this point. 
What, then, would be some genuine exam- 

ples of illusion? (The fact is that hardly any 

of the cases cited by Ayer is, at any rate with- 

out stretching things, a case of illusion at all.) 

Well, first, there are some quite clear cases of 

optical illusion—for instance the case we men- 

tioned earlier in which, of two lines of equal 

length, one is made to look longer than the 

other. Then again there are illusions produced 

by professional ‘illusionists,’ conjurors—for 

instance the Headless Woman on the stage, 

who is made to look headless, or the ventrilo- 

quist’s dummy which is made to appear to be 

talking. Rather different—not (usually) pro- 

duced on purpose—is the case where wheels 

rotating rapidly enough in one direction may 

look as if they were rotating quite slowly in 

the opposite direction. Delusions, on the other 

hand, are something altogether different from 

this. Typical cases would be delusions of per- 

secution, delusions of grandeur. These are pri- 

marily a matter of grossly disordered beliefs 

(and so, probably, behaviour) and may well 

have nothing in particular to do with percep- 

tion.'* But I think we might also say that the 

patient who sees pink rats has (suffers from) 

delusions— particularly, no doubt, if, as would 

probably be the case, he is not clearly aware 

that his pink rats aren’t real rats.!> 

The most important differences here are that 

the term ‘an illusion’ (in a perceptual context) 

does not suggest that something totally unreal is 

conjured up—on the contrary, there just is the 

arrangement of lines and arrows on the page, 
the woman on the stage with her head in a black 

bag, the rotating wheels; whereas the term ‘de- 

lusion’ does suggest something totally unreal, 

not really there at all. (The convictions of the 

man who has delusions of persecution can be 

completely without foundation.) For this reason 

delusions are a much more serious matter— 

something is really wrong, and what’s more, 

wrong with the person who has them. But when 

I see an optical illusion, however well it comes 

off, there is nothing wrong with me personally, 

the illusion is not a little (or a large) peculiarity 

or idiosyncrasy of my own; it is quite public, 

anyone can see it, and in many cases standard 

procedures can be laid down for producing it. 

Furthermore, if we are not actually to be taken 
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in, we need to be on our guard; but it is no use 

to tell the sufferer from delusions to be on his 

guard. He needs to be cured. 
Why is it that we tend—if we do—to confuse 

illusions with delusions? Well, partly, no doubt 

the terms are often used loosely. But there is also 

the point that people may have, without making 

this explicit, different views or theories about 

the facts of some cases. Take the case of seeing 

a ghost, for example. It is not generally known, 

or agreed, what seeing ghosts is. Some people 

think of seeing ghosts as a case of something 

being conjured up, perhaps by the disordered 

nervous system of the victim; so in their view 

seeing ghosts is a case of delusion. But other 

people have the idea that what is called seeing 

ghosts is a case of being taken in by shadows, 

perhaps, or reflections, or a trick of the light— 

that is, they assimilate the case in their minds 

to illusion. In this way, seeing ghosts, for ex- 

ample, may come to be labelled sometimes as 

‘delusion,’ sometimes as ‘illusion’; and it may 

not be noticed that it makes a difference which 

label we use. Rather, similarly, there seem to 

be different doctrines in the field as to what mi- 

rages are. Some seem to take a mirage to be a 

vision conjured up by the crazed brain of the 

thirsty and exhausted traveler (delusion), while 

in other accounts it is a case of atmospheric re- 

fraction, whereby something below the horizon 

is made to appear above it (illusion). (Ayer, 

you may remember, takes the delusion view, 

although he cites it along with the rest as a case 

of illusion. He says not that the oasis appears 

to be where it is not, but roundly that ‘it does 

not exist.’) 

The way in which the ‘argument from illu- 

sion’ positively trades on not distinguishing il- 

lusions from delusions is, I think, this. So long 

as it is being suggested that the cases paraded 

for our attention are cases of illusion, there is 

the implication (from the ordinary use of the 
word) that there really is something there that 

we perceive. But then, when these cases begin 

to be quietly called delusive, there comes in the 

very different suggestion of something being 

conjured up, something unreal or at any rate 

‘immaterial.’ These two implications taken 

together may then subtly insinuate that in the 
cases cited there really is something that we 
are perceiving, but that this is an immaterial 
something; and this insinuation, even if not 
conclusive by itself, is certainly well calculated 
to edge us a little closer towards just the posi- 
tion where the sense-datum theorist wants to 
have us. 
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So much, then—though certainly there could 

be a good deal more—about the differences 

between illusions and delusions and the rea- 

sons for not obscuring them. Now let us look 

briefly at some of the other cases Ayer lists. 

Reflections, for instance. No doubt you can 

produce illusions with mirrors, suitably dis- 
posed. But is just any case of seeing something 

in a mirror an illusion, as he implies? Quite 

obviously not. For seeing things in mirrors is a 

perfectly normal occurrence, completely famil- 

iar, and there is usually no question of anyone 

being taken in. No doubt, if you’re an infant 

or an aborigine and have never come across a 

mirror before, you may be pretty baffled, and 

even visibly perturbed, when you do. But is that 

a reason why the rest of us should speak of illu- 

sion here? And just the same goes for the phe- 

nomena of perspective—again, one can play 

tricks with perspective, but in the ordinary case 

there is no question of illusion. That a round 

coin should ‘look elliptical’ (in one sense) from 

some points of view is exactly what we expect 

and what we normally find; indeed, we should 

be badly put out if we ever found this not to be 

so. Refraction again—the stick that looks bent 

in water—is far too familiar a case to be prop- 

erly called a case of illusion. We may perhaps 

be prepared to agree that the stick looks bent; 

but then we can see that it’s partly submerged in 

water, so that is exactly how we should expect 

it to look. 
It is important to realize here how familiar- 

ity, so to speak, takes the edge off illusion. Is 

the cinema a case of illusion? Well, just pos- 

sibly the first man who ever saw moving pic- 

tures may have felt inclined to say that here 

was a case of illusion. But in fact it’s pretty 

unlikely that even he, even momentarily, was 

actually taken in; and by now the whole thing 

is so ordinary a part of our lives that it never 

occurs to us even to raise the question. One 

might as well ask whether producing a photo- 

graph is producing an illusion—which would 

plainly be just silly. 
Then we must not overlook, in all this talk 

about illusions and delusions, that there are 

plenty of more or less unusual cases, not yet 

mentioned, which certainly aren’t either. 

Suppose that a proof-reader makes a mis- 

take—he fails to notice that what ought to be 

‘causal’ is printed as ‘casual’; does he have a 

delusion? Or is there an illusion before him? 
Neither, of course; he simply misreads. Seeing 

after-images, too, though not a particularly fre- 

quent occurrence and not just an ordinary case 
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of seeing, is neither seeing illusions nor having 

delusions. And what about dreams? Does the 

dreamer see illusions? Does he have delusions? 

Neither; dreams are dreams. 

Let us turn for a moment to what Price has 

to say about illusions. He produces,'*® by way 
of saying ‘what the term ‘illusion’ means,’ the 

following ‘provisional definition’: ‘An illusory 

sense-datum of sight or touch is a sense-datum 

which is such that we tend to take it to be part 

of the surface of a material object, but if we take 

it SO we are wrong.’ It is by no means clear, of 

course, what this dictum itself means; but still, 

it seems fairly clear that the definition doesn’t 

actually fit all the cases of illusion. Consider the 

two lines again. Is there anything here which we 

tend to take, wrongly, to be part of the surface 

of a material object? It doesn’t seem so. We just 

see the two lines, we don’t think or even tend 

to think that we see anything else, we aren’t 

even raising the question whether anything is or 

isn’t ‘part of the surface’ of— what, anyway? 

the lines? the page?— the trouble is just that one 

line looks longer than the other, though it isn’t. 

Nor surely, in the case of the Headless Woman, 

is it a question whether anything is or isn’t part 

of her surface; the trouble is just that she looks 

as if she had no head. 

It is noteworthy, of course, that, before he 

even begins to consider the ‘argument from il- 

lusion,’ Price has already incorporated in this 

‘definition’ the idea that in such cases there is 

something to be seen in addition to the ordinary 

things—which is part of what the argument is 

commonly used, and not uncommonly taken, to 

prove. But this idea surely has no place in an 

attempt to say what ‘illusion’ means. It comes 

in again, improperly I think, in his account of 

perspective (which incidentally he also cites as 

a species of illusion)—“a distant hillside which 

is full of protuberances, and slopes upwards 

at quite a gentle angle, will appear flat and 

vertical. .. . This means that the sense-datum, 

the colour-expanse which we sense, actually is 

flat and vertical.’ But why should we accept this 
account of the matter? Why should we say that 

there is anything we see which is flat and verti- 

cal, though not ‘part of the surface’ of any ma- 

terial object? To speak thus is to assimilate all 

such cases to cases of delusion, where there is 

something not ‘part of any material thing.’ But 

we have already discussed the undesirability of 

this assimilation. 

Next, let us have a look at the account Ayer 

himself gives of some at least of the cases he 

cites. (In fairness we must remember here that 
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Ayer has a number of quite substantial reserva- 

tions of his own about the merits and efficacy of 

the argument from illusion, so that it is not easy 

to tell just how seriously he intends his exposi- 

tion of it to be taken; but this is a point we shall 

come back to.) 

First, then, the familiar case of the stick in 

water. Of this case Ayer says (a) that since the 

stick looks bent but is straight, ‘at least one of 

the visual appearances of the stick is delusive’; 

and (b) that ‘what we see [directly anyway] is 

not the real quality of [a few lines later, not part 

of] a material thing.’ Well now: does the stick 

‘look bent’ to begin with? I think we can agree 

that it does, we have no better way of describ- 

ing it. But of course it does not look exactly 

like a bent stick, a bent stick out of water—at 

most, it may be said to look rather like a bent 

stick partly immersed in water. After all, we 

can’t help seeing the water the stick is partly 

immersed in. So exactly what in this case 

is supposed to be delusive? What is wrong, 

what is even faintly surprising, in the idea of 

a stick’s being straight but looking bent some- 

times? Does anyone suppose that if something 
is straight, then it jolly well has to look straight 

at all times and in all circumstances? Obviously 

no one seriously supposes this. So what mess 

are we supposed to get into here, what is the 

difficulty? For of course it has to be suggested 

that there is a difficulty—a difficulty, further- 

more, which calls for a pretty radical solution, 

the introduction of sense-data. But what is the 

problem we are invited to solve in this way? 
Well, we are told, in this case you are seeing 

something; and what is this something ‘if it is 

not part of any material thing’? But this ques- 

tion is, really, completely mad. The straight 

part of the stick, the bit not under water, is pre- 

sumably part of a material thing; don’t we see 

that? And what about the bit under water?—we 

can see that too. We can see, come to that, the 

water itself. In fact what we see is a stick partly 

immersed in water; and it is particularly ex- 

traordinary that this should appear to be called 

in question—that a question should be raised 

about what we are seeing—since this, after all, 
is simply the description of the situation with 

which we started. It was, that is to say, agreed 

at the start that we were looking at a stick, a 

‘material thing,’ part of which was under water. 

If, to take a rather different case, a church were 

cunningly camouflaged so that it looked like a 

barn, how could any serious question be raised 

about what we see when we look at it? We see, 
of course, a church that now looks like a barn. 
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We do not see an immaterial barn, an immate- 

rial church, or an immaterial anything else. And 

what in this case could seriously tempt us to say 

that we do? 
Notice, incidentally, that in Ayer’s de- 

scription of the stick-in-water case, which is 

supposed to be prior to the drawing of any phil- 

osophical conclusions, there has already crept in 

the unheralded but important expression ‘visual 

appearances’—it is, of course, ultimately to be 

suggested that all we ever get when we see is a 

visual appearance (whatever that may be). 

Consider next the case of my reflection in 

a mirror. My body, Ayer says, ‘appears to be 

some distance behind the glass’; but as it’s in 

front, it can’t really be behind the glass. So 

what am I seeing? A sense-datum. What about 

this? Well, once again, although there is no 

objection to saying that my body ‘appears to 

be some distance behind the glass,’ in saying 

this we must remember what sort of situation 

we are dealing with. It does not ‘appear to be’ 

there in a way which might tempt me (though it 

might tempt a baby or a savage) to go round the 

back and look for it, and be astonished when 

this enterprise proved a failure. (To say that A 

is in B doesn’t always mean that if you open 

B you will find A, just as to say that A is on 

B doesn’t always mean that you could pick it 

off—consider ‘I saw my face in the mirror,’ 

‘There’s a pain in my toe,’ ‘I heard him on the 

radio,’ “I saw the image on the screen,’ etc. 

Seeing something in a mirror is not like seeing a 

bun in a shop-window.) But does it follow that, 

since my body is not actually located behind the 

mirror, I am not seeing a material thing? Plainly 

not. For one thing, I can see the mirror (nearly 

always anyway). I can see my own body ‘in- 

directly,’ sc. in the mirror. I can also see the 

reflection of my own body or, as some would 

say, a mirror-image. And a mirror-image (if we 

choose this answer) is not a ‘sense-datum’; it 

can be photographed, seen by any number of 

people, and so on. (Of course there is no ques- 

tion here of either illusion or delusion.) And if 

the question is pressed, what actually is some 

distance, five feet say, behind the mirror, the 

answer is, not a sense-datum, but some region 

of the adjoining room. 
The mirage case—at least if we take the view, 

as Ayer does, that the oasis the traveler thinks 
he can see ‘does not exist’—is significantly 
more amenable to the treatment it is given. For 
here we are supposing the man to be genuinely 
deluded, he is not ‘seeing a material thing.’!” 
We don’t actually have to say, however, even 
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here that he is ‘experiencing sense-data’; for 

though, as Ayer says above, ‘it is convenient 

to give a name’ to what he is experiencing, the 

fact is that it already has a name—a mirage. 

Again, we should be wise not to accept too 

readily the statement that what he is experienc- 

ing is ‘similar in character to what he would 
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be experiencing if he were seeing a real oasis.’ 

For is it at all likely, really, to be very similar? 

And, looking ahead, if we were to concede this 

point we should find the concession being used 

against us at a later stage—namely, at the stage 

where we shall be invited to agree that we see 

sense-data always, in normal cases too. 

NOTES 

Macmillan, 1940. 
Methuen, 1932. 
Penguin Books, 1953. 
The case of ‘universal’ and ‘particular,’ or ‘individ- 

ual,’ is similar in some respects though of course not 
in all. In philosophy it is often good policy, where 

one member of a putative pair falls under suspicion, 

to view the more innocent-seeming party suspi- 
ciously as well. 

5. Ayer, op. cit., pp. 1-2. 

6. Compare Price’s list on p. I of Perception— chairs 
and tables, cats and rocks’—though he complicates 
matters by adding ‘water’ and ‘the earth.’ See also 

p. 280, on ‘physical objects,’ ‘visuo-tactual solids.’ 
7. Price, op. cit., p. 26, says that he is naive, though it 

is not, it seems, certain that he is actually a Naive 

Realist. 

8. I am not denying that cases in which things go 
wrong could be lumped together under some single 

name. A single name might in itself be innocent 
enough, provided its use was not taken to imply 

either (a) that the cases were all alike, or (b) that 

they were all in certain ways alike. What matters is 
that the facts should not be pre-judged and (there- 

fore) neglected. 
9. Especially if one abuses it without realizing what 

one is doing. Consider the trouble caused by un- 
witting stretching of the word ‘sign,’ so as to 

ame 

yield—apparently—the conclusion that, when the 

cheese is in front of our noses, we see signs of cheese. 

10. Compare, in this respect, ‘real,’ ‘proper,’ ‘free,’ and 

plenty of others. ‘It’s real’—what exactly are you 
saying itisn’t? ‘I wish we had a proper stair-carpet’— 

what are you complaining of in the one you’ve got? 

(That it’s improper?) ‘Is he free?’—well, what have 

you in mind that he might be instead? In prison? Tied 

up in prison? Committed to a prior engagement? 

11. Ayer takes note of this, rather belatedly, on 

pp. 60-61. 
12. Ayer, op. cit., pp. 3-5. 

13. It is not only strange, but also important, that Ayer 

calls these ‘assumptions.’ Later on he is going to 

take seriously the notion of denying at least one of 

them, which he could hardly do if he had recog- 

nized them here as the plain and incontestable facts 

that they are. 

14. The latter point holds, of course, for some uses of “il- 

lusion’ too; there are the illusions which some people 

(are said to) lose as they grow older and wiser. 
15. Cp. the white rabbit in the play called Harvey. 
16. Perception, p. 27. 
7. Not even ‘indirectly,’ no such thing is ‘presented.’ 

Doesn’t this seem to make the case, though more 
amenable, a good deal less useful to the philoso- 

pher? It’s hard to see how normal cases could be 
said to be very like this. 

The ‘Sensation’ as a Unit 

of Experience 
Maurice Merleau-Ponty 

At the outset of the study of perception, we 

find in language the notion of sensation, which 

seems immediate and obvious: I have a sensa- 

tion of redness, of blueness, of hot or cold. It 

will, however, be seen that nothing could in 

fact be more confused, and that because they 

accepted it readily, traditional analyses missed 

the phenomenon of perception. 

I might in the first place understand by sen- 

sation the way in which I am affected and the 

experiencing of a state of myself. The grey- 

ness which, when I close my eyes, surrounds 

me, leaving no distance between me and it, the 

sounds that encroach on my drowsiness and 

hum ‘in my head’ perhaps give some indication 

of what pure sensation might be. I might be said 

Excerpted from The Phenomenenology of Perception (Humanities Press, 1962). 
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to have sense-experience (sentir) precisely to 

the extent that I coincide with the sensed, that 

the latter ceases to have any place in the objec- 

tive world, and that it signifies nothing for me. 

This entails recognizing that sensation should 

be sought on the hither side of any qualified 

content, since red and blue, in order to be dis- 

tinguishable as two colours, must already form 

some picture before me, even though no precise 

place be assigned to them, and thus cease to be 

part of myself. Pute sensation will be the ex- 

perience of an undifferentiated, instantaneous, 

dotlike impact. It is unnecessary to show, since 
authors are agreed on it, that this notion corre- 

sponds to nothing in our experience, and that 

the most rudimentary factual perceptions that 

we are acquainted with, in creatures such as the 

ape or the hen, have a bearing on relationships 

and not on any absolute terms.' But this does 

not dispose of the question as to why we feel 

justified in theory in distinguishing within ex- 

perience a layer of ‘impression.’ Let us imagine 

a white patch on a homogeneous background. 

All the points in the patch have a certain ‘func- 

tion’ in common, that of forming themselves 

into a ‘shape.’ The colour of the shape is more 

intense, and as it were more resistant than that 

of the background; the edges of the white patch 

‘belong’ to it, and are not part of the background 

although they adjoin it: the patch appears to be 

placed on the background and does not break it 

up. Each part arouses the expectation of more 

than it contains, and this elementary percep- 

tion is therefore already charged with a mean- 

ing. But if the shape and the background, as 

a whole, are not sensed, they must be sensed, 

one may object, in each of their points. To say 

this is to forget that each point in its turn can 

be perceived only as a figure on a background. 

When Gestalt theory informs us that a figure on 

a background is the simplest sense-given avail- 

able to us, we reply that this is not a contin- 

gent characteristic of factual perception, which 

leaves us free, in an ideal analysis, to bring in 

the notion of impressions. It is the very defi- 

nition of the phenomenon of perception, that 

without which a phenomenon cannot be said to 

be perception at all. The perceptual ‘something’ 

is always in the middle of something else, it 

always forms part of a ‘field.’ A really homo- 

geneous area offering nothing to be cannot be 

given to any perception. The structure of actual 

perception alone can teach us what perception 

is. The pure impression is, therefore, not only 

undiscoverable, but also imperceptible and so 

inconceivable as an instant of perception. If it 
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is introduced, it is because instead of attending 

to the experience of perception, we overlook it 

in favour of the object perceived. A visual field 

is not made up of limited views. But an object 

seen is made up of bits of matter, and spatial 

points are external to each other. An isolated 

datum of perception is inconceivable, at least 

if we do the mental experiment of attempting to 

perceive such a thing. But in the world there are 

either isolated objects or a physical void. 

I shall therefore give up any attempt to define 

sensation as pure impression. Rather, to see 

is to have colours or lights, to hear is to have 

sounds, to sense (sentir) is to have qualities. To 

know what sense-experience is, then, is it not 

enough to have seen a red or to have heard an 

A? But red and green are not sensations, they 

are the sensed (sensibles), and quality is not an 

element of consciousness, but a property of the 

object. Instead of providing a simple means of 

delimiting sensations, 1f we consider it in the 

experience itself which evinces it, the quality is 
as rich and mysterious as the object, or indeed 

the whole spectacle, perceived. This red patch 

which I see on the carpet is red only in virtue of 

a shadow which lies across it, its quality is ap- 

parent only in relation to the play of light upon 

it, and hence as an element in a spatial configu- 

ration. Moreover the colour can be said to be 

there only if it occupies an area of a certain size, 

too small an area not being describable in these 

terms. Finally this red would literally not be the 

same if it were not the ‘woolly red’ of a carpet.” 
Analysis, then, discovers in each quality mean- 

ings which reside in it. It may be objected that 

this is true only of the qualities which form 

part of our actual experience, which are over- 

laid with a body of knowledge, and that we 

are still justified in conceiving a ‘pure quality’ 

which would set limits to a pure sensation. But 

as we have just seen, this pure sensation would 

amount to no sensation, and thus to not feeling 

at all. The alleged self-evidence of sensation 

is not based on any testimony of conscious- 

ness, but on widely held prejudice. We think 
we know perfectly well what ‘seeing,’ ‘hear- 
ing,’ ‘sensing’ are, because perception has long 
provided us with objects which are coloured or 
which emit sounds. When we try to analyse it, 
we transpose these objects into consciousness. 
We commit what psychologists call ‘the experi- 
ence error,’ which means that what we know to 
be in things themselves we immediately take as 
being in our consciousness of them. We make 
perception out of things perceived. And since 
perceived things themselves are obviously 
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accessible only through perception, we end 

by understanding neither. We are caught up in 

the world and we do not succeed in extricating 

ourselves from it in order to achieve conscious- 

ness of the world. If we did we should see that 

the quality is never experienced immediately, 

and that all consciousness is consciousness of 

something. Nor is this ‘something’ necessarily 

an identifiable object. There are two ways of 

being mistaken about quality: one is to make 

it into an element of consciousness, when in 

fact it is an object for consciousness, to treat 

it as an incommunicable impression, whereas 

it always has a meaning; the other is to think 

that this meaning and this object, at the level 

of quality, are fully developed and determinate. 

The second error, like the first, springs from 

our prejudice about the world. Suppose we 

construct, by the use of optics and geometry, 

that bit of the world which can at any moment 

throw its image on our retina. Everything out- 

side its perimeter, since it does not reflect upon 

any sensitive area, no more affects our vision 

than does light falling on our closed eyes. We 

ought, then, to perceive a segment of the world 

precisely delimited, surrounded by a zone of 

blackness, packed full of qualities with no inter- 

val between them, held together by definite re- 

lationships of size similar to those lying on the 

retina. The fact is that experience offers nothing 

like this, and we shall never, using the world 

as our starting-point, understand what a field 

of vision is. Even if it is possible to trace out 

a perimeter of vision by gradually approaching 

the centre of the lateral stimuli, the results of 

such measurement vary from one moment to 

another, and one never manages to determine 

the instant when a stimulus once seen is seen no 

longer. The region surrounding the visual field 

is not easy to describe, but what is certain is that 

it is neither black nor grey. There occurs here 

an indeterminate vision, a vision of something 

or other, and, to take the extreme case, what is 

behind my back is not without some element 

of visual presence. The two straight lines in 

Miiller-Lyer’s optical illusion (Fig. 1) are nei- 

ther of equal nor unequal length; it is only in 

the objective world that this question arises.’ 

The visual field is that strange zone in which 

>_< 
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contradictory notions jostle each other because 

the objects—the straight lines of Miiller-Lyer— 

are not, in that field, assigned to the realm of 

being, in which a comparison would be pos- 

sible, but each is taken in its private context as 

if it did not belong to the same universe as the 

other. Psychologists have for a long time taken 

great care to overlook these phenomena. In the 

world taken in itself everything is determined. 

There are many unclear sights, as for example 

a landscape on a misty day, but then we always 

say that no real landscape is in itself unclear. 

It is so only for us. The object, psychologists 

would assert, is never ambiguous, but becomes 

so only through our inattention. The bounds 

of the visual field are not themselves variable, 

and there is a moment when the approaching 

object begins absolutely to be seen, but we do 

not ‘notice’ it. But the notion of attention, as 

we shall show more fully, is supported by no 

evidence provided by consciousness. It is no 

more than an auxiliary hypothesis, evolved to 

save the prejudice in favour of an objective 

world. We must recognize the indeterminate as 

a positive phenomenon. It is in this atmosphere 

that quality arises. Its meaning is an equivocal 

meaning; we are concerned with an expressive 

value rather than with logical signification. The 

determinate quality by which empiricism tried 

to define sensation is an object, not an element, 

of consciousness, indeed it is the very lately 

developed object of scientific consciousness. 

For these two reasons, it conceals rather than 

reveals subjectivity. 

The two definitions of sensation which we 

have just tried out were only apparently direct. 

We have seen that they were based on the object 

perceived. In this they were in agreement with 

common sense, which also identifies the sensi- 

ble by the objective conditions which govern it. 

The visible is what is seized upon with the eyes, 

the sensible is what is seized on by the senses. 

Let us follow up the idea of sensation on this 

basis, and see what becomes of this ‘by’ and 

this ‘with,’ and the notion of sense-organ, in 

the first-order thinking constituted by science. 

Having shown that there is no experience of 

sensation, do we at least find, in its causes and 

objective origins, any reasons for retaining it as 

an explanatory concept? Physiology, to which 

the psychologist turns as to a higher court of 

appeal, is in the same predicament as psychol- 

ogy. It too first situates its object in the world 

and treats it as a bit of extension. Behaviour is 

thus hidden by the reflex, the elaboration and 

patterning of stimuli, by a longitudinal theory 
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of nervous functioning, which establishes a 

theoretical correspondence between each ele- 

ment of the situation and an element of the re- 

action.” As in the case of the reflex are theory, 

physiology of perception begins by recogniz- 

ing an anatomical path leading from a receive 

through a definite transmitter to a recording sta- 

tion,® equally specialized. The objective world 

being given, it is assumed that it passes on to 

the sense-organs messages which must be reg- 

istered, then deciphered in such a way as to re- 

produce in us the original text. Hence we have 

in principle a point-by-point correspondence 

and constant connection between the stimulus 

and the elementary perception. But this ‘con- 

stancy hypothesis’’ conflicts with the data of 

consciousness, and the very psychologists who 

accept it recognize its purely theoretical char- 

acter.’ For example, the intensity of a sound 

under certain circumstances lowers its pitch; 

the addition of auxiliary lines makes two fig- 

ures unequal which are objectively equal;? a co- 

loured area appears to be the same colour over 

the whole of its surface, whereas the chromatic 

thresholds of the different parts of the retina 

ought to make it red in one place, orange some- 

where else, and in certain cases colourless." 
Should these cases in which the phenomenon 

does not correspond to the stimulus be retained 

within the framework of the law of constancy, 

and explained by additional factors—attention 

and judgement—or must the law itself be jetti- 

soned? When red and green, presented together, 

give the result grey, it is conceded that the cen- 

tral combination of stimuli can immediately 

give rise to a different sensation from what 

the objective stimuli would lead us to expect. 

When the apparent size of an object varies with 

its apparent distance, or its apparent colour with 

our recollections of the object, it is recognized 

that ‘the sensory processes are not immune to 

central influences.’'' In this case, therefore, the 
‘sensible’ cannot be defined as the immedi- 

ate effect of an external stimulus. Cannot the 

same conclusion be drawn from the first three 

examples we have mentioned? If attention, 

more precise instructions, rest or prolonged 

practice finally bring perception into line with 

the law of constancy, this does not prove the 

law’s universal validity, for, in the examples 
quoted, the first appearance possessed a sensory 

character just as incontestable as the final re- 

sults obtained. So the question is whether atten- 

tive perception, the subject’s concentration on 

one point of the visual field—for example, the 

‘analytic perception’ of the two main lines in 
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Miiller-Lyer’s optical illusion—do not, instead 
of revealing the ‘normal sensation,’ substitute 

a special set-up for the original phenomenon." 
The law of constancy cannot avail itself, against 

the testimony of consciousness, of any crucial 

experiment in which it is not already implied, 

and wherever we believe that we are establish- 

ing it, it is already presupposed.'* If we turn 
back to the phenomena, they show us that the 

apprehension of a quality, just as that of size, is 

bound up with a whole perceptual context, and 

that the stimuli no longer furnish us with the 

indirect means we were seeking of isolating a 

layer of immediate impressions. But when we 

look for an ‘objective’ definition of sensation, 

it is not only the physical stimulus which slips 

through our fingers. The sensory apparatus, as 

conceived by modern physiology, is no longer 

fitted for the rdle of ‘transmitter’ cast for it by 

traditional science. Non-cortical lesions of the 

apparatus of touch no doubt lessen the concen- 

tration of points sensitive to heat and cold, or 

pressure, and diminish the sensitivity of those 

that remain. But if, to the injured system, a 
sufficiently extensive stimulus be applied, the 

specific sensations reappear. The raising of the 

thresholds is compensated by a more vigorous 

movement of the hand.'4 
One can discern, at the rudimentary stage of 

sensibility, a working together on the part of 

partial stimuli and a collaboration of the sensory 

with the motor system which, in a variable phys- 

iological constellation, keeps sensation con- 

stant, and rules out any definition of the nervous 

process as the simple transmission of a given 

message. The destruction of sight, wherever the 

injuries be sustained, follows the same law: all 

colours are affected in the first place,!> and lose 

their saturation. Then the spectrum is simplified, 

being reduced to four and soon to two colours; 

finally a grey monochrome stage is reached, al- 

though the pathological colour is never identifi- 

able with any normal one. Thus in central as in 

peripheral lesions ‘the loss of nervous substance 
results not only in a deficiency of certain quali- 

ties, but in the change to a less differentiated and 

more primitive structure.’'° Conversely, normal 
functioning must be understood as a process of 
integration in which the text of the external world 
is not so much copied, as composed. And if we 
try to seize ‘sensation’ within the perspective of 
the bodily phenomena which pave the way to it, 
we find not a psychic individual, a function of 
certain known variables, but a formation already 
bound up with a larger whole, already endowed 
with a meaning, distinguishable only in degree 
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from the more complex perceptions, and which 

therefore gets us no further in our attempt to 

delimit pure sensation. There is no physiologi- 

cal definition of sensation, and more generally 

there is no physiological psychology which is 

autonomous, because the physiological event 

itself obeys biological and psychological laws. 

For a long time it was thought that peripheral 

conditioning was the surest method of identify- 

ing ‘elementary’ psychic functions, and of dis- 

tinguishing them from ‘superior’ functions less 

strictly bound up with the bodily substructure. 

A closer analysis, however, reveals that the two 

kinds of function overlap. The elementary is no 

longer that which by addition will cumulatively 

constitute the whole, nor is it a mere occasion 

for the whole to constitute itself. The elemen- 

tary event is already invested with meaning, 

and the higher function will bring into being 

only a more integrated mode of existence or a 

more valid adaptation, by using and sublimat- 

ing the subordinate operations. Conversely, 

“sense-experience is a vital process, no less than 

procreation, breathing or growth.’'’ Psychology 
and physiology are no longer, then, two paral- 

lel sciences, but two accounts of behaviour, the 

first concrete, the second abstract.'* We said that 

when the psychologist asks the physiologist for 

a definition of sensation ‘in causal terms,’ he en- 

counters once more on this new ground his fa- 

miliar difficulties, and now we can see why. The 

physiologist for his part has to rid himself of the 

realistic prejudice which all the sciences borrow 

from common sense, and which hampers them 

in their development. The changed meaning of 

the terms ‘elementary’ and ‘more advanced’ in 

modern physiology proclaims a changed philos- 

ophy.'? The scientist too must learn to criticize 
the idea of an external world in itself, since the 

facts themselves prompt him to abandon that 

of the body as a transmitter of messages. The 

sensible is what is apprehended with the senses, 

but now we know that this ‘with’ is not merely 

instrumental, that the sensory apparatus is not a 

conductor, that even on the periphery the physi- 

ological impression is involved in relations for- 

merly considered central. 

Once more, reflection—even the second- 

order reflection of science—obscures what we 

thought was clear. We believed we knew what 

feeling, seeing and hearing were, and now these 

words raise problems. We are invited to go 
back to the experiences to which they refer in 

order to redefine them. The traditional notion 

of sensation was not a concept born of reflec- 

tion, but a late product of thought directed 
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towards objects, the last element in the repre- 

sentation of the world, the furthest removed 

from its original source, and therefore the most 

unclear. Inevitably science, in its general effort 

towards objectification, evolved a picture of the 

human organism as a physical system undergo- 

ing stimuli which were themselves identified 

by their physicochemical properties, and tried 

to reconstitute actual perception”? on this basis, 
and to close the circle of scientific knowledge 

by discovering the laws governing the pro- 

duction of knowledge itself, by establishing 

an objective science of subjectivity.”! But it is 

also inevitable that this attempt should fail. If 

we return to the objective investigations them- 

selves, we first of all discover that the condi- 

tions external to the sensory field do not govern 

it part for part, and that they exert an effect 

only to the extent of making possible a basic 

pattern—which is what Gestalt theory makes 

clear. Then we see that within the organism the 

structure depends on variables such as the bio- 

logical meaning of the situation, which are no 

longer physical variables, with the result that 

the whole eludes the well-known instruments 

of physico-mathematical analysis, and opens 

the way to another type of intelligibility.’ If 
we now turn back, as is done here, towards 

perceptual experience, we notice that science 

succeeds in constructing only a semblance of 

subjectivity: it introduces sensations which are 

things, just where experience shows that there 

are meaningful patterns; it forces the phenom- 

enal universe into categories which make sense 

only in the universe of science. It requires that 

two perceived lines, like two real lines, should 

be equal or unequal, that a perceived crystal 

should have a definite number of sides,”* with- 
out realizing that the perceived, by its nature, 

admits of the ambiguous, the shifting, and is 

shaped by its context. In Miiller-Lyer’s illu- 

sion, one of the lines ceases to be equal to the 

other without becoming ‘unequal’: it becomes 

‘different.’ That is to say, an isolated, objective 

line, and the same line taken in a figure, cease to 

be, for perception, ‘the same.’ It is identifiable 

in these two functions only by analytic percep- 

tion, which is not natural. In the same way the 

perceived contains gaps which are not mere 

‘failures to perceive.’ I may, through sight or 

touch, recognize a crystal as having a ‘regular’ 

shape without having, even tacitly, counted its 

sides. I may be familiar with a face without ever 

having perceived the colour of the eyes in them- 

selves. The theory of sensation, which builds 

up all knowledge out of determinate qualities, 
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offers us objects purged of all ambiguity, pure 

and absolute, the ideal rather than the real 

themes of knowledge: in short, it is compatible 

only with the lately developed superstructure of 

consciousness. That is where ‘the idea of sensa- 

tion is approximately realized.’™ 

The images which instinct projects before 

it, those which tradition recreates in each gen- 

eration, or simply dreams, are in the first place 

presented on an equal footing with genuine 

perceptions, and gradually, by critical labour, 

the true, present and explicit perception is dis- 

tinguished from phantasms. The word percep- 

tion indicates a direction rather than a primitive 

function.”> It is known that the uniformity of 
apparent size of objects at different distances, 

or of their colour in different lights, is more per- 

fect in children than in adults.*° It follows that 
perception is more strictly bound up with the 
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local stimulus in its developed than in its unde- 

veloped state, and more in conformity with the 

theory of sensation in the adult than in the child. 

It is like a net with its knots showing up more 

and more clearly.”’ ‘Primitive thought’ has been 
pictured in a way which can be understood 

only if the responses of primitive people, their 

pronouncements and the sociologists’ inter- 

pretations are related to the fund of perceptual 

experience which they are all trying to trans- 

late.”8 It is sometimes the adherence of the per- 
ceived object to its context, and, as it were, its 

viscosity, sometimes the presence in it of a pos- 

itive indeterminate which prevents the spatial, 

temporal and numerical wholes from becoming 

articulated into manageable, distinct and identi- 

fiable terms. And it is this pre-objective realm 

that we have to explore in ourselves if we wish 

to understand sense experience. 

NOTES 

See La Structure du Comportement, pp. 142 and ff. 
J. P. Sartre. L’Imaginaire, p. 241. 

Koffka, Psychologie, p. 530. 
There is no justification for dodging the issue, 

as does Jaspers, for example (Zur Analyse der 
Trugwahrnehmungen) by setting up in opposition, 

on the one hand a descriptive psychology which “‘un- 

derstands’ phenomena, and on the other an explana- 
tory psychology, which concerns itself with their 
origin. The psychologist always sees consciousness 

as placed in the body in the midst of the world, and 
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The Intentionality of Sensation: 
A Grammatical Feature 
G.E. M. Anscombe 

I. Intentional Objects 

Berkeley calls ‘colours with their variations 

and different proportions of light and shade’ 

the ‘proper’ and also the ‘immediate’ objects of 

sight.' The first at any rate long seemed obvious 

to everyone, both before Berkeley and since his 

time. But Berkeley’s whole view is now in some 

disrepute. Sense-data, a thoroughly Berkeleyan 

conception given that name by Russell, have 

become objects of ridicule and contempt among 

many present-day philosophers. 

That word ‘object’ which comes in the phrase 

‘object of sight’ has suffered a certain reversal 

of meaning in the history of philosophy, and 

so has the connected word ‘subject,’ though 

the two reversals aren’t historically connected. 

The subject used to be what the proposition, 

say, is about: the thing itself as it is in reality— 

unprocessed by being conceived, as we might 

say (in case there is some sort of processing 

there); objects on the other hand were formerly 

always objects of . Objects of desire, ob- 

jects of thought, are not objects in one common 

modern sense, not individual things, such as the 

objects found in the accused man’s pockets. 

I might illustrate the double reversal by a 

true sentence constructed to accord with the old 

meanings: subjectively there must be some def- 

inite number of leaves on a spray that I see, but 

objectively there need not: that is, there need 

not be some number such that I see that number 

of leaves on the spray. 
When Descartes said that the cause of an idea 

must have at least as much formal reality as the 

idea had objective reality, he meant that the 

cause must have at least as much to it as what 

the idea was of would have, if what the idea 

was of actually existed. The ‘realitas objectiva’ 

of an idea thus meant what we should call its 

‘content’—namely what it is of, but considered 

as belonging purely to the idea. ‘What a pic- 

ture is of can easily be seen to have two mean- 

ings: what served as a model, what the picture 

was taken from—and what is to be seen in the 

picture itself, which may not even have had an 

original. 

Thus formerly if something was called an 

object that would have raised the question 

‘object of what?’ It is hardly possible to use the 

word ‘object’ in this way nowadays unless it 

actually occurs in such a phrase as ‘object of 

desire’ or ‘object of thought.’ Suppose some- 

body says that the object of desire, or desired 

object, need not exist, and so there need not be 

any object which one desires. He is obviously 

switching from one use of the word ‘object’ 

to another. If, however, we speak of objects of 

sight, or seen objects, it will usually be assumed 

that ‘objects’ has the more modern sense: these 

will be objects, things, entities, which one sees. 

Now to prevent confusion I will introduce the 

phrase ‘intentional object’ to mean ‘object’ in 

the older sense which still occurs in ‘object of 

desire.’ 

‘Intentional’ in these contexts is often spelt 

with an s. This was an idea of Sir William 

Hamilton’s; he wanted to turn the old logical 

word ‘intention’ into one that looked more like 

‘extension.’ I prefer to keep the older spelling 

with two fs. For the word is the same as the 

one in common use. in connection with action. 

Excerpted from Ronald J. Butler, ed., Analytic Philosophy (Blackwell, 1965). Reprinted with 

permission. 
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The concept of intention which we use there of 

course occurs also in connection with saying. 

That makes the bridge to the logician’s use. 

There are three salient things about intention 

which are relevant for my subject. First, not 

any true description of what you do describes 

it as the action you intended: only under cer- 

tain of its descriptions will it be intentional. 

(‘Do you mean to be using that pen?’—‘Why, 

what about this pen?’—‘It’s Smith’s pen.’— 

‘Oh Lord, no!’) Second, the descriptions under 

which you intend what you do can be vague, 

indeterminate. (You mean to put the book down 

on the table all right, and you do so, but you 

do not mean to put it down anywhere in par- 

ticular on the table—though you do put it down 

somewhere in particular.) Third, descriptions 

under which you intend to do what you do may 

not come true, as when you make a slip of the 
tongue or pen. You act, but your intended act 

does not happen. 

Intentionality, whose name is taken from 

intention and expresses these characteristics 

of the concept intention, is found also in con- 

nection with many other concepts. I shall argue 

that among these are concepts of sensation. 

Like many concepts marked by intentionality, 

though unlike intention itself, these are ex- 

pressed by verbs commonly taking direct ob- 

jects. I shall speak of intentional verbs, taking 

intentional objects. I have mentioned the his- 

tory of the word ‘object’ to forestall any im- 

pression that ‘an intentional object’ means ‘an 

intentional entity.’ 

Obvious examples of intentional verbs are 

‘to think of,’ ‘to worship,’ ‘to shoot at.’ (The 

verb ‘to intend’ comes by metaphor from the 

last—‘intendere arcum in,’ leading to ‘intend- 

ere animum in.) Where we have such a verb 

taking an object, features analogous to the three 

features of intentionalness in action relate to 

some descriptions occurring as object-phrases 

after the verb. 

The possible non-existence of the object, 

which is the analogue of the possible non- 

occurrence of the intended action, is what has 

excited most attention about this sort of verb. 

‘Thinking of? is a verb for which the topic of 

the non-existent object is full of traps and temp- 

tations; ‘worshipping’ is less dangerous and 

may help us to keep our heads. Consider the 

expression ‘object of thought.’ If I am thinking 

of Winston Churchill then he is the object of 

my thought. This is like ‘What is the object of 

these people’s worship?’ Answer: ‘The moon.’ 

But now suppose the object of my thought is 

PERCEPTION 

Mr. Pickwick, or a unicorn; and the object of my 

worship is Zeus, or unicorns. With the proper 

names I named no man and no god, since they 

name a fictitious man and a false god. Moreover 

Mr. Pickwick and Zeus are nothing but a ficti- 

tious man and a false god (contrast the moon, 

which, though a false god, is a perfectly good 

heavenly body). All the same it is clear that 

‘The Greeks worshipped Zeus’ is true, Thus ‘X 

worshipped ’ and ‘X thought of ———’ 

are not to be assimilated to ‘X bit oe LOT 

supposing ‘X’ to be the name of a real person, 

the name of something real has to be put in the 

blank space in ‘X bit ’ if the completed 
sentence is to have so much as a chance of 
being true. Whereas in ‘X worshipped ; 

and ‘X thought of * that is not so. 

This fact is readily obscured for us because 

with ‘X thought of > the more frequent 
filling-in of the blank is a name or description 
of something real; for when the blank is filled 

in so in a true sentence, it is the real thing itself, 

not some intermediary, that X thought of. This 

makes it look as if the reality of the object mat- 

tered, as it does for biting. Nevertheless, it is 

obvious that vacuous names can complete such 

sentence-frames. So perhaps they stand in such 

frames for something with a sort of reality. That 

is the hazy state of mind one may be in about 

the matter. 

A not very happy move to clarify it is to say, 

“Well, X had his idea of Zeus, or unicorns, or 

Mr. Pickwick, and that gives you the object 

you want.’ This is an unhappy move on several 

counts. First, it makes it seem that the idea is 

what X was worshipping or thinking of. Second, 

the mere fact of real existence (is this now be- 

ginning to be opposed to existence of some 

other kind?) can’t make so very much difference 

to the analysis of a sentence like ‘X thought of 

.’ So if the idea is to be brought in when 

the object doesn’t exist, then equally it should 

be brought in when the object does exist. Yet 

one is thinking, surely, of Winston Churchill, 

not of the idea of him, and just that fact started 

us off. When one reads Locke, one wants to 

protest: “The mind is not employed about ideas, 

but about things—unless ideas are what we 

happen to be thinking about.’ Whatever pur- 

pose is served by introducing ideas, by saying, 
‘Well, they had an idea of Zeus,’ we cannot say 
that the idea is the object of thought, or wor- 
ship. It will not be right to say X worshipped 
an idea. It is rather that the subject’s having an 
idea is what is needed to give the proposition a 
chance of being true. This may seem helpful for 
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‘worshipping,’ but not for ‘thinking of’; ‘think- 

ing of’ and ‘having an idea of? are too similar; 

if the one is problematic, then so is the other. 

Let us concentrate on the fact that many 

propositions containing intentional verbs are 

true, and let us not be hypnotized by the possi- 

ble non-existence of the object. There are other 

features too: non-substitutability of different 

descriptions of the object, where it does exist; 

and possible indeterminacy of the object. In fact 

all three features are connected. I can think of a 

man without thinking of a man of any particular 

height; I cannot hit a man without hitting a man 

of some particular height, because there is no 

such thing as a man of no particular height. And 

the possibility of this indeterminacy makes it 

possible that when I am thinking of a particular 

man, not every true description of him is one 

under which I am thinking of him. 

I will now define an intentional verb as a 

verb taking an intentional object; intentional 

objects are the sub-class of direct objects char- 

acterized by these three connected features. By 

this definition, ‘to believe’ and ‘to intend’ are 

not themselves intentional verbs, which may 

seem paradoxical. But, say, ‘to believe—to be 

a scoundrel’ will accord with the definition, so 

that it is not so paradoxical as to leave out belief 

and intention altogether. 

But how comes a question: ought we really 

to say that the intentional object is a bit of lan- 

guage, or may we speak as if it were what the 

bit of language stands for? As grammarians 

and linguists use the words nowadays ‘direct 

object’ and ‘indirect object’ stand for parts of 

sentences. So if I call intentional objects a sub- 

class of direct objects, that may seem already 

to determine that an intentional object is a bit 

of language. 
However, the matter is not so easily settled. 

Of course I do not want to oppose the practice 

of grammarians. But it is clear that the concept 

of a direct object—and hence the identifica- 

tion of the sentence-part now called the direct 

object—is learned somewhat as follows: the 

teacher takes a sentence, say ‘John sent Mary 

a book’ and says: ‘What did John send Mary?’ 

Getting the answer ‘A book’ he says: ‘That’s 

the direct object.’ Now the question does not 

really suppose, and the pupil, if he goes along 

with the teacher, does not take it, that any par- 

ticular people, of whom the sentence is true, 

are in question, and so we may say that when 

the teaching is successful the question is un- 

derstood as equivalent to “What does the sen- 

tence ‘John sent Mary a book’ say John sent 

Mary?’ The grammatical concept of a direct 

object is acquired by one who can answer any 

such question. The correct answer to such a 

question gives (in older usage) or itself is (in 

more recent usage) the direct object. Now sup- 

pose that someone were to ask: ‘What is com- 

municated to us by the phrase that we get in 

a correct answer? Is the phrase being used or 

mentioned?’ It is clear that nothing is settled 

about this question by a choice whether to say, 

following older usage, that the phrase gives 

the direct object or, following more modern 

usage, that ‘direct object’ is a name for a 

sentence-part. 
I propose—for a purpose which will 

appear—to adopt the older usage. Then the 

question ‘What is the direct object of the verb 

in this sentence?’ is the same as ‘What does the 

sentence say John sent Mary?’ and the question 

“What does the phrase which is the answer to 

that question communicate to us, i.e. is it being 

used or mentioned?’ can be asked in the form 

‘Is the direct object a bit of language or rather 

what the bit of language stands for?’—and this 

is now not a mere question of terminology, but 

a substantive-seeming question of curious per- 

plexity. For someone pondering it may argue as 

follows: It won’t do to say that in this example 

a book is the direct object. For if we say that we 

can be asked: ‘Which book?’; but the sentence 

isn’t being considered as true, and there is no 

answer to the question “Which book?’ except 

‘No book’; and yet without doubt the verb has 

a direct object, given by the answer ‘A book.’ 

So it must be wrong, and not just a matier of 

terminology, to say that the grammatical phrase 

‘direct object’ stands for, not a bit of language, 

but rather what the bit of language stands for. 

And, if intentional objects are a sub-class of 

direct objects, the phrase ‘intentional object’ 

too will stand for a bit of language rather than 

what the language stands for; we are evidently 

not going to have to plunge into the bog made 

by the fact that in the most important and 

straightforward sense the phrase giving the in- 

tentional object may stand for nothing. 
But wait—in that case must we not say, ‘the 

phrase which is the intentional object’ rather 

than ‘the phrase giving the intentional object’? 

This is indeed a difficulty. For the intentional 

object is told in answer to a question ‘What?’ 

But the answer to “What do they worship?’ 

cannot be that they worship a phrase any more 

than that they worship an idea. A similar point 

holds, of course, for direct (and indirect) ob- 

jects in general. 
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It may be argued that this is no argument.’ 

Perhaps we cannot say ‘What John is said to 

have sent is a phrase.’ But then no more can we 

say ‘What John is said to have sent is a direct 

object’ —for the sentence did not say John sent 

Mary a direct object. 

What this shows is that there is a way of 

taking ‘The direct object is not a direct object’ 

which makes this true; namely, by assimilating 

this sentence to ‘The direct object is not a girl.’ 

(One could imagine explaining to a child: “The 

girl isn’t the direct object, but the book that 

John sent.’) 

Frege’s conclusion “The concept horse is 

not a concept’ was based on the same sort of 

trouble about different uses of expressions. 

What ‘cheval’ stands for is a concept, and what 

‘cheval’ stands for is a horse; these premisses do 

not, however, yield the result that if Bucephalus 

is a horse he is a concept. Similarly, what John is 

said to have sent Mary is a book, and what John 

is said to have sent Mary is a direct object; these 

premisses do not yield the result that if John 

gave Mary a book, he gave her a direct object. 

Frege eventually proposed to deal with the 

trouble by stipulating that such a phrase as 

“What ‘cheval’ stands for’ should only be used 

predicatively. A parallel stipulation in our case: 

‘What John is said to have sent Mary is.. .’ 

may only be completed with such expressions 

as could fill the blank in ‘John sent Mary... .’ 

The stipulation, while harmless, would be 

based on failure of ear for the different use 

of the phrase ‘What John is said to have sent 

Mary’ in the explanation “What John is said to 

have sent Mary is the direct object of the sen- 

tence.’ But an ear for a different use cannot be 

dispensed with, as the further course of the ar- 

gument shows. 

The argument began with stating reasons 

why a direct object can’t be something that the 

direct-object phrase stands for. Yet one can, 

one correctly does, say ‘A book’ in answer to 

the question “What does the sentence ‘John sent 

Mary a book’ say John sent Mary?’ which asks 

the same thing as ‘What is the direct object in 

that sentence?’ Nevertheless the way the phrase 

‘a book’ is being used is such that one can’t sen- 

sibly ask ‘Which book?’ 

We must conclude of ‘objects’ (direct, indi- 

rect and likewise intentional) that the object is 

neither the phrase nor what the phrase stands 

for. What then is it? The question is based on 

a mistake, namely that an explanatory answer 

running say ‘An intentional (direct, indi- 

rect) object is such-and-such’ is possible and 

PERCEPTION 

requisite. But this need not be so. Indeed the 

only reasonable candidates to be answers are 

the ones we have failed. But what is the actual 

use of the term? Given a sentence in which a 

verb takes an object, one procedure for replying 

to the question: ‘What is the object in this sen- 

tence?’ is to recite the object phrase. 

If putting the object phrase in quotes implies 

that the object—i.e. what John is said to have 

sent Mary, what the Greeks worshipped—is a 

piece of language, that is wrong; if its not being 

in quotes implies that something referred to by 

the object phrase is the object, that is wrong too. 

To avoid the latter suggestion one might insist 

on putting in quotes; to avoid the former one 

might want to leave them out. One is inclined 

to invent a special sort of quotes; but the ques- 

tion is how the phrase within such new quotes 

would function—and if we understand that, we 

don’t need a new sign. So ends the argument. 

To repeat, I am not opposing the practice 

of grammarians and linguists for whom the 

expression ‘direct object’ is defined as an ex- 

pression for a phrase; they use that as I use the 

expression ‘direct-object phrase.’ But, as I have 

argued, the question “What does the sentence 

say John gave?’ is fundamental for under- 

standing either ‘direct object’ or ‘direct-object 

phrase’ as I am using those expressions; and 

hence for understanding ‘direct object’ when it 

is used for a phrase. And though the question 

is answered (like many questions) by uttering 

a phrase—in this case ‘a book’—the phrase has 

a special use in answer to that question ‘What 

does the sentence say John gave?’ /t can name 

neither a piece of language, nor anything that 

the piece of language names or otherwise re- 

lates to, nor indeed anything else. The interest 

of the question and answer is the rather special 

interest of getting grammatical understanding. 

Grammatical understanding and grammati- 

cal concepts, even the most familiar ones like 

sentence, verb, noun, are not so straightforward 

and down-to-earth a matter of plain physical re- 

alities as I believe people sometimes suppose. 

The concept of a noun, for example, is far less 

of a physical concept than that of a coin; for 

someone might be trained to recognize coins 

with fair success though he knew nothing of 

money, but no one could be trained to recog- 

nize nouns without a great familiarity with lan- 
guage; and yet the concept of a noun is not one 
which he will automatically have through that 
familiarity, as he will have that of a coin if he 
operates with coined money. Indeed the expla- 
nations of grammatical terms are only hints at 
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what is really grasped from examples. Thus no 

one should think that by merely adopting the 

usage of modern grammarians, for whom the 

direct object is a word or words, he has avoided 

handling difficult concepts and remained in a 

plain man’s world of plain thing. 

‘The direct object is what John sent’ (= ‘what 

the sentence says John sent’). 

‘The intentional object is what X was think- 

ing of.’ 

These two sentences are parallel. It is for the 

sake of parallelism that we opted for the old- 

fashioned usage of ‘direct object.’ For even 

in that usage, no one will be tempted to think 

that direct objects as such are a special type of 

entity. Just this temptation exists very strongly 

for objects of thought and sensation; that is, for 

intentional objects, which appear as entities 

under the names ‘idea’ and ‘impression.’ 

It may be objected: the context ‘The sen- 

tence says John sent Mary SeISMILSCLE 

intentional. How, then, can my considerations 

about direct objects throw light on intentional 

objects? Fully spelled out they are themselves 

merely examples of sentences whose objects 

are intentional objects. 

The answer is that what is said in the objec- 

tion is true. But these examples, where we talk 

about direct objects, are harmless and profit- 

able because certain sorts of suggestion about 

direct objects are patent nonsense. For example 

no one would think that if a sentence says John 

sent Mary a book, what it immediately and di- 

rectly says he sent her was a direct object, and 

only in some indirect fashion, via this imme- 

diate object, does it say he sent her a book. I 

want, that is, to use a comparison with patent 

nonsense about direct objects in order to expose 

as latent nonsense of just the same kind some 

very persuasive views about ideas and impres- 

sion. Not that ideas and impressions are to be 

excluded from consideration; but as they enter 

into epistemology they will be rightly regarded 

as grammatical notions, whose role is read- 

ily misunderstood. And ‘grammatical’ is here 

being used in its ordinary sense. 

We must now ask: does any phrase that gives 

the direct object of an intentional verb in a sen- 

tence necessarily give an intentional object? 

No. Consider: ‘These people worship Ombola; 

that is to say, they worship a mere hunk of 

wood.’ (cf. ‘They worship sticks and stones.’) 

Or ‘They worship the sun, that is, they worship 
what is nothing but a great mass of frightfully 

hot stuff.” The worshippers themselves will 

not acknowledge the descriptions. Their idol is 

for them a divinized piece of wood, one that is 

somehow also a god; and similarly for the sun. 

An intentional object is given by a word or 

phrase which gives a description under which. 

It will help if we consider shooting at, 

aiming. A man aims at a stag; but the thing he 

took for a stag was his father, and he shoots 

his father. A witness reports: ‘He aimed at his 

father.’ Now this is ambiguous. In the sense in 

which given the situation as we have described 

it, this report is true, the phrase ‘his father’ does 

not give an intentional object. Let us introduce 

the term ‘material object’: ‘his father’ gives, 

we shall say, the material object of the verb 

in the sentence ‘He aimed at his father’ in the 

sense in which this was true. Not because he 

hit his father—he might after all merely have 

gone wide of the mark. But because the thing he 

took for a stag actually was his father. We can 

ask what he was doing—what he was aiming 

at—in that he was aiming at a stag: this is to 

ask for another description ‘X” such that in ‘He 

was aiming at X’ we still have an intentional 

object, but the description ‘X’ gives us some- 

thing that exists in the situation. For example, 

he was aiming at that dark patch against the fo- 

liage. The dark patch against the foliage was in 

fact his father’s hat with his father’s head in it. 

Thus, the given intentional object (the stag) 

being nonexistent in the situation, we looked 

for another intentional object until we found 

one that did exist. Then the phrase giving that 

intentional object, and any other true descrip- 

tion of the existent thing in question, gives the 

material object of “He aimed at... .’ 

Does this account depend on the report’s 

being true? No; but if the witness lies or is quite 

mistaken, all the same he can be questioned 

about what his report meant. Does he mean 

the phrase ‘his father’ to give the intentional, 

or only the material, object? If only the mate- 

rial object, what does he mean by ‘He aimed 

at. ..'? That you could see that the man was 

taking aim, and where his target lay? There 

might not be true answers to these questions, 

but the witness has got to pretend there are or 

be confounded. 

And now, for greater ease of expression, I 

will speak, as is natural, of the material and in- 

tentional objects of aiming, of worshipping, of 

thinking. This should always be interpretable in 

terms of the verbs and their objects. 

There need not be a material object of aiming. 

If a man were totally hallucinated, and, shooting 
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at something in his hallucinatory scene, hit his 

father, that would not make his father the mate- 

rial object of his aiming. Similarly, if there is 

no description, still giving the intentional object 

of worship, which describes anything actual, 

the worshippers, materially speaking, worship 

a nothing, something that does not exist. 

Not that it will then do to say ‘They worship 

nothing,’ but only: ‘What they worship is noth- 

ing.’ For “They worship nothing’ would imply 

that no sentence ‘They worship such-and-such’ 

will be true; and in the case supposed some 

such sentence is true. 

Questions about the identity of an intentional 

object, when this cannot be reduced to the iden- 

tity of a material object, are obviously of some 

interest. How do we decide that two people or 

peoples worship or do not worship the same 

god? Again, when a proper name is obscure and 

remote in its historical reference, like ‘Arthur,’ 

the question may arise whether two people are 

thinking of the same man—if they have differ- 

ent, incompatible, pictures of him. 

But I perceive that my saying ‘when this 

cannot be reduced to the identity of a material 

object’ may mislead: for by material objects 

I do not mean what are now called ‘material 

objects’ —tables, planets, lumps of butter and so 

on. To give a clear instance: a debt of five dol- 

lars is not a material object in this latter sense; 

but given that someone had contracted such 

a debt, my thought ‘that debt of five dollars’ 

would have as its material object something 

described and indicated by the phrase giving 

the intentional object of my thought. When it is 

beyond question that the phrase giving an inten- 

tional object does describe and indicate a ma- 

terial object in this sense, then the question as 

to the identity of the intentional object reduces 

to the question as to the identity of the mate- 

rial object. Are we referring to the same debt? 

That is, perhaps, not too difficult to establish. 

But when either there is no real debt or it is very 

obscure whether there is, the case is altered. 

The fact that we can use the concept of 

identity in connection with intentional objects 

should not lead us to think there is any sense in 
questions as to the kind of existence—the on- 

tological status—of intentional objects as such. 

All such questions are nonsensical. Once more 

we can clear our heads by thinking of direct ob- 

jects. The answer to ‘What is the direct object 

in ‘John sent Mary a book’?’ is ‘A book.’ This 

is the right answer as much when the sentence 

is false as when it is true, and also when it is 

only made up, as it is in this case, to illustrate 
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a point. It is evident nonsense to ask about the 

mode of existence or ontological status of the 

direct object as such: or to ask what kind of 

thing a book is, as it is thought of in answer to 

the question about the direct object. 

Il. Sensation 

In the philosophy of sense-perception there are 

two opposing positions. One says that what 

we are immediately aware of in sensation is 

sense-impressions, called ‘ideas’ by Berkeley 

and ‘sense-data’ by Russell. The other, taken 

up nowadays by ‘ordinary language’ philoso- 

phy, says that on the contrary we at any rate 

see objects (in the wide modern sense which 

would include, e.g. shadows) without any such 

intermediaries. It is usually part of this posi- 

tion to insist that I can’t see (or, perhaps, feel, 

hear, taste or smell) something that is not here, 

any more than I can hit something that is not 

there: I can only think I see (etc.) something if 

it isn’t there, or only in some extended usage of 

‘see’ do I see what isn’t there. I shall say most 

about seeing, as most people do in discussing 

this topic. The other verbs are for good reasons 

(which aren’t very relevant to my topic) often 

treated rather differently, especially by ordinary 

language philosophy. 

I wish to say that both these positions are 

wrong; that both misunderstand verbs of sense- 

perception, because these verbs are intentional 

or essentially have an intentional aspect. The 

first position misconstrues intentional objects as 

material objects of sensation; the other allows 

only material objects of sensation; or at any rate 

does not allow for a description of what is seen 

which is e.g. neutral as between its being a real 

spot (a stain) or an after-image, giving only the 

content of an experience of seeing concerning 

which one does not yet know whether one is 

seeing a real spot or an after-image.* 
To see the intentionality of sensation it is 

only necessary to look at a few examples which 
bring it out. 

(1) “When you screw up your eyes looking at 

a light, you see rays shooting out from it.’ 

(2) ‘I see the print very blurred: is it blurred, 
or is it my eyes?’ 

(3) ‘Move these handles until you see the bird 

in the nest.’ (Squint-testing apparatus; the 

bird and the nest are on separate cards.) 
(4) ‘I see six buttons on that man’s coat, I 

merely see a lot of snowflakes framed by 
this window-frame—no definite number.’ 
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(5) *...amirage. An approaching pedestrian 

may have no feet (they are replaced by a 

bit of sky).’° 
(6) ‘With this hearing aid, when you talk I 

hear some screeching noises; no low tones 

and the consonants are very indistinct.’ 
(7) ‘I hear a ringing in my ears.’ 

(8) ‘I heard a tremendous roaring noise 

outside, and wondered with alarm for a 

moment what great machine or floodwa- 

ter could be making it. And then I real- 

ized that it was only my little dog snoring 

close at hand.’® 
(9) ‘Do you know how a taste can sometimes 

be quite indeterminate until you know 
what you are eating?’ 

(10) ‘I keep on smelling the smell of burning 

rubber when, as I find out, there is no 

such thing.’ 

Someone who wishes to say that the verbs of 

sense are used right in normal cases only with 

real things as objects, and even with real things 

correctly characterized, may say that these are 

exceptional uses. Either the context (eye-testing 

apparatus) or what is said, with the tone of voice 

and special emphasis appropriate to it, shows 

this. There was presumably a definite number 

of snowflakes falling so as to be seen from a 

certain position, and that was the number seen; 

only the subject did not know how many there 

were, was not able to tell by looking as he could 

tell the number of buttons on the coat. He ex- 

pressed this by saying he did not see a definite 

number of snowflakes; but this is an odd use of 

‘see,’ different from the more normal use we 

get in the following example: 

(11) ‘I saw someone in the study just now.’ 

‘Nonsense! You can’t have, because 

there isn’t anyone there.’ “Well, I wonder 

what I saw, then.’ 

Now this may be; on the other hand the ocu- 

list testing the degree of a squint does not have 

to teach a new use of ‘see’ or of ‘I see a (pic- 

ture of a) bird in a nest’ before he can ask “Do 

you see the bird in the nest?’—the bird-picture 

and the nest-picture being in fact spatially sepa- 

rated. To call such a use ‘new’ simply means 

that some difference between it and what is 

being called the old use strikes us as important. 
There is indeed an important difference; 

though it is wrong to regard the uses which it 

marks as, so to speak, deviant, for our concepts 

of sensation are built up by our having all these 

uses. The difference we are attending to is that 

in these cases, object phrases are used giving 

objects which are, wholly or in part, merely in- 

tentional. This comes out in two features: nei- 

ther possible non-existence (in the situation), 

nor indeterminacy, of the object is any objec- 

tion to the truth of what is said. 

Now ‘ordinary language’ views and ‘sense- 

datum’ views make the same mistake, that of 

failing to recognize the intentionality of sen- 

sation, though they take opposite positions in 

consequence. This failure comes out clearly on 

the part of an ordinary-language philosopher 

if he insists that what I say I see must really 

be there if I am not lying, mistaken, or using 

language in a ‘queer,’ extended (and therefore 

discountable) way. 

The Berkeleyan sense-datum philosopher 

makes the same mistake in his insistence that, 

€.g., One sees visual impressions, visual data. 

I would say that such a philosopher makes an 

incorrect inference from the truth of the gram- 

matical statement that the intentional object, the 

impression, the visual object, is what you see. 

He takes the expression ‘what you see’ materi- 

ally. ‘The visual impression is what you see,’ 

which is a proposition like ‘The direct object 

is what he sent,’ is misconstrued so as to lead 

to “You see an impression,’ as the other never 

would be misconstrued so as to lead to ‘He sent 

her a direct object.’ 

This is a more interesting and permanently 

tempting mistake than the other, whose appeal 

is merely that of a common-sense revolt against 

a Berkeleyan type of view. But both doctrines 

have a great deal of point. To take the ‘ordinary 

language’ doctrine: 

First, what I shall call the material use of 

verbs of sense exists. The material use of ‘see’ 

is ause which demands a material object of the 

verb. ‘You can’t have seen a unicorn, unicorns 

don’t exist.’ “You can’t have seen a lion, there 

wasn’t any lion there to see.’ These uses are 

quite commonplace. It is not merely that the 

object-phrase is taken materially—as we have 

seen, that may be the case with an intentional 

verb without reflecting on its intentionality. 

Here the verb ‘to see’ is not allowed to take a 

merely intentional object; non-existence of the 

object (absolutely, or in the situation) is an ob- 

jection to the truth of the sentence. We see the 

double use of the verb ‘see’ by contrasting it 

with ‘worship.’ No one would ever say: ‘They 

cannot have worshipped unicorns, because 

there are no such things.’ 

Second, the words giving the object of a verb 

of sense are necessarily most often intended as 
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giving material objects of sense: for this is their 

primary application. To see this, consider the 

following. Suppose a bright red plastic toy el- 

ephant looks greyish-brown to me in a certain 

light. Only if I do not know that the greyish- 

brown colour is mere appearance do I say with- 

out any special context (e.g. that of describing 

impressions), or apology, or humour: ‘I see a 

greyish-brown plastic toy elephant.’ This is 

because we understand the description-of-an- 

appearance ‘greyish-brown’ by understanding 

the description ‘greyish-brown’: this describes 

what the appearance is of. To do that, it must in 

the first instance be a description of such a thing 

as it would be true of (for the appearance is an 

appearance of that)—really, and not merely in 

appearance: this will be its primary application. 

But, being a description of a sensible property, 

it must also in its primary application enter into 

the object phrases for the appropriate verbs of 

sense, since we get to know sensible properties 

by the appropriate senses. 

Further, we ought to say, not: ‘Being red 

is looking red in normal light to the normal- 

sighted,’ but rather ‘Looking red is looking as 

a thing that is red looks in normal light to the 

normal-sighted.’ For if we ought rather to say 

the first, then how do we understand ‘looking 

red’? Not by understanding ‘red’ and ‘look- 

ing.’ It would have to be explained as a simple 

idea; and so would looking any other colour. 

It may be replied: These all are simple ideas; 

‘looking yellow’ and ‘looking red’ are the right 

expressions for what you show someone when 

you show him yellow and red, for he will only 

learn ‘yellow’ and ‘red’ from the examples if 

they look yellow and look red; so it is looking- 

yellow and looking-red that he really gets hold 

of and has been introduced to, even though you 

say you are explaining ‘yellow’ and ‘red.’ This 

would come to saying that in strictness ‘look- 

ing’ should be part of every colour word in re- 

ports of perception: it will then cease to perform 

the actual function of the word ‘looking.’ It was 

plausible to say: Only if it looks red to him 

will he learn what is meant; but wrong to infer: 

What he then grasps as the correlate of the word 

‘red’ is a red look. Even granted that he knows 

he is to learn the name of a colour, still it in- 

vites misunderstanding to rely on something 

that only looks red to teach him the word; if he 

notices that it only looks red, how natural for 

him to suppose that ‘red’ was the name of the 

colour that it actually is. If you tell him: ‘It’s 

the colour that this ‘looks,’ ‘ this presupposes 

that ‘looks C’ and ‘C” are originally, and not 
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just subsequently, distinct: that, in short, “being 

red’ is not after all to be explained as a certain 

looking-red. 
Again, things do not always look the same 

shape, colour, size and so on, but we commonly 

look at and describe them, saying, e.g., ‘It’s 

rectangular, black and about six foot in height,’ 

without paying attention to how they look 

indeed we might say that often things look to 

us, strike us, not as they look but as they are! 

(Conviction that only so is ‘looks’ used rightly 

was the cause of confusion to an overconfident 

ordinary-language philosopher on an occasion 

famous in Oxford: F. Cioffi brought in a glass 

vessel of water with a stick in it. ‘Do you mean 

to say,’ he asked, ‘that this stick does not look 

bent?’ ‘No,’ said the other bravely: ‘It looks 

like a straight stick in water.’ So Cioffi took it 

out and it was bent.) 

So much at least there is to be said on the 

side of the ‘ordinary-language’ philosopher. 

But, turning to the sense-impression philoso- 

phy, how much it points out and can investi- 

gate which often gets querulously dismissed by 

the other side! There is such a thing as simply 

describing impressions, simply describing the 

sensible appearances that present themselves to 

one situated thus and thus—or to myself. 

Second, the sense-impression philosophy will 

be right in its way of taking the Platonic dictum: 

‘He who sees must see something.’ Plato com- 

pared this to ‘He who thinks must think some- 

thing,’ and has sometimes been criticized on the 

ground that ‘seeing’ is a relation of a subject to 

an object in the modern sense of that last word, 

while thinking is different: that such-and-such 

is the case isn’t a thing. But ‘He who sees must 

see something’ is being wrongly taken if taken 

as meaning: ‘Whenever anyone can rightly 

be said to see, there must be something there, 

which is what he sees.’ Taken in that sense, it 

is not true; to say it is true is to legislate against 

all except the material use of ‘see.’ The sense 

in which it is true is that if someone is seeing, 

there is some content of his visual experience. 

If he says he can see (‘can see’ is English idiom 

for ‘is seeing’) we can ask him ‘What can you 

see?’ He may say ‘I don’t know.’ Perhaps that 

means that he doesn’t know what the material 
object of his seeing is; perhaps simply that he 
is at a loss to make out what what he (in any 
sense) sees looks like. But then we can say: 
well, at any rate, describe what colours, what 
variation of light and dark you see. He may say: 
‘It’s frightfully difficult, it all changes so fast, 
so many colours shifting all the time, I can’t 
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describe it, it doesn’t stay long enough’—and 

that’s a description. But he cannot say: ‘how 

do you mean, what I see? I only said I could 

see, I didn’t say I could see something—there’ s 

no need of a ‘what’ that I see.’ That would be 
unintelligible. 

This brings out the third point in favour of 
the sense-impression philosophy, which offers 

it some support even in its strict Berkeleyan 

form. The minimum description that must be 

possible if someone can see, will be of colours 

with their variations of light and darkness. One 

cannot say ‘Colour, light and dark? No question 

of any such things,’ in response to a present en- 

quiry about what one sees. 

That is to say, it is so with us. Perhaps we 

could imagine people whose language has no 

colour vocabulary, though they are sighted, i.e. 

they use eyes and need light to get about suc- 

cessfully, etc. A man of such a people, taught to 

read by sight, learns names of letters, could read 

out words which were black on white, but could 

not understand the words ‘black’ and ‘white.’ 

We'd say we do not know ‘how he tells’ the 

words, the shapes. But is that to say anything 

but that for us appeal to colours is used in an ac- 

count of how we tell shapes? Whereas perhaps 

for him there is in this sense no such thing as a 

‘how he tells’-—any more than there is for us 

with the colours themselves. We don’t ask for 

a ‘how we tell’ it’s red, as we ask for a ‘how 

we tell’ it’s the word ‘red’ and accept as part of 

the answer ‘by seeing these shapes, i.e. colour 

patches of these shapes.” We may wonder ‘How 

could there be such recognition of a thing like 

the pattern of a word—unmediated recogni- 

tion? How could it but be mediated by percep- 

tion of colour?’ (One of the origins of the notion 

of simple ideas, elements.) But although in this 

case we have an account of the perception of the 

pattern as mediated by the perception of colour, 

think of our recognition of human expressions. 

We fee! that this is the kind of thing to be me- 

diated, but fail in our attempts to describe the 

elements and their arrangements, seeing which 

we recognize a cheerful or ironical expression. 

But, one may say, optically speaking he must 

be being affected by light of the wavelengths 

belonging to the different colours. Yes—but 

does that show that, so to speak, the content of 

a colour concept is pushed into him, so that all 

he has to do is utter it in a name, whose use he 

will later make to fit with other people’s in its 

range of application? I believe this is thought. 

(cf. Quine about ‘square’ and each man’s reti- 

nal projection of a square tile.)’ Formulated, 

this loses its plausibility. For one thing, the 

optical process does not exhibit anything to 

the man in whom it takes place. For another, 

no concept is simply given; every one involves 

a complicated technique of application of the 

word for it, which could not just be presented 

by an experience-content. The fact that there is 

no ‘how we tell’ about colour-recognition does 

not mean that training in practices—most strik- 

ingly the practices comprising that technique of 

application—is not as necessary for the acquisi- 

tion of colour concepts as those of substances 

or square roots. 
Pursuant to this false conception of the primi- 

tively given, Berkeley—and Russell—thought 

that all else in description of the seen, all be- 

sides the arrangement of colour patches in the 

visual field, was inference and construction. 

This is not acceptable. There are impressions of 

distance and size, for example, independent of 

assumptions about what a thing is. One may be 

utterly perplexed what a thing is just because 

one is seeing it as at a different distance from 

the right one, and hence as the wrong size. Or 

vice versa. I once opened my eyes and saw the 

black striking surface of a matchbox which was 

standing on one end; the other sides of the box 

were not visible. This was a few inches from 

my eye and I gazed at it in astonishment won- 

dering what it could be. Asked to describe the 

impression as I remember it, I say: ‘Something 

black and rectangular, on end, some feet away, 

and some feet high.’ I took it for three or four 

feet distant, and it looked, if anything, like a 

thick post, but I knew there could be no such 

thing in my bedroom. Or I have taken a small 

black prayer book for a great family Bible sort 

of volume, judging that it lay on a footrest some 

feet away instead of a nearby ledge nearer eye- 

level. These were not judgements of distance 

based on identifications of things—the suppo- 

sition of what thing it might be was based on 

an impression of size which went with a false 

impression of distance. 

Departing, then, from Berkeley, we can note 

that descriptions of visual impressions can be 

very rich and various. There can be impres- 

sions of depth and distance and relative posi- 

tions and size; of kinds of things and kinds of 

stuff and texture and even temperature; of facial 

expression and emotion and mood and thought 

and character; of action and movement (in the 

stationary impression) and life and death. Even 

within the compass of the description ‘colours 

with their variations of light and shade’ there 

are diverse kinds of impression. 
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It remains to sort out the relations between 

the intentional and material objects of sensa- 

tion; as I have done most of the time, I will con- 

centrate on seeing. 

While there must be an intentional object 

of seeing, there need not always be a material 

object. That is to say ‘X saw A’ where ‘saw’ 

is used materially, implies some proposition ‘X 

saw ————’ where ‘saw’ is used intentionally; 

but the converse does not hold. This leads to 

the feeling that the intentional use is somehow 

prior to the material use. The feeling seems to 

run contrary to the recognition, the feeling, that 

for descriptions of objects of sight the mate- 

rial application is the prior one. Both feelings 

are—legitimately—satisfied by allowing that 

an intentional object is necessarily involved in 

seeing, while granting that this does not confer 

epistemological priority on purely intentional 

sentences, which indeed, in a host of the most 

ordinary cases of reported seeing, are never for- 

mulated or considered. 

John Austin, who opposed the view that there 

are two senses of ‘see’ according as the seeing 

has to be veridical or not, remarked casually 

that there were perhaps two senses of ‘object 

of sight.’ I think it was in this connection that 

he contrasted “Today I saw a man born in 

Jerusalem’ and “Today I saw a man shaved in 

Oxford’—both said in Oxford. At any rate, one 

says, you didn’t see him born today; perhaps 

you did see someone being shaved. So the one 

description, while true of what you saw, in a 

sense does not give what you saw. A descrip- 

tion which is true of a material object of the 

verb ‘to see,’ but which states something that 

absolutely or in the circumstances ‘you can’t 

have seen,’ necessarily gives only a material 

object of seeing. 

In speaking of the material object of aiming, 

I said that if a man aimed at that dark patch 

against the foliage, and that patch was his fa- 

ther’s hat with his father’s head in it, then his 

father was a material object of his aim; but if he 

aimed at some patch in a totally hallucinatory 

scene, and hit his father, you could not say that. 

Now if we try to apply this explanation to the 
case of seeing we run into difficulties which re- 

flect back on the case of aiming. But in the case 

considered the material object of aiming was 

arguably an intentional object of seeing. For 

what else—it might be asked—is a dark patch 

against the foliage? 

This may seem to plunge us into confusion. 

For surely what is only an intentional object 

of seeing can’t be a material object of aiming? 
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Then when does a description give a material 

object of sight? One kind of case we have seen: 

when a description is true of what is seen, but 

does not give an intentional object. ‘I see a man 

whose great uncle died in a lunatic asylum’— 

the relative clause gives an absolutely non- 

intentional description. ‘I see a girl who has a 

mole between her shoulder-blades’—in the cir- 

cumstances it gives a non-intentional descrip- 

tion. For she is facing me, etc. “You can’t have 

seen that,’ one says. 

But why? If I can’t see that, why can I see 

Professor Price’s tomato? It has a backside that 

I don’t see. Mr. Thompson Clarke draws our at- 

tention to the fact that a view of a tomato and 

a half-tomato may be exactly the same. That 

is so; but it is not like the fact that a view of 

someone with and without a mole between his 

shoulder blades may be exactly the same. If you 

look at a tomato and take only a single view, 

you must see what might be only a half tomato: 

that is what seeing a tomato is. Whereas there is 

a view of the mole; and no front view is a view 

of a mole between the shoulder blades. Such a 

mole does not stamp the front view as may ap- 

proaching death or a load of troubles, and so 

there is no impression of it—yjust as there is no 

‘born-in-Jerusalem’ look about a man. 

But a material object of seeing is not neces- 

sarily given by a description of what is before 

my eyes when they are open and I am seeing; if 

I am totally hallucinated, then in no sense do I 

see what is before my eyes. Thus it is essential 

to a material object of seeing that it is given by 

a description which is true of what is seen; and 

we have to enquire into the significance here of 

this phrase ‘What is seen.’ 

The problem is this: there is a material object 
of @-ing if there is a phrase giving an inten- 

tional object of @-ing which is also a descrip- 

tion of what exists in a suitable relation to the 

@-er. Now this can’t be a description of what 

exists merely by describing the intentional 

object of some other act (he aims at the dark 

patch that he sees); if simply describing an in- 

tentional object of @-ing will not—as of course 

it will not—guarantee that we have described a 

material object of @-ing, then how can it give a 

material object of some other verb, @-ing? 

All would be plain sailing if we could say: we 
have a material object of sight only if some in- 
tentional description is also true of what really— 
physically—exists. And perhaps we can say that 
the dark patch against the foliage is not merely 
an intentional object of seeing; there really is a 
dark object or a region of darkness there. 
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But this is not always the case when we 

see. Suppose I have defective sight: all I see is 

a shiny blur over there. That blur, we say, is 

my watch. We therefore say I see my watch, 

though very indistinctly; and I want to say that 

my watch is the material object of seeing. But I 

may not be able to see it as a watch; all I see is a 

shiny blur. But the description ‘a shiny blur’ is 

not true of anything that physically exists in the 

context. Supposing the father had a dark hat on, 

it would follow that, to mention the puzzle that 

perplexed Moore for so long, the dark patch 

against the foliage was part of the surface of a 

material object (modern sense); but certainly ‘a 

blur’ is no part of the surface of my watch. But 

it may be I have no other description of what I 

see than ‘a shiny blur over there.’ So is there 

any intentional description which is also a de- 

scription of a material object of sight? 

Yes; for even if my watch is not a blur, it 

is a shiny thing and it is over there. Suppose 

I had said: I see a roughly triangular red blur 

here, and some causal connection via the visual 

centres in the brain could have been discovered 

between that and the presence of my watch over 

there—would it have been right to say: “What I 

am seeing is my watch’? I believe not. 

An interesting case is that of muscae volitan- 

tes, as they are called. You go to the doctor and 

you say: ‘I wonder if there is something wrong 

with my eyes or my brain? I see’—or perhaps 

you say ‘I seem to see’—“floating specks before 

my eyes.’ The doctor says: “That’s not very se- 

rious. They’re there all right’ (or: “You see them 

all right’ )—‘they are just the floating debris in 

the fluids of the eye. You are a bit tired and so 

your brain doesn’t knock them out, that’s all.’ 

The things he says you see are not out there 

where you say you see them—+shat part of your 

intentional description is not true of anything 

relevant; but he does not say that what you are 

seeing is that debris only because the debris is 

the cause. There really are floating specks. If 

they caused you to see a little red devil or figure 

of eight, we should not say you saw them. It 

may be possible to think of cases where there 

is nothing in the intentional object that suggests 

a description of what is materially being seen. I 

doubt whether this could be so except in cases 

of very confused perception—how could a very 

definite intentional description be connected 

with a quite different material object of seeing? 

In such cases, if we are in doubt, we resort to 

moving the supposed material object to see 

if the blurred, not colour-true and misplaced 

image of it moves. 

When you said: ‘I see’—believing that the 

objects were quite illusory—you intended your 

description purely as an intentional one; you 

were giving the words ‘floating specks’ a sec- 

ondary application. It came as a surprise to you 

that you would have had the right to intend the 

words materially. In the well-known case of 

H. H. Price’s mescaline illusion, when without 

any derangement of his judgement he was able 

to describe what he saw—a great pile of leaves 

on his counterpane, which he knew not to be 

there—we again have a secondary application: 

the words ‘a pile of leaves’ were intended only 

as a description of an impression. 

It is important to notice that very often there is 

no answer to the question whether people intend 

the word ‘see’ in its material use or not: that is, 

whether they are so using the word ‘see’ that 

they would have to take it back supposing that 

what they said they saw was not there. If they 

were mis-seeing something that was there, they 

would usually want to correct themselves, find- 

ing out ‘what they really saw.’ But what if the 

seeing were hallucinatory? 

The question would be: supposing that turned 

out to be the case, would you claim that you 

mean ‘see’ in such a way that all you have to do 

is alter your intentions for the description of the 

object, from intending it in its primary applica- 

tion as a description of the material object of 

sight to intending it in a secondary application 

as a description of a mere impression? 

Faced with such a question, we have in gen- 

eral the right to reject it, saying like Tommy 

Traddles: but it isn’t so, you know, so we won’t 

suppose it if you don’t mind. And even if we 

have not this right, we generally entertain no 

such supposition and therefore are unprepared 

with an answer. We need not have determinately 

meant the word ‘see’ one way or the other. 

We may make a similar point about ‘phantom 

limb.’ I take the part of the body where pain is 

felt to be the object of a transitive verb-like ex- 

pression ‘to feel pain in ————.” Then when 

there is, e.g., no foot, but X, not knowing this, 

says he feels pain in his foot, he may say he was 

wrong (‘I did not see a lion there, for there was 

no lion’) or he may alter his understanding of 

the phrase ‘my foot’ so that it becomes a purely 
intentional object of the verb-like expression. 

But it need not be determined in advance, in the 

normal case of feeling pain, whether one so in- 

tends the expression ‘I feel pain in ————’ as 

to withdraw it, or merely alters one’s intentions 

for the description of the place of the pain, if 

one should learn that the place was missing. 
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NOTES 

1. Throughout this paper single quotes are used for or- 
dinary quotations (and so doubles for quotes within 

quotes) and singles I use as scare quotes. 
2. This was argued to me by Mr. G. Harman, for which 

I am obliged to him. 

3. Lam indebted for this objection and the discussion 
of it to Professors Bernard Williams and Arthur 
Prior and Mr. P. T. Geach. 

4. I am obliged to Professor Frank Ebersole for tell- 
ing me of an experience of his which supplied this 

example. 
Example from M. Luckiesh. 

Example from W. James. 
Word and Object (Cambridge, MA: 1960), p. 7. Senet 

The Limits of Self-Awareness 

Me Gore Marin 

The disjunctive theory of perception claims that 

we should understand statements about how 

things appear to a perceiver to be equivalent 

to statements of a disjunction that either one 

is perceiving such and such or one is suffer- 

ing an illusion (or hallucination); and that such 

statements are not to be viewed as introducing 

a report of a distinctive mental event or state 

common to these various disjoint situations. 

When Michael Hinton first introduced the 

idea, he suggested that the burden of proof or 

disproof lay with his opponent, that what was 

needed was to show that our talk of how things 

look or appear to one to be introduces more than 

what he later came to call perception-illusion 

disjunctions: 

I do not at present see how it can be, or could 

be, shown that there is such a thing as (Q) [a 

statement which reports the occurrence of a 
visual experience in contrast to expressing a 
perception-illusion disjunction]. Consequently I 

do not see how it can be shown that there is such 

a thing as my psi-ing for these and other state- 
ments to be about; and since one surely should 

not make statements without being able to show 
that they are about something, this means that 
as far as I can see no such statements should be 

made. Perhaps I just can’t see far enough, but I 

should like to be shown that this is so. (Hinton 

1967, p. 220) 

I suspect that many readers on encountering 

either Hinton’s presentation of disjunctivism or 

the accounts of it available from Snowdon or 

McDowell, would find surprising this demand 

that the burden of proof for the existence of a 

non-disjunctive sensory experience. Surely we 

know what a sensory experience is in just the 

sense that Hinton is denying. What we don’t 

know, the line of the thought may go, is quite 

what the disjunctivist is saying in its place. 

Doesn’t the burden of proof lie, then, with the 

disjunctive theory of appearances: first to clar- 

ify further what it has to say, and then to offer 

some appropriate defence of these outlandish 

claims? 

The aim of this paper is to offer some of that 

elaboration, but also in turn to explain the way 

in which Hinton was correct in his challenge. 

Properly understood, the disjunctive approach 

to perception is the appropriate starting point 

for any discussion of the nature of perceptual 

experience. The key to the approach is not in its 

appeal to paraphrasing claims about experience 

in disjunctive form, but is rather in an appeal to 

the idea of indiscriminability in explicating the 

claims we accept about experience. The core 

thought is that we grasp the idea of sense expe- 

rience as such, in contrast to sense perception, 

through recognising that there are things that 

we cannot know about ourselves just through 

reflection on the situation we find ourselves in. 

As [ aim to explain below, a suitable modesty 
about what one can know about one’s experi- 

ential state is the proper starting point for theo- 

rising about sense experience in general. Any 
theory which moves beyond such modesty and 

Excerpted from Philosophical Studies 120: 37-89, 2004. 



THE LIMITS OF SELF-AWARENESS 

makes substantive claims about the properties 

that sense experiences possess needs to justify 
this boldness. 

In what follows, there are two morals that I 

wish to draw. The first concerns the question 

of the conception of sense experience in gen- 

eral; the second concerns the claims that the 

disjunctivist is committed to concerning a spe- 

cial sub-class of hallucinations, those brought 

about through the same proximate causal condi- 

tions as veridical perceptions. It is in relation to 

the latter that the most striking (and many will 

find most implausible) claim that the disjunc- 

tivist makes, that there may be sensory states 

whose mental nature is characterisable in noth- 

ing but epistemological terms, in terms of their 

unknowable difference from cases of veridical 

perception. But the significance of this com- 

mitment can be understood only in the light of 

the former claim about experience in general. 

Before addressing those matters, I want briefly 

to raise two others: the prime motivation for 

endorsing disjunctivism, and the question of 

how we are to understand its formulations as 

provided by Hinton, Snowdon, and McDowell. 

1. The prime reason for endorsing disjunctiv- 

ism is to block the rejection of a view of percep- 

tion I'll label Naive Realism. The Naive Realist 

thinks that some at least of our sensory episodes 

are presentations of an experience-independent 

reality. When I sit here writing this, I am con- 

scious of the various elements that make up 

a North London street scene. The same ob- 

jects and aspects of these objects which I can 

attend to as part of the environment beyond me 

are also aspects of what I can attend to when 

I pursue the question, “What is it like for me 

now so be staring out of the window rather than 

writing my paper?’ Mind-independent reality 

can form the subject-matter of sensuous experi- 

ence. In affirming this the Naive Realist finds 

common ground with those views of percep- 

tion which attribute to it a representational or 

intentional content and seek to explain its phe- 

nomenal character in terms of that content— 

Intentional Theories of Perception. For it is 

common to support such theories by pointing 

out that our sense experience is transparent— 

that experientially we are presented with a 

mind-independent realm and not simply some 

array of mind-dependent qualities or entities 

whose existence depends on this awareness.' 

The Naive Realist, however, claims that our 

sense experience of the world is, at least in 

part, non-representational. Some of the objects 

of perception—the concrete individuals, their 
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properties, the events these partake in—are 

constituents of the experience. No experience 

like this, no experience of fundamentally the 

same kind, could have occurred had no appro- 

priate candidate for awareness existed. In this, 

sense perception contrasts with imagining and 

thought. For one can certainly imagine objects 

in their absence, so the mind’s direction on an 

object does not require that it actually exist 

when one imagines. The same is true, argu- 

ably, of thought—we think of objects which 

in fact do not exist as well thinking of the ex- 

istent. The Naive Realist insists that sensing 

is not like this, and in that respect the Naive 

Realist finds common ground with the Sense- 

Datum tradition, or what more broadly I will 

label Subjectivism. For Subjectivists have long 

insisted that what is distinctive of sensing as op- 

posed to thinking is that one really cannot sense 

in the absence of an object of sensing.’ 

Whatever its other merits, Naive Realism 

is inconsistent with two assumptions which 

are common to much of the philosophical 

discussion of perception. The first of these is 

Experiential Naturalism: our sense experi- 

ences, like other events or states within the nat- 

ural world, are subject to the causal order, and 

in this case are thereby subject just to broadly 

physical causes (i.e. including neurophysio- 

logical causes and conditions) and psychologi- 

cal causes (if these are disjoint from physical 

causes). One can manipulate the world so as to 

induce a hallucination in someone, for example, 

by suitable stimulation of their sensory cortices 

and possible manipulation of their psychologi- 

cal condition. One does not, in addition, have to 

invoke any further influence over other super- 

luminary entities, something neither physical 

nor mental, in order to bring about the experi- 

ence. The second assumption is The Common 

Kind Assumption: whatever kind of mental 

event occurs when one is veridically perceiving 

some scene, such as the street scene outside my 

window, that kind of event can occur whether 

or not one is perceiving. One may hold to this 

assumption for different reasons—it is tempt- 

ing to suppose that it is obvious just because 

by ‘sensory experience’ we mean to pick out 

that event for which there is something it is like 

for the subject when they perceive or halluci- 

nate, or whatever. And we are, of course, aware 

that from the subject’s point of view there may 

seem to be no difference at all between a case 

of hallucination and one of perception. So the 

event in question must be of the same phenom- 

enal kind as the kind of veridical perception it 
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matches. One may also eschew phenomenolog- 

ical evidence for the commitment in favour of 

an appeal to causal considerations—that reflec- 

tion on how we can bring about perceptions and 

hallucinations should lead us to suppose that the 

immediate effects of appropriate brain stimula- 

tion, the experiences caused, must be the same 

whether or not a perception or a hallucination 

is brought about. Either way, the assumption is 

that when we are thinking of the mental or sub- 

jective aspect of perception we pick out a kind 

of event or state which is common to cases of 

perception and hallucination. 
Naive Realism together with these two as- 

sumptions leads to contradiction. For first, 

assume that we have some event which is as the 

Naive Realist supposes a perception can be: it 
is an awareness of some lavender bush which 

exists independent of one’s current awareness 

of it. By the Common Kind Assumption, what- 

ever kind of experience that is, just such an ex- 

perience could have occurred were one merely 

hallucinating. By Experiential Naturalism, we 

know that there are sufficient appropriate physi- 

cal and psychological causes of it. If the halluci- 

natory experience were relational in the manner 

that the Naive Realist supposes the perception 

of the bush to be, then the causes sufficient to 
bring about the hallucination must also have 

been sufficient for some appropriate object to 

be present in the experience. By our assumption 

about the causes, this is done without assum- 

ing any extra causal correlations between the 

causes of the experience and any non-physical 

object of awareness. Hence the bringing about 

of the experience must have been sufficient for 

the existence of its object—that is, the experi- 

ence is of a kind sufficient for the existence of 

its object. If the experience alone is constitu- 

tively sufficient for this object of awareness 

in the case of hallucination, then the object in 

this case is not merely non-physical but depen- 

dent for its existence on the occurrence of this 
experience.*4 

Since the experience which occurs when one is 
hallucinating is of just the sort that occurs when 

one is veridically perceiving, the experience one 

has when one is veridically perceiving is by itself 

sufficient to constitute the existence of its object 

of awareness. According to the Naive Realist, 

the object of awareness is experience-indepen- 

dent, yet in this case we are to suppose that there 

is in addition an experience-dependent object 

sufficient to account for the nature of the experi- 

ence. So, contrary to the Naive Realist’s start- 

ing assumption, if the hallucinatory experience 
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is a relation to an object of awareness, it is to a 

mind-dependent one, and hence the perception 

is a relation to a mind-dependent object, not the 

mind-independent object that the Naive Realist 

hypothesises. 
What if one assumes instead that the halluci- 

natory experience is not the awareness of any- 

thing at all? From the subject’s perspective it 

may seem as if there is a table there before him 

or her, but in reality there is nothing for them 

to be standing in such a relation of awareness. 

We have to describe the situation as if there is 

such an object—we say that the subject ‘sees’ 

a bush, or it is ‘as if? there is an apparent bush. 

In doing so, though, we do not really indicate 

any acceptance of ontological commitment; 

rather we treat the experience rather as having 

an ‘intentional object.’> To make this move is to 

assume that the experience of the kind that the 

subject has when hallucinating does not need to 

have any objects of awareness as constituents 

of the experience—some experiences we treat 

as if they are the presentations of such objects, 

but they don’t need any such objects to exist in 

order for them to occur. This position may seem 

to have the ontological advantage of avoiding 

any commitment to mind-dependent entities, 

and for that reason has often been preferred. 

But despite this advantage, it offers no respite 

from the argument we are now considering. 

Since the experience in question, the hallucina- 

tion, is of just the same kind as the veridical 

perception, then the same holds of the veridical 

perception as of the hallucination, That is, the 

veridical perception does not have the objects 

of perception as constituents, despite the Naive 

Realist’s claims to the contrary. 

So, Experiential Naturalism imposes certain 
constraints on what can be true of hallucinatory 

experiences. Such experiences either can have 
only experience-dependent objects, or not be 

relations to objects at all. By the Common Kind 

Assumption, whatever is true of the kind of ex- 

perience that one has when one is hallucinating, 

the same must be true of the kind of experience 

one has when perceiving. So either one’s expe- 

rience when veridically perceiving is of some 

mind-dependent object, or the experience is not 

essentially a relation to any object at all. 

Hence, Naive Realism is inconsistent with 

these two assumptions. One way of reading the 
history of philosophy of perception is to see it in 
terms of a conflict between Naive Realism and 
the kind of commitments reflected in these two 
assumptions.® Sense-datum theories hold on to 
one aspect of Naive Realism, that experience is 
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a relation between the subject and some object 

of awareness, yet reject the thought that such 

objects can be the objects in the world around 

us. Intentional theories of perception are often 

moved by the thought that one should hold on 

to the other aspect of Naive Realism, that one 

is related to the world around us through per- 

ceptual consciousness, but thereby give up the 

element of Naive Realism, that such awareness 

is genuinely a relation to such objects. 

The motivation for disjunctivism, I suggest, 

is a desire to hold on to Naive Realism. For 

reasons expanded on elsewhere, I suggest that 

we should think of Naive Realism as the best 

articulation of how our experiences strike us 

as being to introspective reflection on them.’ 

It is common to complain against sense-datum 

theories that they deny that we have genuine 

awareness of objects in the world around us, to 

complain that they introduce a veil of percep- 

tion. The best sense one can make of this com- 

plaint is really that sense-datum theories are 

forced to say that the real nature of our sensory 

experience is not how it strikes us as being. But 

if Naive Realism is the correct description of 

how our sensory experience strikes us, then an 

intentional theory of perception is no less re- 

visionary than a sense-datum account. To hold 

on to our Naive view of experience, though, we 

need to reject one of the starting assumptions: 

either Experiential Naturalism or the Common 

Kind Assumption. 

Experiential Naturalism was implicitly re- 

jected by the early sense-datum theorists who 

were sceptical of the completeness or unity of 

the physical world and open to positing the ex- 

istence of many strange items.* Such a rejection 

may not be a priori incoherent but it comes at 

high cost. So too does a rejection of this argu- 

ment through embracing transcendental ideal- 

ism, as Merleau-Ponty suggests, and as Jerry 

Valberg more recently has recommended.’ If we 

do not think of our experience of the world as 

itself being a part of the world, then we need not 

conceive it as having causal antecedents within 

the world—we then need not think of how such 

events can otherwise be brought about. 

The disjunctivist response, however, remains 

committed to the broad empirical assumptions 

and methodological presuppositions which lead 

one to endorse Experiential Naturalism and 

hence the conclusions drawn from it about the 

nature of our experiences. It seeks to resist the 

rejection of Naive Realism, therefore, simply by 

denying the Common Kind Assumption. That 

is, we hold on to Naive Realism by insisting that 
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the fundamental kind of event that one’s sensory 

experience which is a veridical perception of the 

table in front of one is a kind of event which just 

could not occur were one hallucinating. Even if 

some matching hallucination would either have 

to be an awareness of some mind-dependent 

object or of no object at all, nothing follows 

from that alone about the status of one’s veridi- 

cal perception. 

2. What does the denial of the Common Kind 

Assumption amount to? The three disjunctiv- 

ists with which I started, Hinton together with 

Paul Snowdon and John McDowell, offer sig- 

nificantly different formulations of the view. 

Contrast Hinton in the first quotation, with 

Snowdon and then McDowell: 

Even if few things are certain, it is certain that 

there are what I shall call perception-illusion 

disjunctions: sentences or statements like 

“Macbeth perceives a dagger or is having that 

illusion,’ which you can compose by adding 

words like *. . . or x is having that illusion’ to 

a sentence which says that a particular person, 

xX, perceives a thing of some particular kind. 

(Hinton 1973, p. 37) 

It looks to S as if there is an F: (there is some- 

thing which looks to S to be F) or (it is to S as if 
there is something which looks to him (S) to be 

F). (Snowdon 1980-1981) 

. . an appearance that such-and-such is the 

case can be either a mere appearance or the 

fact made manifest to someone . . . the object 

of experience in the deceptive cases is a mere 

appearance. But we are not to accept that in the 

non-deceptive cases too the object of experience 

is a mere appearance, and hence something that 

falls short of the fact itself . . . appearances are 

no longer conceived as intervening between the 

experiencing subject and the world. (McDowell 

1982) 

In each case the disjunctive form is specified 

in significantly different ways. Hinton and 

Snowdon focus on locutions of object percep- 

tion, ‘S sees 0,’ which are commonly taken to 

be transparent in the object position. Hinton 

contrasts on either side of his disjunction the 

seeing of a flash of light with the having of an 

illusion of a flash of light. Snowdon, in contrast, 

treats both veridical perception and illusion as 

belonging on the privileged side of the disjunc- 

tion, since both involve perception of an object, 

and keeps only hallucination to the contrasted 

side. In contrast to both of these, McDowell is 

interested in locutions of factual perception: 
‘S sees/can see that p.’ Such locutions are 
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typically opaque in the complement clause, 

and the relation between talk of object percep- 

tion and fact perception is complex — not every 

object mentioned in a perceived fact need be an 

object of perception; even if some fact must be 

perceived concerning any object of perception, 

it is not clear that there is any specific fact which 

must have been perceived in perceiving an 

object. McDowell’s contrast case, then, is simply 

that of merely apprehending the appearance of p, 

rather than properly grasping the fact.” 
Perhaps, then, rather than speaking in terms 

of the disjunctive theory of appearances, we 

should recognise a cluster of approaches, all of 

which have in common just a negative thesis: 

the thesis that we should not think that percep- 

tual experience is to be analysed as a common 

factor of perception and either illusion or 

hallucination. 
However, if we characterise the approach 

just in this negative way, then we are also liable 

to be misled. For this seems to offer merely an 

incomplete sketch of an account which needs 

further supplementation. First, one needs some 

further gloss of the ‘privileged’ disjunct — the 

reference to perception or veridical percep- 

tion. That there is some idea at the back of 

these theories is often implicitly understood 

when one reads them—these accounts are sup- 

posed, somehow or other, to defend some form 

of direct realism. On the other hand, the nega- 

tive construal as yet does not tell us what to say 

about the ‘underprivileged’ disjunct, the one 

that fails the condition to be counted as percep- 

tion. Surely we need to know what more to say 

about these cases before we know what these 

approaches are telling us about perceptual ex- 

perience in general. Jonathan Dancy offers a 

clear expression of this line of thought when he 

suggests: 

The disjunctive account of perception really 
says that there are two quite different sorts of 
oasis-experience, which may none the less be 
indistinguishable to their owner. The first is the 
genuine article, and the second, though it is in- 

distinguishable, has nothing in common with the 

first other than the fact that they are both oasis- 
experiences. In the standard formulation of the 
account, misleadingly, this is explicitly the way 

in which the second disjunct is characterized: 
we characterize it solely by saying that it is like 
what it is not. Presumably, however, there may 
be available a more direct characterization of the 
second disjunct, and in a totally explicit version 

of the theory it would indeed be characterized in 
that better way. The current characterization is 
just the sort of place-holder, showing what has 
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to be said about the relation between the first and 

second disjunct. (Dancy 1995) 

Yet if we take Dancy’s concerns seriously 

and attempt to spell disjunctivism out in more 

detail, we encounter two further problems. 

According to Dancy, in the proper dress of the 

theory, we should surmise that the full account 

of perceptual experience offers a clause for the 

privileged case of perception and the underpriv- 

ileged case of illusion or hallucination. Where 

other theories can hope to offer a common ex- 

planation of the phenomena that we look to per- 

ception and sensory experience to provide, the 

supplemented disjunctivism will need to offer 

two distinct accounts. As such the approach 

necessarily lacks the consilience of conjunctive 

accounts of sensory experience. Struck by this 

obvious thought, it is no surprise that opponents 

are liable to think that justification needs to be 

provided for the disjunctivist position rather 

than vice versa—Hinton’s attitude is liable to 

seem mere complacence. 
Behind this lies a deeper worry. Is there 

really a coherent supplementation to the dis- 

junctive account? Suppose we do get a further 

specification of the kind of mental event that 

occurs in the non-privileged circumstances. If 

what marks these cases out in the first place is 

just that they involve the absence of perception, 

then one may worry that whatever fixes what 

they have in common with each other will apply 

equally to any case of perception. That is to say, 

the further specification of hallucination will be 

something which is present not only in all cases 

of illusion or hallucination but also in the case 

of perception. The disjunctivist will then be left 

in the unhappy position of conceding that there 

is acommon element to all of the cases, while 

still insisting that there is something distinctive 

of perception. Now if the common element is 

sufficient to explain all the relevant phenomena 

in the various cases of illusion and hallucina- 

tion, one may also worry that it must be suf- 

ficient in the case of perception as well. In that 

case, disjunctivism is threatened with viewing 

its favoured conception of perception as ex- 
planatorily redundant. 

In what follows I will address both of these 

concerns. Hinton is right to say that the disjunc- 
tivist conception of perceptual experience in 
general should in fact be our default conception. 
And Dancy is wrong to think that the disjunctiv- 
ist specification is incomplete, that we should 
supplement the account of experience with a non- 
relational gloss of what illusory or hallucinatory 
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experiences are. Nonetheless, the remaining 

worry about explanatory redundancy does pose 

a serious challenge to disjunctivism, as we shall 

see, and in the end addressing this challenge 

brings out the most distinctive and surprising 

aspect of disjunctivism: the limits to the self- 

awareness we can have of our own sensory states. 
Properly understood, disjunctivism offers 

us an epistemological perspective on how we 

should conceive the debate about sensory ex- 

perience. It helps bring out how weighty one’s 

epistemological assumptions about the mind 

must be, if one is to advance beyond this episte- 

mological stance. 

3. How then should we think about sense ex- 

perience? What gives us a grip on the notion? 

Contrast two different ways of thinking about 

the Cartesian story of lucid dreaming. Few of 

us have any problem grasping the idea of per- 

fect hallucinations. At present, I have good 

reason to suppose that I am seeing a London 

street pretty much as it is. So I have a veridi- 

cal perception of the unkempt lavender bush at 

the end of my road that marks the advance of 

late summer. Nonetheless, as far as I can tell, 

it seems a genuine possibility that I could have 

been in a situation which was not one of actu- 

ally perceiving my environment for how it was 

but which I would not have been able to tell 

apart from this, my actual situation, just through 

introspection and reflection on my experience. 

Such a case would surely be a perfect hallucina- 

tion of the kind of scene that I am perceiving, as 

things stand, for what it is. 

On the first conception of experience, one 

that someone who endorses the Common Kind 

Assumption might endorse, this starting point is 

further elaborated so. A perceptual experience 

is a kind of event which has certain distinctive 

features E, . . . E,. Not only is the possession 

of these features necessary and sufficient for an 

event to be an experience, but, in addition, an 

event’s possession of them is introspectible by 

the subject of the experience. When I come to 

recognise the possibility of perfect hallucina- 

tion just like my current perception, what I do is 

both recognise the presence of these character- 

istics, E, .. . E,, in virtue of which this event is 
such an experience, and also recognise that an 

event’s possessing these characteristics is inde- 

pendent of whether the event is a perception or 

not. So in accepting the Cartesian possibility I 

display a grasp of a positive piece of knowledge 

about the nature of certain mental events. 

Note that to accept this much still leaves 

open what characteristics E, .. . E, are. For all 
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that has been said we should construe these as 

an experience’s being the presentation of such 

and such mind-dependent qualities, as a sense- 

datum theory supposes. Or we might instead 

take them to be representational properties, as 

an intentional theory would press. For our pres- 

ent purposes here, we can remain neutral about 

this matter. All that matters for our current pur- 

poses is that such views will attribute to subjects 

who grasp the concept of perfect hallucination 

both the power to identify the marks of experi- 

ence in having an experience and a recognition 

of their modal independence of the conditions 

of perceiving. To this extent, then, such theo- 

ries are immodest in their attribution of episte- 

mological powers that subjects have when they 

give an explanation of how we come to have 

a conception of sensory experience which can 

be employed from the first-person perspective. 

This is not the only way to elaborate the 

initial sketch. Instead one may insist that the 

original instructions to conceive of perfectly 

matching hallucinations are all that is needed 

to give one a conception of perceptual expe- 

rience. This second way of thinking about 

the idea of sense experience, we might call a 

modest or minimal conception. We need not 

look for some further characteristics in virtue 

of which an event counts as an experience of 

a street scene, but rather take something to be 

such an experience simply in virtue of its being 

indiscriminable from a perception of a street 

scene. Nothing more is needed for something to 

be an experience, according to this conception, 

than that it satisfy this epistemological condi- 

tion. Rather than appealing to a substantive 

condition which an event must meet to be an 

experience, and in addition ascribing to us cog- 

nitive powers to recognise the presence of this 

substantive condition, it instead emphasises the 

limits of our powers of discrimination and the 

limits of self-awareness: some event is an expe- 

rience of a street scene just in case it couldn’t be 

told apart through introspection from a veridi- 

cal perception of the street as the street. 

Does this second conception really capture 

what we need? Well a proponent of the im- 

modest view cannot fault a modest account 

for failing to capture in its conception of what 

a sense experience is all those situations that 

the immodest account deems to be perceptual 

experiences of a street scene. After all, by im- 

modest lights the kind of experience one has 

when seeing such a street scene is of just the 

same kind as any non-perceptual event which 

is not a perception but still an experience as of 
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a street scene, namely an event with the proper- 
ties E, .. . E,. Since nothing can be discrimi- 

nated from itself, the immodest approach will 

hold that the modest one should agree that these 

events are indiscriminable from a veridical per- 

ception of a street scene and hence are percep- 

tual experiences as of a street scene. (Of course, 

by modest lights this consequence might not 

follow, but that would only be because the par- 

ticular version of the immodest account is inad- 

equate and the properties E, . . . E, it specifies 

are not after all sufficient for an event’s being a 

perceptual experience as of a street scene even 
in the case of veridical perception.) So immod- 

est views may complain that modest ones fail 

to capture what defines an event’s being an ex- 

perience but not that their conception of experi- 

ence is too narrow. 

On the other hand, it is difficult for an immod- 

est account to avoid complaining that modest 

ones are far too catholic in their conception of 

what can be an experience as of a street scene. 

Given all we have said so far, nothing rules out 

as possible a situation in which E, .. . E, are 

absent but in which a subject would be unable 

to discriminate through reflection this situation 

from one in which a street scene was really 

being seen. For the immodest view in question, 

this could not be a case of visual experience as 

of a street scene, while by modest lights that 

would be exactly what it is. 

Now surely this result would be unfortu- 

nate for any immodest view, given our initial 

assumptions. For we supposed that reflection 

on experience offers support to a Naive re- 

alist construal of sensory experience. When 

one reflects on one’s experience it seems to 

one as if one is thereby presented with some 

experience-independent elements of the scene 

before one as constituents of one’s experience 

and not merely as represented to one as in 

imagination. Even if the experience does also 

possess the characteristics FE, ... E., it need not 

manifest to the perceiver that these are present 

as opposed to Naive realist aspects of experi- 

ence. And it is at least not manifest that the ex- 

perience is the kind of experience it is in virtue 

of the presence of these properties as opposed 

to being Naive realist—for were it, then clearly 

it would not even seem to us as if Naive realism 

is true. When we turn to a case of perfect hal- 

lucination, we know that the Naive phenomenal 

properties which seem to be present in the case 

of veridical perception certainly cannot be pres- 

ent in the case of hallucination. Of course they 

may still seem to be present, and in as much as 
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the hallucination is indistinguishable from the 

perception they will seem to be so. So, if the 

presence of E, .. . E, as opposed to the presence 

of Naive phenomenal properties is not manifest 

to us in the case of veridical perception, and 

anyway is certainly not presented as definitive 

of that’s being the experience it is, then it seems 

plausible that what links the case of hallucina- 

tion to the veridical perception is the seeming 

presence of Naive phenomenal properties and 

notiA eke In that case, common sense has 

no reason to discriminate against a case of per- 

fect hallucination which lacks E, . . . E, but yet 

which seems to possess the properties relevant 

to its being an experience as of a street scene in 

the first place, the seeming presence of Naive 

phenomenal properties. 
If a modest account is too catholic in its 

conception of experience, immodest views 

will seem from a common-sense perspective 

to be too restrictive. Even if the presence of 

E, ... E, is sufficient to determine that one 
is having an experience as of a street scene, 

nothing has shown why it has to be necessary. 

Rather, if it really is possible to produce an ex- 

perience lacking those features but otherwise 

being indiscriminable from a perception of 

a street scene, the account will offer just one 

way in which such an experience can occur. A 

proponent of an immodest view can only hope 

to offer necessary as well as sufficient condi- 

tions for having an experience—and hence to 

explain the having of experience in terms of its 

favoured conditions—if it can ensure that the 
modest approach and its favoured form of im- 

modesty coincide in the extension they give the 

concept of experience. 

In turn, this coincidence of extension can be 

guaranteed only if the proponent of the immod- 

est account embraces a substantive epistemic 

principle. That will be achieved only if the situ- 

ation sketched above turns out to be impossible: 

that there cannot be any situation which is in- 

distinguishable for its subject from actually per- 

ceiving a street scene and yet which lacks the 

relevant properties. In turn, one must assume 

that a subject couldn’t but be in a position to 

discriminate a situation which lacked E, . . . vi 
from one which possessed them. Here I just 

assume that for one situation to be indiscrim- 

inable from another requires only that it not 
be possible to know that it is distinct in kind.!! 
Therefore to deny it is possible that a situation 
which is distinct in kind from an event possess- 
ing E, ... E, is not possibly knowable as distinct 
in kind, is to claim that for any situation distinct 
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in kind from an event possessing fe ewreEeit 1s 

possible to know that it is distinct. 

Adopting this position is to attribute a privi- 

leged epistemic position to the subject of ex- 

perience. For, according to it, a responsible 

subject who wishes to determine how things 

are with him or herself through reflection must 

not only correctly identify phenomenal proper- 

ties of a specific sort when they are present, but 

also they cannot be misled into judging them 

present when they are not. It is not merely that 

the properties which determine an event as an 

experience are held to be self-evident on this 
view—that the presence of such properties in- 

dicates to the subject that they are present when 

they are present. It must also be the case that the 

absence of such properties when they are absent 

is equally detectible by the subject, so that there 

is always some way that a subject could tell that 

he or she was not so experiencing when not 

doing so. It is to attribute to responsible sub- 

jects’ potential infallibility about the course of 

their experiences. 

Of course, some philosophers have assumed 

that these epistemic properties are definitional 
of the mental, and so see nothing substantive 

in the additional assumption. But the doctrine 

of infallibilism about the mental is particularly 

problematic in relation to sensory states once 

we are forced to admit that appearances system- 

atically appear to us other than they are. For if 

we can be misled with respect to some prop- 

erties of sensory experiences, there is a ques- 

tion as to what can motivate the claim that we 

are infallible in other judgements about them. 

As I indicated above, part of the motivation 

for disjunctivism is precisely the thought that 

introspection of our sense experience supports 

Naive Realism, and hence forces us to see both 

sense-datum and intentional theories as forms 

of error theory. 

The assessment of this epistemological com- 

mitment I’ll leave for elsewhere. For this dis- 

cussion, the only point to note is that given the 
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need to rely on this assumption, an immodest 

approach to perceptual experience carries more 

theoretical burdens than does a modest ap- 

proach. The burden of proof is not on the dis- 

junctivist to show that we should adopt a less 

than conjunctive theory of appearances, the 

burden is really on any common kind theorist, 

to show that the theory they propose is not really 

too restrictive; or that the added epistemologi- 

cal burdens which come with demonstrating 

that are ones that we should accept. 

This points to where Dancy was misled. In 

fixing on the concept of perceptual experience 

in general we seem to have no more resources 
than that we need to pick out something indis- 

criminable from veridical perception. So the 

most inclusive conception we can have here 

is an implicitly relational one. Any of the non- 

relational specifications that Naive realist, or 

sense-datum, or intentional theories or some 

other approach can give us would seem just 

to offer at best a sufficient condition for meet- 

ing the relational specification. That would 

offer simply an account of one particular vari- 

ant of experience, rather than an account of 

what experience must be. What most Common 

Kind theories (i.e. theories which endorse the 

Common Kind Assumption) ignore is that in 

giving an account of experience they normally 

succeed, if at all, only in giving sufficient con- 
ditions for one’s experience to be a certain way, 

and fail to show that the conditions they offer 

are necessary. Without the latter being fulfilled, 

no such theory can claim to give a fully general 

account of experience. 

Hence we can see that as long as our focus is 

on the concept of sensory experience in general, 

intended to cover all possible cases of what we 

would count as a sensory experience of a lav- 

ender bush, then our default position should be 

that of the disjunctivist. What we mean by this 

is no more than this is a situation which is indis- 

criminable through reflection from a veridical 

perception of a lavender bush.'” 
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NOTES 

1. Recent defenders of intentionalism include Harman 
1990; Peacocke 1983, 1992; Searle 1983, and Tye 

1995. In the analytic tradition its popularity can 
be traced back to Firth’s discussion of the percept 
theory in the mid-century (Firth 1965), on the one 
hand, and Anscombe’s critique of both sense-datum 
theorists and their ordinary language opponents 
(Anscombe 1962), on the other. With some caveats, 

one can also see it as dominant within the phenom- 
enological tradition. 

2. To this purpose, the term ‘sense-datum’ was in- 
troduced first by Moore in Moore 1905 and made 

public in Russell 1912. Though out of favour in 
recent years, one can find defences of sense-data in 

Jackson 1977, O’Shaughnessy 1980, Foster 1986, 
and Robinson 1994. Subjectivism as here conceived 

captures a broader range of theories than just this, 

though, and includes for example the appeal to sen- 
sational properties in Peacocke 1983. 

3. William Alston has recently defended a theory of 
appearing while claiming of hallucinations that 
we can consider them to be awarenesses of mental 
images, see Alston 1999, pp. 191-92. He suggests 
that nothing positively shows that mental images 
are dependent on our awareness of them, and if one 
could maintain this conclusion, the argument of the 
text would be blocked. However he does not discuss 
what model of the causation of hallucination we 
would then need to adopt: can the local conditions 
for producing mental images be sensitive to the ab- 
sence of an external object of perception? If not, 
which is the overwhelming plausible conclusion to 
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draw, then if the veridical perception is the same 
kind of mental state, we will get the conclusion 
drawn in the text. 

4. Harold Langsam, who endorses disjunctivism, seeks 
to block the argument from hallucination by suggest- 

ing that there are possible accounts of hallucination 
on which a hallucination is, for example, a relation to 
the region of physical space where an object appears 
to be (Langsam 1997, p. 47). However, Langsam’s 

agnostic stance about the nature of hallucinations is 

misleading about the force of the argument against 

the Naive Realist. Of course there may be some 

hallucinations which are examples of awareness of 
the mere air around us. But the pressing question is 
whether there are any which take the form indicated 

in the text and which are of the same kind as veridi- 
cal perceptions. Langsam does nothing to show that 
such experiences are impossible, nor does he discuss 
the consequences of the possibility of their existence. 

5. Such talk of intentional objects can be traced at least 

to Anscombe 1962, who claims Medieval authority 

for it, and this way of expressing the view is echoed 
in Harman 1990. Nonetheless, critics tend to read 
the talk as involving a commitment to a special kind 
of entity, which unsurprisingly leads to a dismissal 

of mystery mongering. No such ontological profli- 
gacy need be, or was intended by those who chose 
to talk in this way. 
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6. As I propose at greater length in Martin 2001. 
See in particular Martin 2002. 

8. This is true of Moore and Russell, who insisted that 
the objects of sensing must be independent of our 
awareness of them (see Moore 1922, Russell 1912, 

Broad 1925, Price 1932). For an early criticism of 

precisely this aspect of the sense-datum tradition 
(Prichard 1950). 

9. Merleau-Ponty 1942; Valberg 1992. 

10. However, Hannah Ginsborg reminded me_ that 
Hinton does discuss fact perception in the later 
monograph, Experiences, see pp. 101-124; so the 

contrast is perhaps not as stark as I present it here. 
11. Here I follow the approach to indiscriminabil- 

ity found in Williamson 1990; see below for 

further discussion of the relevant properties of 
indiscriminability. 

12. This paper originated as a twenty-minute talk at 
CREA in Paris and a written draft was produced 
during a visit at the RSSS of the ANU; versions of the 

paper have been read to audiences in Paris, Canberra, 
Dubrovnik, Edinburgh, London, Leeds, Helsinki, and 

Oberlin. I am grateful in particular for comments on 
this material to Tim Crane, Alan Hajek, Jen Hornsby, 

Véronique Munoz-Dardé, Panu Raatikainen, Susanna 

Siegel, Paul Snowdon, Maja Spener, Charles Travis, 
and above all to Scott Sturgeon for provoking much 

of the second half of the paper. 
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Is the Visual World a Grand Illusion? 

Alva Noé 

Traditional scepticism about perceptual experi- 

ence questions whether we can know that things 

are as we experience them as being. This paper 

targets a new form of scepticism about expe- 

rience that takes its start from recent work in 

perceptual psychology and philosophy of mind. 

The new scepticism questions whether we even 

have the perceptual experience we think we 

have. According to the new scepticism, we have 

radically false beliefs about what our perceptual 
experience is like. Perceptual consciousness is a 

kind of false consciousness; a sort of confabula- 

tion. The visual world is a grand illusion. 

The new scepticism raises important questions 

for philosophy, psychology, and consciousness 

studies. What is the character of our perceptual 

experience? And who does the sceptic mean by 

‘we’ anyway? Ordinary perceivers? Ordinary 

perceivers in unusual reflective contexts? Or 

psychologists and philosophers? These are sur- 

prisingly difficult questions. I argue, in what fol- 

lows, that the new scepticism, and perhaps also 

the new perceptual psychology it has spawned, 

rests on a misguided and overly simplistic ac- 

count of perceptual phenomenology. 

According to a conception of visual experience 

that has been widely held by perceptual theo- 

rists, you open your eyes and—presto/—you 

enjoy a richly detailed picture-like experience 

of the world, one that represents the world in 

From Journal of Consciousness Studies 9, no. 5—6 (2002): pp. 1-12. 
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sharp focus, uniform detail and high resolution 

from the centre out to the periphery. Let us call 

this the snapshot conception of experience. 

Empirical investigation of the nature of 

vision takes its start from the snapshot concep- 

tion. The puzzle visual theory faces is that of 

understanding how it is we come to enjoy such 

richly detailed snapshot-like visual experiences 

when our actual direct contact with the world in 

the form of information on the retina is so lim- 

ited. The limitations are familiar: there are two 

retinal images, not one, and they are distorted, 

tiny, and upside-down (Gregory 1966-97, 

p. 1). In addition, the resolving power of the eye 
is limited and nonuniform; outside the high- 

resolution foveal region, the retina is nearly 

colour-blind and its powers of discrimination 

are severely limited. On top of this, the eye is 

in nearly constant motion, saccading from point 

to point in the visual field three or four times 

a second. As a result of saccadic suppression, 

the data made available to the retina takes the 

form of a succession of alternating snapshots 

and grey-outs. 

How, on the basis of this fragmented and dis- 

continuous information, are we able to enjoy 

the impression of seamless consciousness of an 

environment that is detailed, continuous, com- 

plex and high-resolution? This is the problem 

faced by visual theory. 

The orthodox strategy is to suppose that the 

brain integrates information available in suc- 

cessive fixations into a stable, detailed model or 
representation. This stable representation then 

serves as the substrate of the actual experience. 

According to this orthodox approach, vision 

just is the process whereby the patchy and frag- 

mentary bits of information on the retina are 

transformed into the detailed stable representa- 

tions underlying actual perceptual experience. 

This is what David Marr had in mind, I think, 

when he wrote that ‘Vision is the process of 

discovering from images what is present in the 

world, and where it is’ (Marr 1982, p. 3). 

Recent work in perceptual psychology chal- 

lenges this traditional framing of the problem for 

visual theory by questioning whether we really 

enjoy the sort of richly detailed, snapshot-like 

visual experiences we think we do. If we do not 

enjoy such experiences, then we are not faced 

with the problem of how the brain gives rise to 

them. Indeed, from the standpoint of what I am 
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calling the new scepticism, the central problem 

of visual theory is not: how do we see so much 

on the basis of so little? It is, rather, why does 

it seem to us as if we see so much when in fact 

we see so little? 
The point is beautifully epitomized by 

Dennett, who is the éminence grise, and stron- 

gest proponent, of the new scepticism. Edelman 

had written ‘One of the most striking things 
about consciousness is its continuity’ (1989, 

p. 119). Dennett writes in response: 

This is utterly wrong. One of the most strik- 
ing features about consciousness is _ its 
discontinuity—as revealed in the blind spot, 
and saccadic gaps, to take the simplest ex- 
amples. The discontinuity of consciousness is 
striking because of the apparent continuity of 
consciousness (1991, p. 356). 

This remark is wonderful because it makes very 

clear that the worry is about the nature of expe- 

rience or consciousness itself. We are misled as 

to the true nature of consciousness, Dennett is 

saying. Consciousness is really discontinuous. 

It appears to us to be continuous. A paradoxi- 

cal way to put the point would be: it turns out 

that we are mistaken in our assessment of how 

things seem to us be. 

How does the argument for the new scepticism 

about experience go? What is the argument that 

experiences are not what they seem to be? The 

locus classicus is Dennett’s discussion of filling 

in at the blind spot (Dennett 1991, pp. 344—56).! 
There is a blind spot in each eye in the 

sense that there is a place on each retina where 

there are no photoreceptors. We don’t usually 

notice the blind spot. What falls on the blind 

spot of one eye doesn’t fall on the blind spot 

of the other, and the eyes are in nearly constant 

motion anyway, so what falls on the blind spot 

now doesn’t fall on the blind spot a moment 

later. But you don’t experience a hole in your 

visual field even when you stare with one eye at 

a white wall (say). It takes special care to dem- 

onstrate the existence of the blind spot. Shut 

your right eye and fixate the star below. If you 

move the page to the right distance from your 

face (about 8-12 inches), you will be unable to 
see the black disc on the left. The black disc 
disappears because it falls in your blind spot. 
Demonstrations like this are frequently cited 
as evidence that the brain fills in the gap in our 
internal representation of the visual field (e.g., 
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Palmer 1999, p. 617). How else can you explain 

the phenomenon? Dennett noticed that the fact 

that we do not experience a gap in the visual 

field corresponding to the blind spot does not 

entail that the brain fills in the gap. This dis- 

counts other possibilities, such as that the brain 

simply ignores the blind spot. If the brain ig- 

® * 

nores the absence of information from the part 

of the field corresponding to the blind spot, then 

it doesn’t represent that information as absent. 

But then there is nothing to be filled in. Even if 

the brain does represent the absence of informa- 

tion, it isn’t obvious that it must fill the miss- 

ing information in. After all, if the brain knows 

what it needs to fill in, then for whose benefit 

is the operation of filling in performed? The 

brain’s job is finding out, Dennett asserts, not 

filling in. In the absence of direct evidence of 

the process of filling in itself, and not merely of 

the putative effects of filling in—namely, a gap- 

free experience—we aren’t entitled to suppose 

that filling in occurs. 

What does this have to do with the new scepti- 

cism? Dennett seems to have believed that there 

is no such good evidence of processes of filling 

in.? Let’s grant him this assumption. The inter- 

esting bit is what he takes to follow from this. 

If there is no filling in at the blind spot, then, he 

reasons, there must be a gap in our experience of 

the visual world; a gap which, however, we fail 

to notice. This, presumably, is an example of the 

discontinuity of experience despite its apparent 

continuity. We take our experience to be gap-free 

when it is not. We are the victims of an illusion of 

visual consciousness. 

IV. 

But does this sceptical reasoning go through? It 

is certainly right that you don’t notice a gap in 

the visual field corresponding to the blind spot 

even under monocular viewing conditions. In 

general, if you shut your eye and stare at the 

wall, you have a visual experience as of a gap- 

free expanse of the wall. That is, it looks to you 

as if there is an unbroken expanse of wall. But 

this is not to say that it seems to you as if, as 

it were in a single fixation, you experience the 

whole of the wall’s surface. If you reflect on 

what it is like for you to look at the wall, you will 

notice that it seems to you as if the whole wall is 

there at once, but not as if every part of the wall’s 
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surface is represented in your consciousness at 

once. Rather, you experience the wall as present 

and you experience yourself as having access to 

the wall by looking here, or there, attending here, 

or there. It is no part of ordinary phenomenology 

that we experience the whole wall, every bit of it, 

in consciousness all at once. 

The sceptical argument seems to turn on at- 

tributing to us, as lay perceivers, something 

like the snapshot conception of experience. 

According to this conception, visual experi- 

ences are like snapshots that represent the 

scene in high-resolution focus and sharp detail. 

Dennett then points out, convincingly, that 

our experience is not like a snapshot—there’s 

a blind spot, bad parafoveal vision, etc.—and 

he concludes that we are victims of an illusion 

about the character of our own consciousness. 

But the mistake in question—the snapshot 

conception of experience—is not one to which 

perceivers themselves are committed. Perhaps 

it is an idea about perception that psychologists 

or philosophers find natural. Perhaps it is way 

of describing experience that many ordinary 

perceivers would be inclined to assent to if they 

were asked appropriately leading questions. But 

this is compatible with its being the case that we 

do not really take our experience to be this way. 

V. 

A second important source for the new scepti- 

cism is recent work on change blindness and in- 

attentional blindness in the psychology of scene 

perception.* 
To set the stage, consider the following fa- 

miliar sort of gag. I say to you as you tuck into 

your lunch: ‘Hey? Isn’t that Mick Jagger over 

there?’ You turn around to look. When you do, 

I snatch one of your French fries. When you 

turn back, you’re none the wiser. You don’t 

remember the exact number or layout of fries 

on your plate and you weren’t paying attention 

when the fry was snatched. Your attention was 

directed elsewhere. 

It turns out—this is the central finding of work 

on change blindness conducted by O’Regan, 

Rensink, Simons, Levin, and others°—that this 

sort of failure to notice change is a pervasive fea- 

ture of our visual lives. Usually, when changes 

occur before us, we notice them because our at- 

tention is grabbed by the flickers of movement 

associated with the change. But if we are pre- 

vented from noticing the flicker of movement 

when the change occurs, say because at the same 
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time flickers occur elsewhere, we may fail to 

notice the change (O’Regan et al., 1996, 1999). 

What is striking—and this will become impor- 

tant later on—is the fact that we will frequently 

fail to notice changes even when the changes are 

fully open to view. Even when we are looking 

right at the change when it occurs, something we 

can test with eye trackers, we may fail to see the 

change (O’ Regan et al., 2000). 
The fact of change blindness is widely thought 

to have several important consequences. First, 

perception is, in an important sense, attention- 

dependent. You only see that to which you 

attend. If something occurs outside the scope 

of attention, even if it’s perfectly visible, you 

won’t see it. In one study, perceivers are asked 

to watch a video tape of a basketball game and 

they are asked to count the number of times one 

team takes possession of the ball (Neisser 1976, 

Simons and Chabris 1999). During the film 

clip, which lasts a few minutes, a person in a 

gorilla suit strolls onto the centre of the court, 

turns and faces the audience and does a little 

jig. The gorilla then slowly walks off the court. 

The remarkable fact is that perceivers (includ- 

ing this author) do not notice the gorilla. This is 

an example of inattentional blindness.° Second, 

perception is gist-dependent. Some changes, for 

example, in the features that affect the gist of 

the scene, are more likely to be noticed (Simons 

and Levin 1997). Third, it seems that the brain 

does not build up detailed internal models of the 

scene; that is, it doesn’t perform the integration 

of information across successive fixations, con- 

trary to the assumption of traditional orthodoxy 

(Blackmore et al. 1995, Rensink et al. 1997, 

O’Regan et al. 1999, Rensink et al. 2000, Noé 

et al. 2000). Or if it does, we have little easy 

access to this detail. If we did, then presumably 

we’d keep track of change better than we do. 

Vi. 

Many of the investigators on change blindness 

believe that this work supports the grand illu- 

sion hypothesis. For example, Susan Blackmore 

and her colleagues 1995, p. 1075, write: 

we believe that we see a complete, dynamic pic- 
ture of a stable, uniformly detailed, and colour- 

ful world, but [o]ur stable visual world may be 

constructed out of a brief retinal image and a 
very sketchy, higher-level representation along 
with a pop-out mechanism to redirect atten- 
tion. The richness of our visual world is, to this 
extent, an illusion. 
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In a similar vein, O’Regan 1992, p. 484, writes: 

despite the poor quality of the visual apparatus, 
we have the subjective impression of great rich- 
ness and ‘presence’ of the visual world. But this 
richness and presence are actually an illusion. . .’ 

The problem with this reasoning is the same 

as we saw above in connection with Dennett’s 

discussion of the blind spot. It just is not the 

case that we, normal perceivers, believe we see 

a complete, dynamic picture of a stable, uni- 

formly detailed and colourful world. Of course 

it does seem to us as if we have perceptual 

access to a world that is richly detailed, com- 

plete and gap-free. And we do! We take our- 

selves to be confronted with and embedded in 

a high-resolution environment. We take our- 

selves to have access to that detail, not all at 

once, but thanks to movements of our eyes and 

head and shifts of attention.’ 
Consider a question posed by Rensink et al. 

2000, p. 28: ‘Why do we feel that somewhere in 

our brain is a complete, coherent representation 

of the entire scene?’ But this question rests on a 

false presupposition. It does not seem to us as if 

somewhere in our brain there is a complete, co- 

herent representation of the scene. Perceptual ex- 

perience is directed to the world, not to the brain. 

VII. 

If I am right that perceivers are not committed 

to the idea that they have detailed pictures in 

the head when they see (the snapshot concep- 

tion), then how can we explain the fact that per- 

ceivers are surprised by the results of change 

blindness? Does not the surprise itself register 

our commitment to the problematic, snapshot 

conception of experience? This objection has 

been raised by Dennett 2001 (see also Dennett): 

why do normal perceivers express such sur- 
prise when their attention is drawn to [the rel- 
evant facts about their perceptual limitations]. 
Surprise is a wonderful dependent variable, and 
should be used more often in experiments; it 
is easy to measure and is a telling betrayal of 
the subject’s having expected something else. 
These expectations are, indeed, an overshoot- 
ing of the proper expectations of a normally 
embedded perceiver—agent; people shouldn’t 
have these expectations, but they do. People 
are shocked, incredulous, dismayed; they often 
laugh and shriek when I demonstrate the effects 
to them for the first time. These behavioral re- 
sponses are themselves data in good standing, 
and in need of an explanation. 
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This is an important objection, but one that is 

easy to answer. The astonishment people expe- 

rience when confronted with the facts of change 

blindness and inattentional blindness does 

indeed demonstrate that their beliefs are upset 

by these demonstrations. But one need not at- 

tribute to them (to us) a commitment to the 

snapshot conception. The surprise is explained 

simply by supposing that we tend to think we 

are better at noticing changes than in fact we 

are, or that we are much less vulnerable to the 

effects of distracted attention than we in fact 

are. This is a plausible explanation of the sur- 

prise we feel when confronted with the results, 

and one that does not foist on us the ideology of 

the snapshot conception. 

Surprise requires explanation, but so does 

the lack of surprise. Notice that we are not sur- 

prised or in any way taken aback by our need 

to move eyes and head to get better glimpses 

of what is around us. We peer, squint, lean for- 

ward, adjust lighting, put on glasses, and we 

do so automatically. The fact that we are not 

surprised by our lack of immediate possession 

of detailed information about the environment 

shows that we don’t take ourselves to have all 

that information in consciousness all at once. If 
we were committed to the snapshot conception, 

wouldn’t we be surprised by the need continu- 

ously to redirect our attention to the environ- 

ment to inform ourselves about what is there? 

Finally, it is worth noting that artists, magi- 

cians, stage designers and cinematographers— 

people who live by the maxim that the hand is 

quicker than the eye—would not be surprised 

by the change blindness results. Why should 

they be? Our perceptual access to the world is 

robust, but fallible and vulnerable. How could 

one really think otherwise?? 

VIII. 

Let us summarize what we have found so far. 

First, the new scepticism is right about some 

things. For example, it is right that experience 

does not conform to the snapshot conception. 

And so it is right that visual science should 

not concern itself with how the brain produces 

experiences thought of like that. But the new 

scepticism seems to rest on a substantially 

false characterization of what perceptual ex- 

perience actually seems to us—that is, to lay 

perceivers—to be like. In particular, it attributes 

to us something like the snapshot conception. 

The scepticism can be resisted if we recognize 
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that we are not committed to the snapshot con- 

ception. We don’t take ourselves to experience 

all environmental detail in consciousness all at 

once. Rather, we take ourselves to be situated 

in an environment to have access to environ- 

mental detail as needed by turns of the eyes and 

head, and repositioning of the body. 

IX. 

But we are not done yet. We must not be too 

quick in dismissing the grand illusion hypoth- 

esis. One of the results of change blindness is 

that we only see, we only experience, that to 

which we attend. But surely it is a basic fact of 

our phenomenology that we enjoy a perceptual 

awareness of at least some unattended features 

of the scene. So, for example, I may look at 

you, attending only to you. But I also have a 

sense of the presence of the wall behind you, of 

its colour, of its distance from you. It certainly 

seems this way. If we are not to fall back into 

the grip of the sceptic’s worry, we must explain 

how it is we can enjoy perceptual experience of 

unattended features of a scene. Let us call this 

the problem of perceptual presence. 

The problem of perceptual presence forces us 

to confront the grand illusion puzzle again. But 

this version of the sceptical worry is stronger, 

for it does not rely on the misattribution to us 

of the phenomenologically inadequate snapshot 

conception of experience. All that it requires is 

that we acknowledge that we are perceptually 

aware, sometimes, of unattended detail. And 

who could deny that? 

We can sharpen the worry. One of the main 

upshots of work on change blindness 1s that the 

brain does not produce a detailed world model 

corresponding to perceived detail. The scepti- 

cal problem then becomes: how can we enjoy 

experiences of the world as richly detailed 

when we lack internal representations of all 

that detail? 

X. 

To begin to see our way clear to a solution of 

the problem of perceptual presence, consider as 

an example a perceptual experience such as that 

you might enjoy if you were to hold a bottle in 

your hands with eyes closed. You have a sense 

of the presence of a whole bottle, even though 

you only make contact with the bottle at a few 

isolated points. Can we explain how your ex- 

perience in this way outstrips what is actually 
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given, or must we concede that your sense of 

the bottle as a whole is a kind of confabulation? 

Or consider a different case: there is a cat sit- 

ting motionless on the far side of a picket fence. 

You have a sense of the presence of a cat even 

though, strictly speaking, you only see those 

parts of the cat that show through the fence. 

How is it that we can in this way enjoy a per- 

ceptual experience as of the whole cat? 

One way we might try to explain this is by 

observing that you draw on your knowledge of 

what bottles are, or what cats are. You bring 

to bear your conceptual skills. This is doubt- 

less right. But it does not, I think, do justice to 

the phenomenology of the experience. For cru- 

cially, your sense of the presence of the bottle 

is a sense of its perceptual presence. That is, 

you do not merely think or infer that there is a 

bottle present, in the way, say, that you think or 

infer that there is a room next door. The pres- 

ence of the bottle is not inferred or surmised. It 

is experienced. And so with the cat: you see it 

there, you experience it, even though you only 

see parts of it.!° 
This is an example of what psychologists call 

amodal perception. As an illustration, consider 

the famous Kanisza figure (left). Most perceiv- 

ers take themselves to experience two triangles, 

one of which is above, and so partly blocks 

from view, the other. In addition, the topmost 

triangle partially covers the three black disks. 

The hidden portions of the disks and the lower 

triangle are said to be amodally perceived as 

complete. Here you experience as perceptu- 

ally present something which is, in fact, hidden 

from view. 

/\ 
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Amodal perception is an important phenom- 

enon. It is involved in our perception of solid- 

ity, as, for example, when you experience a 

tomato as three-dimensional and round, even 

though you only see its facing side, or when 

you experience a chair as whole and intact, 

even though it is partially blocked from view 

by the table. 
Amodal perception is paradoxical in that it 

is perceiving what is, strictly speaking, out of 

view. I would like to suggest that we approach 

the problem of perceptual presence as, in es- 

sence, a problem about amodal perception. The 

proposal—this is a step toward the solution of 

the problem of perceptual presence—is that the 

detail of the world is present to consciousness, 

but in the way that amodally perceived fea- 

tures of scenes or objects are amodally present. 

They are perceived without being really per- 

ceived. The question whether the visual world 

is a grand illusion then transposes itself into the 

question whether amodal perception should be 

thought of as illusory. 

Xl. 

Traditional orthodoxy speaks to the problem of 

perceptual presence by supposing that we build 

up an internal model corresponding to the ex- 

perienced detail. But this sort of approach faces 

obstacles. As we have noticed, work on change 

blindness seems to suggest that we may not in 

fact actually produce such detailed internal 

models. 

But consider a more basic point: why should 
the brain go to the trouble of producing a model 

of the bottle when the bottle is right there in 

your hands and can serve as a repository of 

information about itself? All the information 
about the bottle you need is available to you in 

the world—you need only move your hands to 

gather it. And so for the cat. Why represent the 

cat in all its detail when all the information you 

need is available, when you need it, by eye and 
head movements?!! 

I think that what makes the orthodox move 

seem so attractive is that theorists tend to rely 

on a snapshot conception of experience accord- 

ing to which we take ourselves in experience to 

represent the cat or the bottle in consciousness 

in all its detail. But this distorts the phenom- 
enology. It does not seem to me as if every part 
of the cat is visible to me now, even though it 
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does seem to me now as if I perceive a whole 

cat and as if the unperceived parts of the cat’s 

body are present. After all, I can see that the cat 

is partly hidden behind the fence! This is just 

the thing with amodal perception: one experi- 

ences the presence of that which one perceives 
to be out of view. 

Xll. 

The solution to the problem of perceptual 

presence is achieved in two steps.!* First, we 

need to reflect more carefully on the phenom- 

enology. When we do so, it becomes clear that 

our sense of the presence of the cat as a whole 

now does not consist in our representation, 

now, of the whole of the cat in consciousness. 

It consists rather in the fact that we now have 

access to the whole of the cat. Second, the 

basis of this access is our possession of sen- 

sorimotor skills (O’Regan and Noé 2001a). In 

particular, its basis is those skills—practical 

knowledge of the ways what we do gives rise 

to sensory stimulation—whose possession is 

constitutive of sensory perception. My rela- 

tion to the cat behind the fence is mediated 

by such facts as, when I blink, I lose sight of 

it altogether, but when I move a few inches to 

the right, a part of its shoulder that was previ- 

ously hidden comes into view. My sense of 

the perceptual presence, now, of that which is 

now hidden behind a slat in the fence consists 

in my expectation that by movements of the 

body I can produce the right sort of new cat 

stimulation. 

In general, our sense of the perceptual pres- 

ence of the detailed world does not consist in 

our representation of all the detail in conscious- 

ness now. Rather, it consists in our access now 

to all of the detail, and to our knowledge that 

we have this access. This knowledge takes 

the form of our comfortable mastery of the 

rules of sensorimotor dependence that medi- 

ate our relation to our immediate environ- 

ment. My sense of the presence of the whole 

cat behind the fence consists precisely in my 

knowledge, my implicit understanding, that by 

a movement of the eye or the head or the body 

I can bring bits of the cat into view that are 

now hidden. This is one of the central claims 

of the enactive or sensorimotor approach to 

perception (O’Regan and Noé 2001a, Noé 

forthcoming).!? 
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Xlll. 

Note: my sense of the presence of the hallway 

next door is not in this way mediated by patterns 

of sensorimotor dependence (O’Regan and Noé 

2001a). I can jump up and down, turn around, 

turn the lights on and off, blink, and so on, and it 

makes no difference whatsoever to my sense of 

the presence of the room next door. My relation- 

ship to the room next door—however strongly I 

believe or know or assume that it is present—is 

not a perceptual relation. My relation to the cat, 

however, or to the bottle, is. It is my implicit 

understanding of this that gives me the feeling 

and that justifies me in the feeling that the cat 
and the bottle are present to me.'* 

XIV. 

The enactive approach to perception—with its 

emphasis on the centrality of our possession of 

sensorimotor skills—provides the basis, then, 

for a satisfying reply to the sceptic, but only 

provided that we adopt a more plausible phe- 

nomenology of perceptual experience. On this 

more plausible account, it is not the case that 

we take ourselves to represent the whole scene 

in consciousness all] at once. The enactive, sen- 

sorimotor account explains how it can be that 

we enjoy an experience of worldly detail which 

is not represented in our brains. The detail is 

present—the perceptual world is present—in 

the sense that we have a special kind of access 

to the detail, an access controlled by patterns 

of sensorimotor dependence with which we 

are familiar. The visual world is not a grand 

illusion. 
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NOTES 

1. See Pessoa et al. 1998 and Thompson et al. 1999 
for a more detailed critical assessment of Dennett’s 

account of filling in. 

2. Pessoa et al. 1998 argued that, Dennett’s claims to 

the contrary notwithstanding, there is in fact evidence 

of the process of filling in itself. However, we also 
argued that, once Dennett’s critical observations are 

taken on board, filling in loses much of its theoreti- 

cal importance. I won’t revisit these issues here. It’s 

worth mentioning, however, that recent work in the 
lab of Shinsuke Shimojo at Cal Tech seems to provide 
strong evidence of filling in. In particular, Shimojo 
and his colleagues show that amodally filled-in fig- 
ures generate afterimages (Shimojo er al. 2001). 

3. See Thompson et al. 1999 and Noé forthcoming for 
further development of this line of criticism. 

4. For recent reviews of the change blindness lit- 
erature, see O’Regan forthcoming, Simons 2000, 
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Simons and Levin 1997. For a discussion of philo- 
sophical implications, see Noé et al. 2000, Noé and 
O’Regan 2000, and O’Regan and Noé 2001a. See 

Mack and Rock 1998 for a thorough treatment of 
inattentional blindness. 

5. O’Regan et al. 1996, 1999; Rensink et al. 1997, 
2000; Simons and Levin 1998. 

6. The term is due to Mack and Rock 1998. A detailed 
study of the phenomenon is contained in their book. 

For further discussion in connection with the themes 
of this paper, see Noé and O’Regan 2000. 

7. O'Regan no longer defends the grand illusion hy- 

pothesis. See, for example, O’Regan and Noé 
2001a. 

8. For more on this line of criticism, see Noé et al. 
2000, Noé and O’Regan 2000, and O’Regan and 
Noé 200 1a. 

9. An artist friend of mine, working on a portrait series, 
asked me to sit for him. I was struck by the frenzy 
of his looking-activity. The rendering proceeded by 
means of an uninterrupted pattern of looking back and 

forth from me to the canvas and then back again. The 

detail wasn’t in his memory, or in his internal repre- 
sentations. It was to be found in his subject (in me). 

10. See Thompson et al. 1999 for more on_ this 
distinction. 

11. O’Regan 1992 makes this point. There is no need to 
represent the detail of the environment in memory 
because we can let the world serve as its own ‘out- 

side memory.’ Brooks 1991 makes a very similar 

point: the world, he proposes, can serve as its own 
best model. 

12. The solution to the problem of perceptual presence 

is developed in a series of papers I have written 
with Kevin O’Regan: O’Regan and Noé 200la, 
b; Noé and O’Regan 2000. See also Noé 2001; 
forthcoming. 

13. I borrow the term ‘enactive’ from Varela et al. 1991. 
14. Of course, there are sensorimotor dependencies 

mediating my relation to the room next door as 

well. Indeed, no sharp line can be drawn between 

that which is amodally perceived as present and 

that which is merely thought of as inferred. This 

is a strength of the view I am defending here. It 

suggests a way in which thought is grounded in 
the sort of sensorimotor knowledge that is, on 

just about any view, shared by humans and other 

animals. 

Which Properties Are Represented 
in Perception? 
Susanna Siegel 

In discussions of perception and its relation to 

knowledge, it is common to distinguish what 

one comes to believe on the basis of perception 

from the distinctively perceptual basis of one’s 

belief. The distinction can be drawn in terms of 

propositional contents: there are the contents 

that a perceiver comes to believe on the basis of 

her perception, on the one hand; and there are 

the contents properly attributed to perception 

itself, on the other. Consider the content: 

(#) that Ms. Elfenbein went to Ankara. 

Suppose that you believed that Ms. Elfenbein 

is out of town only if she went to Ankara. And 

suppose you went to her house, and found that 

her curtains were drawn, that her mailbox was 

overstuffed, and that repeated ringings of her 

doorbell went unanswered. Then you would 

reasonably come to believe (#) on the basis of 

your visual experience. But (#) does not seem 

to be properly attributable to your visual experi- 

ence itself (in this case). We seem to be able to 

distinguish what is presented perceptually from 

what we go on to believe. We can draw this 

distinction, no matter how much or how little 

overlap there may be between them. 

The same point can be put in terms of the 

properties that are represented in visual expe- 

rience. Consider the property of being round. 

This is a property that something can be seen 

to have. And if one can perceive that a surface 

is round, roundness, the property, can be rep- 

resented in visual experience. Contents and 

properties, then, are related in the following 

straightforward way: if a subject S’s visual ex- 

perience has the content that a thing x is F, then 

S’s visual experience represents the property of 

being F. 

It is relatively uncontroversial that color and 

shape properties of some sort are represented 

in visual experience.' Being orange and being 

spherical, for example, are properties that we 

can sensorily perceive a basketball to have. 

(’'m assuming that if shape properties are 

From Tamar S. Gendler & John Hawthorne, eds., Perceptual Experience (Oxford University Press, 2006). 
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represented in experience, then so are some 

depth properties.) I'll also be assuming, some- 

what more controversially, that in experience 

we also represent ordinary objects. The class 

of ordinary objects is notoriously difficult to 

define, but it is clear enough to support theoriz- 

ing by psychologists—for instance, theorizing 

about what concept of object infants have. And 

plenty of examples of ordinary objects can be 

given—cats, keys, tables, and the like. 

The main question addressed in this chapter is 

whether any properties are represented in visual 

experience, besides the ones standardly taken to 

be so represented. Do any sensory experiences 

represent any properties other than color, shape, 

illumination, motion, their co-instantiation in 

objects and successions thereof? I will focus on 
visual experiences, and argue that some visual 

experiences do represent properties other than 

these. Although the properties other than these 

do not form a natural class, it will be useful to 

have a label for them. Because they include, 

though are not limited to, natural kind prop- 

erties, and because one of my examples will 

involve such a property, and finally because 

‘kind’ begins with ‘k,’ I’m going to call the rest 

of the properties K-properties.* The thesis I will 

defend is: 

Thesis K: In some visual experiences, some 

K-properties are represented. 

Defining K-properties in the way I have brings 

into focus some alternatives to Thesis K. 

Consider the following extreme view about 

the properties represented in visual experience: 

visual experience is akin to what David Marr 

called the 2 //2-D sketch. Roughly, the 2 1/2-D 

sketch represents color, shape, and illumina- 

tion properties of facing surfaces, but does not 

represent which surfaces belong to the same 

object, or how those surfaces continue out of 

view. (That’s what the ‘1/2’ is for: some facing 

surfaces are represented as farther away than 

others; but the sketch does not represent full 

volumetric information.) 

A slightly more permissive view is that visual 

experience represents that some surfaces and 

edges—for example, those making up a cup’s 

handle and the rest of the cup—are grouped 

together into fully volumetric (3D) units. More 

permissive still is the view that visual experi- 

ence represents colors, shapes, volumetric 

groupings, and objects. Thesis K is even more 

extreme: it allows that in addition to all these 
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things, visual experience represents properties 

such as being a house, and being a tree.’ 
The views I’ve just mentioned differ on what 

the veridicality conditions of visual experi- 

ence are. The less committal the contents of 

visual experience, the less misperception there 

is. For instance, suppose you and your brother 

come across a bowl full of expertly designed 

wax fruits. Your brother is fooled into think- 

ing that there are ripe juicy peaches and pears 

in the bowl: he believes that there are peaches 

and pears in the bowl, and this belief of his is 
false. The scene doesn’t fool you, let’s suppose, 

but only because you already believed on some 

non-perceptual basis—for instance, from read- 

ing your daily horoscope’s predictions—that 

you would see some fake fruits today. Because 

you have this background belief, you suspect 

trickery, and, unlike your brother, you don’t 

end up believing that there are peaches and 

pears in the bowl. Might there be in such a case 

some sort of error in your visual experience, 

even if not in your belief? A perceptual error 

would be one from which not even your suspi- 

cion protects you. If you misperceive, then your 

visual experience’s content is false: your visual 

experience tells you that there are peaches and 

pears on the table, and that is incorrect, so the 

experience is falsidical. In contrast, if no per- 

ceptual error is involved in this case, then the 

contents of your visual experience are less com- 

mittal, but correct: they tell you, for instance, 

that the contents of the bowl have certain colors 

and shapes. So if you misperceived, then, in 

suspecting that things were not as they looked, 

you corrected for an error at the level of visual 

experience. Whereas if your visual experience 

told you something less committal about what 

you each saw in the bowl (as it would, for in- 

stance, if Thesis K were false), then your sus- 

picion saved you from making an error at the 

level of belief in the first place. These two de- 

scriptions of the situation assume different ac- 

counts of what contents visual experience has. 

My defense of Thesis K goes as follows. 

First, I will discuss some cases in which a per- 

ceiver is disposed to recognize a K-property on 

the basis of visual experience. I’Il argue in each 

sort of case that such sensitivity makes a dif- 
ference to the phenomenology of visual expe- 
rience. Furthermore, I'll suggest, its making a 
difference to visual phenomenology is a reason 
to think that visual experiences represent the 
K-property to which the subject is sensitive. 
The discussion will proceed with preliminary 
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clarifications in section 1, a discussion of why 

it matters whether Thesis K is true in section 

2, and the case involving recognitional disposi- 

tions in section 3. I conclude in section 4 by 

considering some implications of Thesis K. 

1. Preliminaries 

Before proceeding any further, some terminol- 

ogy needs to be clarified: visual experience, its 

phenomenology and contents, and what it is for 

visual experience to represent a property. 

Visual experiences are mental events of 

the sort that typically occur when a subject is 

seeing. These events determine the way things 

look to the subject. Substantive questions arise 

in determining what the relevant meaning of 

‘look’ is. We cannot discern which aspects of 

experience are the visual ones simply by deter- 

mining which English sentences of the form /t 

looks to S as if. . . are true. You could speak 
truly when you say ‘It looks to me as if Ms. 

Elfenbein went to Ankara,’ yet not be reporting 

the contents of your visual experience.* 

Visual experiences have phenomenal char- 

acter, or more simply a phenomenology. The 

phenomenal character of a visual experience is 

what it is like to have that visual experience. 

In general, I will say that events of sensing, 

such as seeing, have a sensory phenomenology. 

Using terminology in this way, blindsight is not 

a form of sensing.° 
What it is like to have a visual experi- 

ence is easy to confuse with what it is like to 

have the overall experience—including kin- 

esthetic, emotional, and perhaps imaginative 

components—of which the sensory experience 

is a part. Suppose you see a golden pentagon 

while sitting cross-legged in a garden, feeling 

cheerful. ‘What it is like to see the golden pen- 

tagon’ could reasonably be taken to pick out 

either the phenomenal character of the overall 

experience, or the phenomenal character of the 

visual experience of which it is a part. What it is 

like to see a golden pentagon differs from what 

it is like to see a rocky hillside. More generally, 

a visual experience V counts as phenomenally 

the same as a visual experience V’ just in case 

V and V’ have the same phenomenal charac- 

ter. V and V’ could be phenomenally the same, 

even though the subject of V feels cheerful 
while the subject of V’ feels gloomy. 

What needs clarification next is the notion 

that visual experiences have contents. The 

contents of visual experience are the sort of 

things that have accuracy conditions. If a visual 

experience has the content that there is a golden 

pentagon in front of one, then this content is ac- 

curate just in case there is a golden pentagon in 
front of one. 

Some philosophers have denied that visual 

experiences have contents, even in this minimal 

sense. If a visual experience is nothing but a 

‘raw feel,’ for instance, then it has no contents. 

In assuming that visual experiences have con- 

tents, | am assuming that they are not merely 

raw feels.° 
When experiences have content, they 

represent—perhaps inaccurately—that such- 

and-such is the case. They represent that certain 

things have certain properties. For example, 

when you see a ripe tomato under normal cir- 

cumstances, your experience represents the 

tomato surface as being red. In general (as I sug- 

gested at the start), when experiences represent 

that a thing x has property F, it is representing 

the property F. So visual experiences represent 

properties. 

Thesis K says that some K-properties are 

sometimes represented in visual experience. 

Being represented in visual experience is one 

way in which properties can be represented. 

Some visual processes represent properties, 

where such representation has no associated 

phenomenology. In contrast, when a property 

is represented in experience, its being so repre- 

sented has an associated phenomenology. 

Now, it is a theoretical question, with many 

competing candidate answers, exactly what re- 

lation being represented in experience has to 

sensory phenomenology. The notion of being 

represented in experience that figures in Thesis 

K leaves open whether there is any explanatory 

relation between property-representation and 

sensory phenomenology, and whether either of 

these constitutes the other. Given what’s built 

in to the notion of being represented in expe- 

rience, Thesis K amounts to this: in whatever 

sense the representation of color and shape 

properties can have an associated sensory phe- 

nomenology, the representation of K-properties 

can too. 

Finally, for all I’ve said about being 

represented in experience, a property can be 

represented in experience, even if the subject 

of the experience possesses no concept of that 

property. According to some philosophers, sub- 

jects can sensorily represent a determinate hue, 

even when they are not disposed to recognize 
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that hue on subsequent occasions.’ Experiences 

of colors are supposed to be the paradigm case 

of non-conceptual sensory representation. 

I don’t know of any discussion of the topic 

that presents a K-property as an example of a 

property that can figure in what have come to 

be called ‘non-conceptual contents’ of experi- 

ence. The arguments for Thesis K in this chap- 

ter won’t challenge the implicit assumption that 

K-properties, perhaps unlike some color prop- 

erties, can be represented in experience only if 

the subject has some sort of disposition to rec- 

ognize their instances (assuming that they have 

multiple instances). But this assumption will 

not be built into the very notion of property rep- 

resentation in experience. That notion is neutral 

on what it takes for a property to be represented 

in experience. 

2. Why It Matters Whether 
Thesis K Is True 

I said earlier that asking what shall count as 

a misperception is a way of making vivid the 

issue surrounding Thesis K. Why does it matter 

whether Thesis K is true, and what counts as a 

misperception? It matters for at least four reasons. 

First, the problem of intentionality is some- 

times posed as the problem of how it is possible 

for a subject to be in a contentful state. A verdict 

on what counts as a misperception would con- 

strain the explanandum for the case of visual 

experience. That is, a verdict on what may 

count as a misperception places a constraint on 
accounts of how it is possible for there to be 

contentful visual experiences in the first place. 

If visual experience cannot represent that there 

are peaches on the table, then whatever makes it 

the case that a visual experience has the content 

it does had better not allow that visual experi- 

ences represent the property of being a peach. 

Second, there may be general skeptical wor- 

ries that get going only if the contents of visual 

experience turn out to be informationally im- 

poverished. Suppose, for example, that veridi- 

cal experiences could only provide information 

about the colors and facing surfaces of objects, 

and not about which facing surfaces belong to 

the same object, or whether or not they continue 

out of view. Could such visual experiences play 

the justificatory role claimed for them by a cor- 

rect theory of justification? Someone might 

reasonably doubt that they could. Settling what 

contents visual experiences have will determine 

whether such a challenge is worth attempting to 
formulate.* 

PERCEPTION 

A third reason why the truth of Thesis K mat- 

ters has to do with recent research on patho- 

logical conditions known as delusions of belief, 

such as those found in Capgras Syndrome, 

which is a condition in which patients seem 

to believe that people close to them have been 

replaced by impostors. An important empirical 

question for psychiatry is what the nature of 

the delusion is: roughly, whether it is a normal 

response to an unusual experience, or whether 

instead it is an unusual response to a normal 

experience.” In forming empirically testable hy- 

potheses about delusions of belief, it is useful to 

have independent support from the philosophy 

of perception about what sorts of contents expe- 

riences can have. 

The fourth reason why it matters whether 

Thesis K is true relates to the role of experi- 

ences in justification. Let a w-world be a world 

with the actual laws of nature, in which subjects 

have the same perceptual equipment as we do. 

Consider the following claim: 

(+) If two visual experiences in a w-world differ 

in which properties they represent and all other 

factors relevant to justification are the same, 

then they differ in which propositions they pro- 
vide justification for believing. 

Suppose that visual experiences provide im- 

mediate justification for believing a proposi- 

tion p, where this means that the justification 
provided by visual experience does not depend 

on any other factors. Assuming that experience 

provides immediate justification in virtue of the 

properties it represents, claim (+) will be true if 

any difference in properties represented makes 

a difference to justification provided. 

Even theories that deny that there is such a 

thing as immediate justification can accept (+). 

Suppose that visual experiences provide evi- 

dential support for propositions only with the 

addition of certain special background beliefs 

on the part of the subject. According to claim 

(+), if two subjects in a w-world have exactly 

the same background beliefs (which themselves 

have the same epistemic status) and their visual 

experiences differ in what properties they rep- 
resent, then different propositions will be evi- 
dentially supported by the visual experience 
combined with the background beliefs. 

Let us take another example. Suppose that 
which propositions visual experiences pro- 
vide justification for believing depends on the 
environmental conditions in which the visual 
experiences are had. For example, suppose that 
which propositions the subject is justified in be- 
lieving depends on whether the belief-forming 
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process, of which the experience is a part, is 

reliable. According to claim (+), if such mecha- 

nisms in two subjects in a w-world are equally 

reliable and their visual experiences differ in 

what properties they represent, then different 

propositions will be such that the visual experi- 

ence combined with the environmental condi- 

tions justify the subject in believing them. 

If claim (+) is true, then what propositions 

one’s visual experience contributes to provid- 

ing justification for will depend on which prop- 

erties visual experience represents. But is claim 
(+) true? 

Claim (+) is very strong. It says that in any 

w-world, every difference in properties repre- 

sented by experience matters for what an ex- 

perience, combined with other factors relevant 

for justification, provides justification for be- 

lieving. A claim at the opposite extreme says 

that in any w-world, no difference in properties 

represented by experience makes a difference 

for what an experience, combined with other 

factors relevant for justification, provides justi- 

fication for believing. 

This latter claim seems false. It would be odd 

if, in a w-world, what contents visual experi- 

ences had was totally irrelevant to what propo- 

sitions the experience (together with any other 

epistemically relevant factors) provided justifi- 

cation for believing. For example, holding en- 

vironmental conditions constant, compare two 

visual experiences, one of an undifferentiated 

blue expanse, the other of a dairy farm. Now 

consider the claim that the propositions that 

the experience together with these conditions 

provide justification for believing are exactly 

the same. This claim seems not to respect the 

basic point that what one sees makes a differ- 

ence to what one is justified in believing. The 

falsity of this claim is enough to make the gen- 

eral issue of what shall count as a misperception 

matter. But this is compatible with the denial of 

(+). I’m not sure whether a claim as strong as 

(+) is true.'° But I think something is true that’s 

stronger than the basic point that what one sees 

makes a difference to what one is justified in be- 

lieving. Consider two entirely veridical w-world 

experiences had by Boring and Rich. Boring and 

Rich are facing a fruit bowl. Boring’s experience 

represents only colored shapes, whereas Rich’s 

represents that there is a bowl of fruit on the table. 

Now, Boring’s experience supports invari- 

ances that Rich’s experience doesn’t. Both 

experiences represent properties that some 

rubber balls can look to have, as well as rep- 

resenting properties that peaches can look to 

have. But consider the result of combining each 

experience with the belief that rubber balls 

look to have certain shape and surface-shape 

(texture) properties—properties that both ex- 

periences represent. Arguably, combining this 

belief with Boring’s experience yields some 

sort of evidence that there are rubber balls in the 

bowl: visual experience represents that there 

are certain colored volumes; the background 

belief is that some rubber balls look to have 

the property of being spherical and (let’s say) 

orangey-pink. 

In contrast, combining Rich’s experience 

with the belief that rubber balls look to have cer- 

tain color and shape properties does not seem to 

yield the same evidence. Rich’s experience rep- 

resents that there is fruit in the bowl (along with 

representing the color and shape properties that 

Boring’s experience represents). Now, nothing 

is both a rubber ball and a piece of fruit. So the 

fact that Rich’s experience represents the prop- 

erty of being fruit weakens the evidence for 

there being rubber balls in the bowl. 

I think this sort of case shows that the jus- 

tificatory role of experiences is not indifferent 

to whether it represents K-properties or not. I 

haven’t tried to defend the claim that Boring 

and Rich—the subjects—are justified in believ- 

ing different propositions. But I have given a 

reason to think that, as factors in justification, 

the experiences of Boring and Rich are not 

interchangeable. '! 
I now turn to the case for Thesis K from rec- 

ognitional dispositions. 

3. Recognitional Sensitivity to 
K-Properties 

My case for Thesis K involves experiences in 

which the subject’s beliefs about what she is 

seeing seem to affect visual phenomenology. 

Changes in beliefs about what one is seeing 

don’t always bring about changes in one’s 

visual phenomenology. A case in point is the 

Miiller-Lyer lines, which continue to look as if 

they differ in length, even after one learns that 

they don’t. But there seem to be other cases 

in which changes elsewhere in the cognitive 

system do bring about phenomenal changes. 

The argument for Thesis K depends crucially 

on intuitions about these examples, or others 

like it. Before turning to examples of such 

changes, some remarks about methodology are 

in order. 

It is often best to avoid arguments that rest 

ultimately on intuition, since there can be at 

most a stand-off between a proponent of the 
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argument and someone who does not share the 

intuition. In this case, however, appeals to in- 

tuition of some sort are unavoidable. Perhaps 

this is why other defenders of Thesis K have 

not tried to offer arguments for it at all, but 

have opted instead simply to give convincing 

descriptions of the phenomenology.'* The dis- 

cussion here is an attempt to split the difference 

between description and argument, by starting 

with a minimal intuition, and then mapping out 

exactly what an opponent of Thesis K would 

have to deny if she accepts the initial intuition. 
What about the initial minimal intuition? 

What happens if someone doesn’t share it? It 

seems reasonable to expect there to be some 

intuitions that elicit broad agreement, since 

visual experience is something to which one 

has first-person access. The exact nature and 

limits of such access is a topic unto itself. But 

the intuitions on which the case for Thesis K 

rests are simple and modest: they are intuitions 

about whether there is a change in phenomenol- 

ogy between two sorts of situation. It would be 
quite a radical view that denied that there were 

any such cases in which first-person access 

could detect a change in phenomenology. The 

case for Thesis K counts on there being first- 

person access to the fact that there is this sort 

of change, but does not assume that with such 

access alone one can discern the exact contents 

of visual experience. 

Let me turn to two examples of changes in 

the cognitive system that seem to bring about 

phenomenal changes. Both involve the gradual 

development of properly grounded recogni- 

tional dispositions. 

The first example involves the disposition 

to recognize semantic properties of a bit of 

text, grounded in knowledge of how to read it. 

Although Thesis K concerns only visual ex- 

perience, it is useful to begin with an auditory 

example. Almost everyone has experienced 

hearing others speak in a foreign language that 

one doesn’t understand, and that one can’t parse 

into words and sentences. The phenomenology 

of hearing the same speech when one does un- 

derstand is markedly different. 

This contrast has a visual analog. Consider a 

page of Cyrillic text. The way it looks to some- 

one before and after she learns to read Russian 

seems to bring about a phenomenological dif- 

ference in how the text looks. (Christopher 

Peacocke makes a similar phenomenological 

claim in chapter 3 of A Study of Concepts.)'* 

When you are first learning to read the script 

of a language that is new to you, you have to 
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attend to each word, and perhaps to each letter, 

separately. In contrast, once you can easily 

read it, it takes a special effort to attend to the 

shapes of the script separately from its seman- 

tic properties. You become disposed to attend 

to the semantic properties of the words in the 

text, and less disposed to attend visually to the 

orthographic ones. 
The second example involves a different rec- 

ognitional disposition. Suppose you have never 

seen a pine tree before, and are hired to cut down 

all the pine trees in a grove containing trees of 

many different sorts. Someone points out to you 

which trees are pine trees. Some weeks pass, 

and your disposition to distinguish the pine trees 

from the others improves. Eventually, you can 

spot the pine trees immediately. They become 

visually salient to you. Like the recognitional 

disposition you gain, the salience of the trees 

emerges gradually. Gaining this recognitional 

disposition is reflected in a phenomenological 

difference between the visual experiences you 

had before and after the recognitional disposi- 

tion was fully developed. 

The argument for Thesis K from these cases 

has three substantial premises, plus a premise 

that is unproblematic if the cases are convinc- 

ing. Let El be the sensory experience had by 

a subject S who is seeing the pine trees before 

learning to recognize them, and let E2 be the 

sensory experience had by S when S sees the 

pine trees after learning to recognize them. El 

and E2 are sensory parts of S’s overall experi- 

ences at each of these times. I’m going to call 
the premise that is unproblematic if the cases 

are convincing premise (0): 

(0) The overall experience of which El is 

a part differs from the overall phenom- 
enology of which E2 is a part. 

Claim (0) is supposed to be an intuition. It is the 

minimal intuition one has to have, for the argu- 

ment to get off the ground. 

(1) If the overall experience of which El is a 

part differs from the overall phenomenol- 

ogy of which E2 is a part, then there is 

a phenomenological difference between 

the sensory experiences El and E2. 

(2) If there is a phenomenological difference 

between the sensory experiences El and 
E2, then El and E2 differ in content. 

(3) If there is a difference in content be- 
tween El and E2, it is a difference with 
respect to K-properties represented in El 
and E2. 
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If no experiences represent K-properties, then 

there will be no difference between El and 

E2 with respect to K-properties represented in 

them. So if (3) and its antecedent are true, then 

Thesis K is too. An analogous argument could 

be made for the case of the Cyrillic text. 

Premises (0) and (1) entail that there is a phe- 

nomenological difference between the overall 

experiences of which El and E2 are parts. It 

specifies that it is a difference in sensory phe- 

nomenology (the phenomenology of sensing). 

Premise (0), in contrast, allows that the phe- 

nomenological difference is not a difference in 

sensory phenomenology, but in phenomenol- 

ogy of some other sort. 

Given premise (0), there are three ways to 

block the inference from these cases of rec- 

ognitional dispositions to Thesis K. First, one 

could deny that the phenomenological changes 

are sensory. This would be to deny (1). Second, 

one could grant that they are sensory, but deny 

that there is any accompanying representational 

difference (i.e., any difference in contents of El 

and E2). This would be to deny (2). Finally, one 

could grant that the phenomenological changes 

are accompanied by a representational change, 

but deny that the change involves any represen- 

tation of K-properties. This would be to deny 
(3). I will consider each of these moves in turn. 

Premise (1): Non-Sensory 

Phenomenology? 

Let me start with the first way of attempting 

to block the inference to Thesis K. There are 

various kinds of phenomenology besides sen- 

sory phenomenology. There is the phenom- 

enology associated with imagination, with 

emotions, with bodily sensation, with back- 

ground phenomenology, and perhaps with 

some non-sensory cognitive functions. If the 

phenomenological change described in the two 

cases is non-sensory, the two most plausible 

suggestions seem to be that it is a change in 

some sort of cognitive phenomenology, or in 

background phenomenology. Someone might 

be tempted to re-describe the text and tree cases 

so that as far as sensory phenomenology is con- 

cerned, the experiences had with and without 

recognitional dispositions are the same; but that 

the difference in phenomenology of overall ex- 

periences is due to a non-sensory factor. If these 

descriptions were correct, then the examples 

would not bear on what properties sensory ex- 

perience represents at all, hence would not bear 

at all on Thesis K. 

The strategy of the opponent I’m consid- 

ering, then, is to re-describe the tree and text 

cases by invoking non-sensory phenomenol- 

ogy, and thereby avoid making a commitment 

to Thesis K. Let’s consider cognitive phenom- 
enology first. 

What structure would such re-descriptions 

have to have? Well, first, there would have to be 

an event in the stream of consciousness, other 

than the event of sensing (seeing, hearing, etc.), 

that allegedly has the phenomenology. Just as 

events of sensing have an associated phenom- 

enology, and just as events of imagining and 

having (some) emotions have an associated 

phenomenology, so too if there is cognitive 

phenomenology, there must, it seems, be some 

events in the stream of consciousness that the 

phenomenology attaches to.'* Second, assum- 
ing that the mental event involves a proposi- 

tional attitude of some sort, a plausible account 

would have to be given of the attitude involved 

in the event, and of the content of that attitude.'> 

Finally, some reason would have to be given to 

think that the phenomenology involved really 

isn’t sensory. So, for the strategy to succeed, 

plausible accounts are needed of four things: 

the event in the stream of consciousness that has 

the (alleged) non-sensory phenomenology; the 

mental attitude it involves; the content of that 

attitude; and the factors that make the phenom- 

enology non-sensory. 

The general idea behind the strategy is that 

the familiarity that one gains in gaining a rec- 

ognitional disposition is reflected in cognitive 

phenomenology. I now want to list some of 

the options for the event types, attitudes, and 

contents that an opponent of Thesis K who fol- 

lowed this strategy might invoke, in accounting 

for this feeling of familiarity. Though the list of 

options is not put forward as exhaustive, they 

are natural ones to consider (and the only ones 

that come to mind after much consideration). 

Once they are on the table, it will be easier to 

assess the case against Thesis K. 

It is natural to list the events and attitudes to- 

gether. They include: 

(i) forming a judgment; 

(ii) dwelling on a belief; 

(i11) entertaining a hunch or intuition; 

(iv) entertaining a proposition by having it 

pass through your mind, without com- 

mitting to its truth. 

These are four sorts of events that can occur 

in the stream of consciousness. Entries (i)-(1i1) 

are commitment-involving: the attitudes are all 



596 

related to belief, and its accompanying commit- 

ment to the truth of the thing believed. Hunches 

and intuitions are like beliefs in that the sub- 

ject accepts their content for certain purposes. 

For instance, in testing a hypothesis, one may 

reason as if a hunch or intuition were true. Entry 

(iv), in contrast, does not involve any such com- 

mitment. This distinction will be useful shortly. 

What about the content of the attitudes in- 

volved in the event? Since the events are sup- 

posed to be brought about in part by gaining a 

recognitional disposition, the contents should 

reflect this gain in some way. Some reasonable 

options include these (I'll stick to the case of 

the trees): 

(a) That is a pine tree (mentally demonstrat- 

ing a tree). 

(b) I’ve seen trees with that look before. 

(c) I recognize that kind of tree. 

(d) That kind of tree is familiar. 

These are supposed to be contents of mental 

states, rather than contents expressed by actual 

uses of sentences. As such, the proposal that 

there are attitudes that have (a)—(d) as contents 

involves a notion of a demonstrative thought, 

independent of the notion of what is expressed 

by an actual use of a demonstrative. The con- 

tents are analogs for thought of contents ex- 

pressed by uses of sentences. 

Suppose we combine any of these contents 

into any of the attitudes and events in the first 

list. Then we will have a candidate for an event 

with phenomenology. The denier of (1) will still 

owe some account, however, of what makes the 

event that has the phenomenology non-sensory. 

(I’m assuming that if the event is non-sensory, 

then so is its associated phenomenology.) 

Let me now examine one instance of the 

strategy I’ve outlined for denying (1). In the 

tree case, the suggestion comes to this. How the 

tree looks before and after you become disposed 

to recognize pine trees is exactly the same: it 

looks to have certain color and shape proper- 

ties. But at the moments when you recognize 

the tree, you experience a feeling of familiar- 

ity, and this feeling accounts for the phenom- 

enological change before and after you gain the 

disposition. So, on this suggestion, the way the 

tree looks stays the same, before and after you 

become disposed to recognize it; but the phe- 

nomenology of ‘taking’ the tree to be familiar 

contributes to the phenomenal change accom- 

panying E2. For the purpose of discussion, Ill 

select the event and attitude of dwelling on a 

PERCEPTION 

belief, and content that that kind of tree is famil- 

iar (so, (11) and (d)). 

I’m going to raise two objections to the view 

that the phenomenological change in the tree 

case consists exclusively in a change in cog- 

nitive phenomenology, where the cognitive 

phenomenology is had by event and attitude 

(ii) with content (d). The first objection would 

also apply, if the event and attitude were (i) or 

(iii), and if it had any of the four contents listed. 

My second objection is more general: it would 

apply to any combination of the events, atti- 

tudes, and contents listed. 

The first objection focuses on the events with 

commitment-involving attitudes. Suppose that 

you’re an expert pine-spotter looking at some 

pine trees in the forest. Then someone tells you 

that the forest has been replaced by an elaborate 

hologram, causing you to cease to dwell on the 

belief that you’re looking at a familiar tree. If 

an event such as (1i)(d) were what contributed 

to the phenomenological change before and 

after acquiring the disposition to recognize pine 

trees, then we would expect your acceptance of 

the hologram story to make the hologram look 

as the forest looked to you before you knew 

how to recognize pine trees. But intuitively, 

the hologram could look exactly the same as 

the forest looked to you after you became an 

expert. So the familiarity with pine trees does 

not seem to have its phenomenological effects 

at the level of belief. 

The case against the proposal that the feel- 

ing of familiarity is conferred by a belief holds 

equally well against the proposal that substi- 

tutes any of the commitment-involving events/ 

attitudes for the one I chose for purposes of 

discussion. Hunches and intuitions, like be- 

liefs, seem to be attitudes that one could lose 

by accepting the testimony described above. 

If anything, hunches and intuitions are less re- 

sistant than beliefs are to counter-evidence—if 
the belief wouldn’t survive accepting hologram 

testimony, then neither would hunches or 
intuitions. 

The objection I’ve just made would not 

threaten a version of the strategy that invoked 

a non-commitment-involving attitude, such as 

entertaining a proposition without committing 
to its truth. So let us focus on a version of the 
proposal that appeals to an event of this sort. 
On this version of the proposal, in the tree case, 
when you look at the tree after having gained 
the recognitional disposition, you undergo a 
mental event, distinct from sensing, that has 
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a phenomenology of its own. This is an event 

(we’re supposing) of entertaining the proposi- 

tion that That kind of tree is familiar, where this 

proposition passes through your mind, without 

your committing to its truth. 

Here it is important to keep in view the aspect 

of the proposal that posits an event (supposedly 

a ‘cognitive’ event) occurring in the stream of 

consciousness. This proposal predicts that there 

will be a phenomenological difference between 

your experiences of seeing the pine tree before 

and after you learn to recognize trees, only to the 

extent that such an event is occurring. If no such 

event is occurring, then, this proposal predicts, 

there will be no phenomenological change of 

the sort invoked in the original example. 

The second objection targets this aspect of 

the proposal. An event’s occurring in the stream 

of consciousness is not akin to having a tacit 

recognition (or misrecognition) of something as 

a tree. It is something explicit, rather than tacit. 

But the phenomenological change in the origi- 

nal tree example seems to be the sort that does 

not always involve an explicit entertaining of a 

proposition such as (d). Consider a comparable 

thought from Charles Siewert: 

[t]hink of how individual people look different 
to you after you have gotten to know them than 

they did when you first met. Notice how differ- 
ent your neighborhood looks to you now that 

you have lived there for a while, than it did on 

the day you first arrived. (1998, pp. 257-8) 

What can happen with a neighborhood, it 

seems, can happen with trees as well. The phe- 

nomenological change is the sort that we can 

infer by remembering how different things 

looked before we became familiar with them. 

Becoming aware of the phenomenon involves 

thinking of something—a person, a neighbor- 

hood, or a kind of object, such as a tree—as fa- 

miliar. But simply undergoing the phenomenon 

does not have to involve this. There need not 

be, it seems, an extra event, beyond sensing, for 

the phenomenological change to take effect. 

I’ve raised this objection against the proposal 

that invokes a non-commitment-involving atti- 

tude. But it works equally well, if it works at all, 

against the proposal invoking a commitment- 

involving attitude. 

At this point, the denier of premise (1) might 
reply to the objection by claiming that the 

event in question could have a content such as 

(d) explicitly, without the event being the sort 

I’ve described. After all, the denier might point 

out, sensory experience has its content explic- 

itly, without involving something analogous to 

saying to oneself something like (d) (e.g., ‘well 

how about that, that’s a tree,’ etc.). 

If the putatively non-sensory event does not 

involve something analogous to saying to one- 

self something like (d), and if it is supposed to 

be something other than an event of visually 

appearing, then it becomes less clear that it is 

accompanying an event in the stream of con- 

sciousness at all. 

Let me now consider the proposal that the 

phenomenal change is a change in background 

phenomenology, rather than a change in cog- 

nitive phenomenology attached to an occurrent 

event. Someone who denied premise (1) might 

claim that although the phenomenological dif- 

ference between El and E2 is not sensory, nei- 

ther does it belong to a specific cognitive event 

in the stream of consciousness. 

Drunkenness and depression may be two 

examples of standing, background states that 

affect overall phenomenology. As _ against 

premise (1), someone might claim that recog- 

nitional dispositions are like drunkenness and 

depression in the crucial respect: they too are 

standing states of a subject that can affect over- 

all phenomenology—and, indeed, the objector 

will claim, that is just what happens in the text 

and the tree cases. 

To defeat premise (1) in this way, what the 

objector would need is a reason to think that 

changes in standing states can affect overall 

phenomenology in some way other than by 

causing changes in sensory phenomenology. 

Depression and drunkenness may involve at 

least some such changes: depression can cause 

things to look grey; drunkenness can cause 

them to look blurry. The relevant analogy has 

to be between changes in overall phenomenol- 

ogy that are not the result of changes in sensory 

phenomenology. The changes must be akin to 

changes in mood. 

Having a recognitional disposition, how- 

ever, is not phenomenologically like being in 

a mood at all. Moods have relatively non-local 

effects on phenomenology: almost nothing 

seems exciting during depression; nearly ev- 

erything seems exciting during drunkenness. In 

contrast, being disposed to recognize pine trees 

does not have such overall phenomenological 

effects. So, whatever phenomenal change re- 

sults from gaining recognitional dispositions, 

it does not seem to be a change in background 

phenomenology. 
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Let me now consider how the text example 

fares, if (1) is false and the phenomenological 

difference in how text looks before and after 

one learns to read it is a difference in cognitive, 

as opposed to sensory phenomenology. 

A fan of premise (1) can grant that there are 

some cases in which reading a text does involve 

undergoing events that have a phenomenology, 

and that are arguably non-sensory. Lingering 

on a sentence while deliberating about whether 

it is true has a phenomenology, and arguably 

such an event is non-sensory. It could happen, 

for instance, if you weren’t perceiving anything 

at all, but simply entertaining the proposition 

expressed by the sentence. 
Contrast this phenomenology with that of 

being bombarded by pictures and captions on 

billboards along the highway. This seems a 

visual analog of the blare of a loud television, or 

a fellow passenger’s inane cell-phone conversa- 

tion. Understanding the text on the billboard as 

you drive by isn’t a deliberate affair; rather (if 

the billboards have been positioned correctly), 

it just happens. It would please the advertisers 

if you lingered over every billboard’s message, 

but no such event need occur in order for you 

to have ‘taken in’ the semantic properties of 

the text as you whizz by. This suggests that the 

‘taking in’ can be merely sensory. 

So far, ve considered two ways to deny 

(1). One way is to propose that the phenomenal 

change is a change in cognitive phenomenology 

that is attached to a specific event in the stream 

of consciousness. The other way is to propose 

that the phenomenal change is a change in back- 

ground phenomenology. I’ve given reasons to 

think neither of these ways of denying premise 

(1) in the argument in for K will succeed. I now 

turn to the strategy of denying premise (2). 

Premise (2): A Non-Representational 

Phenomenological Change? 

The denier of (2) tries to block the infer- 

ence from the examples of phenomenological 

change to Thesis K, by claiming that phenom- 

enological changes are unaccompanied by any 

representational change at all. 

Premise (2) is a consequence of a more gen- 

eral claim, one that is controversial in the phi- 

losophy of mind. This is the claim that with any 

change in the sensory phenomenology, there is 

a change in the content of sensory experience. 

But premise (2) itself is much more limited. It 

just makes a claim about phenomenology of the 

sort at issue in the two cases. 

PERCEPTION 

If (2) is false, then there is such a thing as a non- 

representational feeling of familiarity. This could 

be part of sensory experience, or part of some sort 

of cognitive event. Either way, it would be a feel- 

ing of familiarity that could be had even in the 

absence of perceiving, or seeming to perceive, 

anything as being familiar.'° It would not repre- 

sent anything as being familiar, but rather would 

be akin to a sensory affliction. It would be a raw 

feel. The proposal is not that there is merely a 

non-representational aspect to a representation of 

familiarity. Rather, the proposal is that the feeling 

of familiarity is entirely non-representational.'’ 

Against this idea, my defense of (2) is that 

familiarity is not the sort of thing that could be 

felt without any representation of something as 

familiar. The best attempt to make the case for 

the contrary ends up positing a representation 

of familiarity after all. 

One would expect a raw feeling of familiar- 

ity, if there was such a thing, to leave one with 

a sense of confusion, since if it was clear to the 

subject what was being felt to be familiar, then 

this would seem to make the feeling represen- 

tational after all. Suppose, for example, you 

see someone who acts toward you as a stranger 
would, and this seems inappropriate to you, but 

you can’t at first figure out why. In response to 

this feeling of strangeness, you might think to 

ask the person whether you have met before. 

But the feeling you have that leads you to ask 

it, Someone might suggest, is a raw feeling of 

familiarity. It is a variety of “déja-vu.’ 

In the case above, the sense of confusion 

comes from the fact that though you take the 

person to be familiar, you don’t recognize who 

they are. There are two aspects to this experi- 

ence: you represent something as familiar with- 

out recognizing it, and you represent something 

as familiar, without at first realizing that it is 

so represented. The first aspect is definitive of 

déja-vu: a place, or a sound, or a situation strikes 

you as familiar, without your being able to dis- 

cern what is familiar about it. This is simply a 

less specific representation of familiarity—it is 

not a case of a feeling that does not represent 

anything as familiar. So the putative case of a 

raw feeling of familiarity does not illustrate this 

after all. And if that case doesn’t illustrate it, it 

is hard to see what kind of case would. 

Premise (3): Exclusively Non-K 

Representation? 

I now consider the third response to the argu- 
ment for Thesis K, which is to reject premise 
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(3) while granting (0)—(2). Premise (3) says that 

the difference in content between E1 and E2 is 

a difference with respect to K-properties repre- 
sented in El and E2. 

Both the tree and the text examples involve 

a gain in recognitional dispositions, and it will 

be useful to keep in mind what sort of struc- 

ture recognition has. A perceiver who can rec- 

ognize trees by sight seems to have some sort 

of memory representation, and some sort of 

perceptual input, such that the input ‘matches’ 

the memory representation, and the cogni- 

tive system of the perceiver registers that this 

is so. Empirical theories of object recognition 

are supposed to explain the nature of each of 

these components (the memory, the input, and 

the matching), and the mechanisms that under- 

lie them. Part of what’s at issue in the debate 

about Thesis K is whether visual experience is 

an input to such processes of recognition, or an 

output of such processes. Whichever empirical 

and philosophical theories turn out to be cor- 

rect, some structure such as this seems built in 

to the very notion of recognition. 

One sort of proposal about the contents of E2 

that a denier of premise (3) might invoke would 

involve the notion of a pine-tree shape-gestalt. 

Suppose that when you learn to recognize pine 

trees by sight, your experience comes to rep- 

resent a complex of shapes—leaf shapes, trunk 

shapes, branch shapes, and overall pine tree 

shapes. This complex is an overall pine-tree 

gestalt. The pine-tree-shape gestalt is general 

enough that it can be shared by differently look- 

ing pine trees. But it is specific enough to cap- 

ture the look shared by exemplary pine trees. 

The pine-tree-shape gestalt is invariant across 

differences in shape of particular pine trees. 

For an experience of seeing a tree to repre- 

sent a pine-tree-shape gestalt, it need not be part 

of the content of experience that the tree seen is 

similar to other trees with respect to such-and- 

such shapes. It is enough simply to represent the 

respects in which various pine trees are in fact 

similar. A pine-tree-shape gestalt, then, is not 

by definition something that can be represented 

in experience, only if the subject is disposed to 

believe that the different things instantiating it 

are the same shape. But all things that have it 

have a complex shape property in common. 

It seems plausible to suppose that pine trees 

share a pine-tree-shape gestalt, to the extent 

that pine trees, varied though they may be in 

size and other features, have some quite general 

shape properties in common. If there were such 
a thing as a tree-shape gestalt, then the denier of 

(3) could invoke this as the non-K property that 

E2 represents and El doesn’t. I’m going to call 

this proposal for denying (3) Anti-K. 

Anti-K: El and E2 differ with respect to the 
pine-tree-shape-gestalt properties they repre- 
sent, and neither represents any K-properties. 

In the tree case, as Anti-K would describe it, 

the perceiver’s experiences come to represent 
the tree-shape-gestalt as part of the same pro- 

cess by which the perceiver comes to have a 

memory representation ‘matching’ that shape 

gestalt. 

I don’t know of a knock-down argument 

against Anti-K. But the strategy of invoking 

the representation invariant color-shape com- 

plexes to underpin phenomenological changes 

does not seem generally available. Consider, 

for example, the property someone’s face can 

have of expressing doubt. One could learn to 

recognize when the face of someone, call him 

X, was expressing doubt. X might even belong 

to a group of people whose faces all express the 

doubt in the same way. Initially, one might not 

know that X and his kin are expressing doubt 

when they look that way. But this is something 

one could learn to recognize by observing them. 

In this sort of case, it seems implausible to sup- 

pose that there must be a change in which color 

and shape properties are represented before and 

after one learns that it is doubt that the face so 

contorted expresses. One could initially wonder 

what the contortion of the face meant, and come 

to believe that it is an expression of doubt only 

after repeated sightings of it and interaction 

with the person. This change in interpretation 

seems to be one that could be accompanied by a 

phenomenological change as well. 

Once they are adjusted to be about the face 

case, the other two premises of the argument 

still seem to go through. Exactly the same con- 

siderations apply in the case of premise (2). 

In premise (1), the argument for ruling out 

non-sensory phenomenology also seems to go 

through as before, but in the face case another 

alternative to sensory phenomenology seems 

relevant—namely, emotional phenomenol- 

ogy. Here, it seems possible in principle that X 

could learn to detect a look of doubt on Y’s face 

without X’s having any emotional response—Y 

might not be anyone significant for X, such as a 

talking head on television. 

As for premise (3), an opponent who granted 

the initial intuition that there is some phe- 
nomenal change accompanying the gain of a 

recognitional disposition might say that the 



600 

phenomenal change is sensory, but that the 

novel phenomenology is associated merely 

with coming to represent the property of being 

a familiar expression. This option seems to be 

ruled out by considering a variant of the face 

case involving two subjects. Consider a coun- 

terfactual situation in which X contorts his 

face in exactly the same way, but in which that 

contortion expresses bemusement rather than 

doubt. One could come to learn that it expresses 

bemusement in the same way as in the first case, 

by extended observation and interaction. But it 

seems plausible to suppose that the phenomenal 

change in each case would be different: one sort 

of phenomenology for recognizing the doubt- 

ful expression, and another sort for recognizing 

bemusement. 

Finally, return to the text example to see how 

it fares with respect to premise (3). The origi- 

nal intuition was that before and after you learn 

to read Russian, the same page of Cyrillic text 

will look differently to you. You might love the 

look of Cyrillic script, keep a page nearby at 

all times, and study its shapes carefully. Then, 

after learning to read Russian, you see by read- 

ing it that it is a page of insults. Even if you 

attended to colors and shapes of the Cyrillic 

script as thoroughly as possible before learning 

to read it, you would still experience the page 

differently once it became intelligible to you. 

I’ve argued that gaining a disposition to 

recognize K-properties can make a difference 

to visual phenomenology, and that this differ- 

ence is accompanied by a representation of 

K-properties in visual experience. In the next 

section, I consider why it matters whether 

Thesis K is true. 

4. Some Implications of 
Thesis K 

I will conclude by discussing some implications 

of Thesis K, and of the considerations I’ve ap- 

pealed to in support of it. 

First, if Thesis K is true for reasons of the 

sort given here, then visual perception as a 

whole is at most partly informationally en- 

capsulated: which contents visual experiences 

have can be influenced by other cognitive pro- 

cessing. Even if visual experiential representa- 

tions of some properties cannot be influenced 

by what happens in other parts of the cognitive 

system, visual experiential representations of 

other properties can be. If the argument here 

is sound, our perceptual systems may include 

PERCEPTION 

modular ‘input systems’ of the sort described 

by Fodor 1983, but these systems will not be 

ones with which visual phenomenology is ex- 

clusively associated. 
Second, my case for Thesis K has proceeded 

without appealing to any specific theory of in- 

tentionality for experiences. The pine-tree ex- 

ample might be taken to suggest that one of the 

K-properties that visual experiences can repre- 

sent is the natural kind property of being a pine 

tree. Since it is widely held that any mental state 

that represents natural kind properties has con- 

tents that are externally determined, it is natural 

to ask what relation Thesis K bears to the thesis 

that some experiential contents are externally 

determined. 

Externalism about experience content is 

the view that physical duplicates can differ in 

which contents their experiences have. Since 

Thesis K is silent on what makes it the case that 

experiences represent what they do, it is clearly 

compatible with externalism about experience 

content. 
Suppose that Thesis K is made true by visual 

experience representing natural kind properties, 

such as the property of being a pine tree. And 

suppose one accepts externalism. It is open to 

someone who accepts both of these claims to 

hold that physical duplicates whose environ- 

ments differ (where only one includes pine 

trees) have the same visual phenomenology. 

This would entail that the property of having that 

visual phenomenology is not identical with the 

property of representing the property of being 

a pine tree in experience.'* But it is compatible 
with the view that that visual phenomenology 

supervenes on the contents of visual experience. 

Thesis K is also compatible with the denial 

of externalism. Even if one accepts that natural 

kind properties can be represented in visual ex- 

perience only if externalism about experience 

content holds, one need not accept such ex- 

ternalism in order to accept Thesis K, because 

Thesis K can be true even if natural kind prop- 
erties are not represented in experience. 

Consider the case discussed earlier involv- 

ing dispositions to recognize pine trees. If 

one rejects externalism but accepts that E2 in 
the example is an experience that represents 
some K-property, one has two options. First, 
one can hold (contrary to the received view) 
that the property of being a pine tree can be 
represented even by someone who was never 
in contact with pine trees. Second, one can 
hold that the K-property that comes to be rep- 
resented in E2 is not the property of being a 
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pine tree, but a more general K-property (pos- 

sibly a kind property that is not a natural kind 

property) that both pine trees and superficially 
similar trees share. 

In sum, although Thesis K is compatible with 

externalism about the contents of experience, 

it does not require it. The argument for Thesis 

K does not appeal to any theses about content- 

determination. Depending on which such theses 

one accepts, however, and depending on views 

about the exact relation between content and phe- 

nomenology, one may reach different verdicts on 

exactly what K-property would come to be rep- 

resented in the pine-tree example (assuming that 

the rest of the argument for Thesis K is accepted). 

Finally, if Thesis K is true, then it seems rea- 

sonable to expect that K-properties other than the 

property of being a pine tree (or some more gen- 

eral K-property) and semantic properties of texts 

are represented in visual experience. There are 

two routes to generalizing the conclusion beyond 

the two specific properties used as examples in 

the argument. One route is to run exactly analo- 

gous arguments for other cases in which becom- 

ing sensitive to property instances has an effect 

on overall phenomenology. The argument struc- 

ture leaves open, however, whether analogous 

considerations will always be available—and 

to that extent, the first route to generalizing the 

conclusion may turn out to be somewhat limited. 

There is, however, a second route to general- 

izing the conclusion. Thesis K has some prima 

facie plausibility. One role of the argument 

given here is to provide positive reason to think 

that at least some K-properties are represented 

in visual experience. And if some such proper- 

ties are, then it is plausible to think that others 

are as well. 
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way, many thanks to Ned Block, Alex Byrne, David 
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1. There has been much discussion recently about 
which properties in the natural world (if any) are 
the colors, and about whether any of those proper- 

ties are the same as the properties represented in 
color experiences (see essays in Byrne and Hilbert 

1997). Though hardly anyone denies that colors are 
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represented in color experience (though see Thau 
2002), some have proposed that visual experience 

represents properties easily mistaken for the colors. 

(Defenders of this last view include Shoemaker 

1994, and this volume, chap. 13.) Neither of these 

positions departs very far from the intuition that 

properties very much like colors are paradigms of 

what is presented in visual experience. 
K-properties also exclude some properties that one 
might think of as kinds, such as the property of 

being red. 
Though I have assumed here that experiences have 

contents, in the sense introduced in the text, the 

main question of the chapter can be posed without 

assuming that they do. Experience may represent 

properties, even if it consists in a relation to a per- 

ceived particular object and its property instances, 
as some disjunctivists about visual perception 

hold. (see Martin 1997). An analogous question 

would then arise: namely, which properties are 
such that their property instances can (partially) 
constitute experiences? Similarly, if experience is 

the having of sense-data, where these are sensory 

afflictions that are not assessable for accuracy, the 
analogous question is what properties sense-data 

can have. 
One might question whether there is any use of 
‘looks’ that is appropriate for this stipulation. As J. 
L. Austin 1962, p. 43, pointed out, gasoline looks 

like water. This seems to be a fact about gasoline 

that obtains independéntly of anyone’s mental 

states. (We seem to be able to make sense of the 

idea that gasoline would look just the same, even if 
there were no perceivers.) Inspired by Austin, one 

might conclude that there is no mental property we 

have while seeing, in virtue of which things look the 

way they do; and, therefore, the working definition 

offered is a non-starter, since it says that visual ex- 

perience is just such a mental property. 
The Austin-inspired point brings out that there are 

multiple uses of ‘looks.’ Even if its use in “gasoline 
looks like water’ does not tell us about any particu- 

lar perceiver’s mental state, there are other uses of 

‘looks’ that do tell us about this, as when we say ‘it 
looks to S as if there is something red and white over 

there.’ It could look this way to S even if there is 

nothing red and white over there, whereas (worries 
about fiction aside) ‘gasoline looks like water’ could 
not be true if there were no such thing as gasoline. 
This is relevant use of ‘looks.’ Since ‘looks’ has 
such a use, our working definition of visual experi- 
ence is not doomed from the start: the Austinian use 
of ‘looks’ is not the only use available. 

In there does not seem to the subject to be anything 

in her visual field, if forced to guess between cer- 

tain parameters (e.g., which way a line is oriented), 
subjects guess correctly more than half the time. For 

further discussion of perception without awareness 
see Dretske (this volume, chap. 4). 
This leaves open that visual experiences can also 
have intrinsic, non-representational features of 
some sort, where these are not themselves truth-apt, 

and are also not parts of contents. So I am not as- 
suming anything about the existence of such non- 

representational features, one way or the other. 
For discussion, see the articles in Gunther 2003. 
Even if Thesis K is true, that would not necessar- 

ily be the end of the skeptical challenge mentioned. 
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In principle, merely entertaining the skeptical could 
change the contents and phenomenology of an ex- 

perience in such a way that even if the experience 
started out representing K properties, as a result of 
entertaining the skeptical hypothesis it ceased to 
represent them. It is an open question whether en- 

tertaining the skeptical hypothesis would change 

experiences in just this way. 
For discussion, see Coltheart and Davies 2000. 

More generally, Davies, Coltheart, and colleagues 

agree with Maher 1974, 1999, that several delusions 

in addition to Capgras are beliefs, and that part of 
what makes them pathologies is an experiential 
component in response to which the subject forms 
the delusional belief. Given these assumptions, one 

task for future research is to develop and test hy- 
potheses about the nature of the experience. 

One might propose to accept (+) on the basis of the 
claim that one is justified in ascribing to oneself 
an experience that represents properties F and G if 
one has an experience that represents F and G and 
not otherwise. I’m dubious about the latter claim, 

however. 
I’ve been considering only one type of factor besides 
experience that is relevant to justification—namely, 

background beliefs. But I suspect you could make 

a similar argument using different non-experiential 
factors, such as external ones. 

A contemporary example of such a writer is Charles 
Siewert, who offers excellent descriptions of the 

phenomenon (1998, chap. 7). 
Peacocke writes: 

Once a thinker has acquired a perceptually indi- 
viduated concept, his possession of that concept can 

causally influence what contents his experiences 
possess. If this were not so, we would be unable to 

account for differences which manifestly exist. One 

such difference, for example, is that between the ex- 
perience of a perceiver completely unfamiliar with 

Cyrillic script seeing a sentence in that script and 
the experience of one who understands a language 
written in that script. These two perceivers see the 
same shapes at the same positions. . . . The experi- 

ences differ in that the second perceiver recognizes 

the symbols as of particular orthographic kinds, and 
sequences of the symbols as of particular semantic 
kinds. (1992, p. 89) 

In this passage, in addition to claiming that two 
experiences of reading Cyrillic text would differ 

phenomenally, Peacocke also seems to be making 
an argument, with the phenomenal claim as a prem- 
ise, that which concepts one possesses can causally 

influence which contents one’s experiences have. 
I’m endorsing the phenomenal premise, without en- 
dorsing the argument. 

To say that an event of sensing has an associated 
phenomenology leaves open whether there is any 
phenomenological commonality to all such events. 

This seems implausible for sensing as such, though 
perhaps more plausible within each of the modalities. 
But the demand on the denier of (1) is merely to show 
that there is an event that is not sensory and has an 
associated phenomenology, not to show that there is a 
phenomenological common element to all events, or 
to all events involving the same attitude, that are both 
cognitive and have an associated phenomenology. 

- When I discuss the strategy of denying (2), I will 
consider a version of this strategy that allows 
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cognitive phenomenology to be had by an event that 

does not involve any propositional attitudes, or con- 
tents thereof. 
One might think that recent findings about the struc- 
ture of face-recognition provides evidence for the 
existence of a non-representational feeling of famil- 
iarity. According to some neuropsychologists, the 
face-recognition system has at least two components: 
an affective component that registers when a face is 
familiar, and a semantic component devoted to rec- 
ognizing faces (see Young 1998). These elements 
seem to come apart in prosopagnosics, who have the 
same differential affective reactions as normal per- 
ceivers do to pictures of familiar famous people, on 

the one hand, and to pictures of complete strangers, 

on the other (as measured by skin conductance tests), 

but who claim not to know who any of the people 

pictured are. Even if there is a mechanism devoted 

to affect of familiarity, however, that does not show 

that there is non-representational phenomenology of 

familiarity. The structure of underlying mechanisms 

of face recognition may not be mirrored by phenom- 

enology. For us to have the phenomenology of seeing 

a familiar face, it may be that more than positive skin- 
conductance reaction is needed. (Indeed, it seems that 

more is needed, since otherwise we would expect the 
prosopagnosics’ reports to be more equivocal than 

they are, to the effect that the person pictured seems 

familiar, yet cannot be named). 

17. Contrast the case of color, where some philosophers 

argue that there are both non-representational and 
representational features of color experience: color 

properties are represented in experience, but color 

experiences also have non-representational features 
(e.g., Block 1996). 

18. For a defense of this position, see Tye 1995, 2000. 
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Self-Knowledge 
and Other Minds 

Part I of this book, and a large amount of parts II-IV, focused on the metaphysics of 

mind: what is the nature of the mind and of mental states? In recent years, there has 

been increasing attention to the epistemology of mind: how do we know about the mind 

and mental states? The epistemology of mind divides into two main topics. There is the 

problem of self-knowledge: how do we know about our own minds and mental states? 

There is also the problem of other minds: how do we know about others’ minds and 

mental states? 

The first four chapters deal with the problem of self-knowledge. Fred Dretske (chapter 

59) lays out one version of the problem by asking ‘How do you know you’re not a 

zombie?’ That is, how do you know introspectively that you have conscious mental 

states at all? The problem as Dretske sees it arises from the fact that in ordinary percep- 
tion and thought, we are aware of the objects that we are perceiving or thinking about, 

but we are not awareness of our awareness itself. (This is a version of the transparency 

thesis discussed by Tye in chapter 27.) Without this, how can we know introspective 

that we are perceiving or thinking about these things at all? Dretske canvases a few pos- 

sible solutions but is dissatisfied with all of them, and ends up wondering whether we 

really do know we are conscious at all. 

Alex Byrne (chapter 60) offers a solution to Dretske’s problem. He gives an account of 

self-knowledge that is consistent with the transparency of mental states. Byrne starts with 

an observation by Gareth Evans, that in making a self-ascription of belief one’s “eyes 

are directed outward” at the world. Byrne argues that introspection starts with awareness 

of objects and properties in the world, and then deploys special transparent “epistemic 
rules” to arrive at beliefs about our mental states. He suggests that the same framework 

can be generalized to explain our knowledge of our desires and other mental states. 
Eric Schwitzgebel (chapter 61) argues that our self-knowledge is much poorer than we 

ordinarily think. Philosophers often suggest that introspective knowledge is more secure 

than knowledge of the external world, but Schwitzgebel argues that things are reversed. 

He argues that ordinary introspection is highly unreliable. We have poor knowledge of 

our emotional lives, of our own perceptual experience, and of our thoughts. One source 

of this conclusion is that theorists often differ greatly about the extent these things: for 

example, whether there is an experience of thinking. So it is plausible that many people 

are getting this wrong. Perhaps introspection is reliable in certain narrow domains, or for 

a narrow range of thinkers, but in the ordinary case our self-knowledge is poor. 

L. A. Paul (chapter 62) argues that we often lack knowledge of our future selves, and 

this causes problems for making decisions about the future. She focuses on the case of 
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deciding whether to have children. Drawing on Jackson’s case of Mary in the black- 

and-white room (chapter 62), she argues that we cannot know in advance what it will 

be like to have children. Having a child is epistemically transformative in giving us new 

knowledge. Paul argues more strongly that having a child can be personally transfor- 

mative in changing one’s fundamental values and preferences. She argues that because 

of these transformations, it is impossible to make a fully rational decision in advance 

about these things. 

How can we know whether others have minds? In everyday life, we accept that others 

have minds like ours, and this acceptance seems unproblematic. But philosophically, it 

is not obvious how the belief in other minds is grounded. How do we know that others 

are not mindless zombies? Bertrand Russell (chapter 63) argues that our belief in other 

minds is grounded in an analogy with our own case: roughly, that others are broadly 

similar to ourselves, that we have minds, so that others have minds. This raises many 

questions (should one accept an analogy based only on a single case?), but it is far from 

obvious what the alternatives are. 

In chapter 64, Joshua Knobe and Jesse Prinz apply the methods of experimental 

philosophy to the problem of other minds. Experimental philosophy studies people’s 

philosophical judgments and intuitions, typically by asking them philosophical ques- 

tions. Knobe and Prinz asked people a range of questions about which other entities 
have minds. They focused especially on whether group entities such as a corporation 

can have mental states. Can Microsoft believe something? Can it feel pain? They found 
that people are much more willing to ascribe beliefs and desires than states like feeling 

pain or feeling depressing. They suggest that people are much less willing to ascribe 

phenomenal consciousness to group entities than they are to ascribe states without phe- 

nomenal consciousness. They conclude that the ‘folk psychology’ of other minds is less 

functionalist and less tied to behavior than often thought. 

A crucial aspect of the problem of other minds is the problem of animal minds. Do 

non-human animals have minds, and if so which, and how do we know? We have en- 

countered this problem at least twice already: T. H. Huxley (chapter 6) discussed the 

Cartesian idea that non-human animals lack minds completely, and Thomas Nagel 

(chapter 24) suggested that we can never completely know the mind of a bat. In chapter 
65, Peter Godfrey-Smith focuses on the case of the octopus. He argues that although 

octopuses are very different from humans, we can know a good deal about what it is 
like to be an octopus. 
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How Do You Know You 

Are Not a Zombie? 
Fred Dretske 

I’m not asking whether you know you are not a 

zombie. Of course you do. I’m asking how you 

know it. The answer to that question is not so 

obvious. Indeed, it is hard to see how you can 

know it. Wittgenstein 1921, 1961, p. 57, didn’t 

think he saw anything that allowed him to infer 

he saw it. The problem is more serious. There 

is nothing you are aware of, external or inter- 

nal, that tells you that, unlike a zombie, you are 

aware of it. Or, indeed, aware of anything at all. 

1. Veridical Perception 

To better understand the problem assume— 

what you probably already believe anyway— 

that when you open your eyes, in perfectly 

normal conditions, you see physical objects: 

people, trees and houses. Your awareness of 

these objects is not mediated by more direct 

awareness of mental particulars—for exam- 

ple, sense data, impressions, ideas. Watching 

your son do somersaults in the living room is 

not like watching the Olympics on television. 

Perception of your son may involve mental rep- 

resentations, but, if it does, the perception is not 

secured, as it is with objects seen on television, 

by awareness of these intermediate representa- 

tions. It is the occurrence of (appropriately situ- 

ated) representations in us, not our awareness of 

them that makes us aware of the external object 

being represented. Call this direct realism, and 

assume, for the moment, that it is true. 

In normal (that is, veridical) perception, 

then, the objects you are aware of are objective, 

mind-independent objects. They exist whether 

or not you experience them. It follows that the 

properties you experience when you perceive 

these objects, if they are properties of anything, 

are properties of mind-independent objects. 

The properties you are aware of are properties 

of—what else?—the objects you are aware of. 

The conditions and events you are conscious 

of—that is, objects having and changing their 

properties—are, therefore, completely objec- 

tive. They would be the same if you weren’t 

aware of them. Everything you are aware 

of would be the same if you were a zombie.' 

In having perceptual experience, then, nothing 

distinguishes your world, the world you experi- 

ence, from a zombie’s. This being so, what is 

it about this world that tells you that, unlike a 

zombie, you experience it? What is it you are 

aware of that indicates you are aware of it? 

Perceptual experiences (we hope) carry in- 

formation about what you are aware of but this 

is quite different from carrying the informa- 

tion that you are aware of it. It is important to 

keep this distinction—the distinction between 

the content of awareness and the awareness 

of content—in mind when thinking about how 

we know we are conscious. As Burge 1988, 

1996 and Heil 1988 argue, knowing what you 

think is easy because the content of the lower- 

order thought—that, for example, there is beer 

in the fridge—is automatically embedded in 

the higher-order thought whose content is that 

you think there is beer in the fridge. So if you 

are not a zombie, if you think (and think you 

think) at all, you don’t have to worry about how 

you know what you think. You think whatever 

you think you think, and this is so by virtue of 

the fact that what determines what you think 

you are thinking is whatever you happen to be 

thinking. Our question, though, is not a question 

about content. It is not a question about how we 

know, in the case of thought, what we are think- 

ing. It is a question about how we know we are 

thinking it—a question about the attitudinal 

aspect of thought (see Bernecker 1996, Dretske 

1995). It is a question about how one gets 

from what one thinks—that there is beer in the 

fridge—to a fact about oneself—that one thinks 

there is beer in the fridge. What you see—beer 

in the fridge—doesn’t tell you that you see it, 

and what you think—that there is beer in the 

fridge—doesn’t tell you that you think it either. 

What makes us so different from zombies are 

not the things (objects, facts, properties) we are 

aware of but our awareness of them; but this, 

our awareness of things, is not something we 

are, at least not in perceptual experience, aware 

of. So if you are, as you surely are, aware that 

you are not a zombie—aware, that is, that you 

are aware of things—what is it you are aware of 

that tells you this? 

From Brie Gertler, ed., Privileged Access: Philosophical Accounts of Self-Knowledge (Ashgate, 2003). 
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Perception, broadly construed, certainly pro- 

vides information about the self. As we move 

around there is, in vision for example, ‘self spec- 

ifying’ information (Gibson 1979). This enables 

you to see where you are going (a fact about 

yourself) without seeing yourself. There are, in 

addition, proprioceptive systems that provide 

information about the body, information about 

pressure, temperature, posture, balance, fatigue, 

position, and so on. These sources of informa- 

tion about the conscious self, however, supply 

information about the embodied self, the vehicle 

of consciousness, not information about its con- 

sciousness. Zombies, after all, have bodies too. 

They move around. They lose their balance. A 

zombie’s arms and legs, just like ours, occupy 

positions. Their muscles get fatigued (zombies 

are not exceptions to the laws of thermodynam- 

ics). So the conditions we receive information 

about in proprioception, just like the conditions 

we receive information about in exteroception, 

do not indicate that we are not zombies. These 

sources of information don’t tell us whether we 

actually perceive, whether we are conscious of, 

those conditions of the body that we receive in- 

formation about.” 
It is true that, besides seeing objects in the 

world, you see these objects from a point of 

view. There is a perspective we have on the 

world, a ‘boundary,’ if you will, between things 

we see and things we don’t see. And of the 

things we see, there are parts (surfaces) we see 

and parts (surfaces) we don’t see. This partition 

determines a point of view that changes as we 

move around. Since zombies don’t have points 

of view, it may be thought that this is our way 

of knowing we are not zombies. Although ey- 

erything we see exists in the world of a zombie, 

what doesn’t exist in the world of a zombie 

is this egocentric partition, this boundary, be- 

tween things (and surfaces) we see and things 

(and surfaces) we don’t see; and the fact that 

there is, for us, this point of view, this perspec- 

tive, is what tells us we are not zombies.? 

Points of view, perspectives, boundaries and 

horizons certainly exist in vision, but they are 

not things you see. You don’t see them for the 

same reason you don’t feel the boundaries be- 

tween objects you touch and those you don’t. 

Tactile boundaries are not tactile and visual 

boundaries are not visible. There is a difference 

between the surfaces you see and the surfaces 

you don’t see, and this difference determines 

a ‘point of view’ on the world, but you don’t 

see your point of view. That is not an additional 

object you are (visually) aware of any more 
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than tactile boundaries are additional objects 

you feel. You may, of course, be aware that 

you have a point of view just as you are aware 

that there are tactile boundaries. You may know 

(and in this sense be aware of) this fact. But 

awareness of the fact that you have a point of 

view does not tell us how you know you have 

a point of view. It merely restates (using the 

words ‘aware that’) that you know it. We still 

haven’t been told how you know it. If the things 

you see don’t tell you, what is it that makes you 

aware of the fact that you see (hear, feel, etc.) 

some things and not others? 

The fact that you can, up to a point, choose 

what you see (feel, hear) and when you see 

(feel, hear) it is of no help. Opening and closing 

your eyes makes a difference, it is true, but the 

difference it makes is not a difference in what 

you see. It’s a difference in your seeing it. You 

are, to be sure, aware of this difference, aware 

that a change takes place when you open and 

close your eyes, but this, once again, is exactly 

the piece of knowledge whose source is in ques- 

tion. How do you know you see things when 

your eyes are open but not when your eyes are 
closed? It cannot be what you see that tells you 

because what you see when your eyes are open 

(for example, the morning newspaper) doesn’t 

depend on your seeing it. The newspaper re- 

mains the same when you close your eyes. 

One must be careful here to distinguish the 

difference between two kinds of difference, the 

difference between: 

(a) feeling (seeing, hearing, etc.) x, and, 

(b) not feeling (seeing, hearing, etc.) x. 

and the difference between: 

(c) feeling x (glass, say), and, 

(d) feeling y (sandpaper, say). 

When you feel the difference between smooth 

glass and rough sandpaper, this is a difference 

you actually feel. A tactile difference. The dif- 

ference between feeling smooth glass and not 

feeling it is not a difference you feel. It is not 

a tactile difference. You can describe how you 

know that the texture of glass is different from 
the texture of sandpaper by saying you felt the 
difference. You come to know that they differ 
by actually feeling the difference. But that 
can’t be the way you know that there is a dif- 
ference between feeling glass and not feeling 
glass. That is a difference you can’t feel. So if 
you know that there is, for you, a difference 
between feeling and not feeling things—and, 
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therefore, that you, unlike a zombie, sometimes 

feel things—we still need an answer to how you 
know this. 

We are left, then, with a preliminary conclu- 

sion: there is nothing we perceive that tells us 

we are conscious. This conclusion may seem 

obvious—especially when we remember that 

it was reached by assuming perceptual realism. 

It is obvious once you think about it. But we 

have a tendency not to think about it. We have a 

tendency to suppose that merely being aware of 

objects—seeing, feeling, and smelling them— 

is, by itself, enough to make us aware of the fact 

that we are aware of them and, thus, conscious.* 

It isn’t. If you know you are not a zombie, the 

fact that you are not a zombie, the fact that you 

are actually conscious of things, is not how you 

know it. 

2. Objects We are Necessarily 
Aware of 

Yes, but not all experience is veridical. There 

are illusory experiences: hallucinations, dreams 

and after-images.° Maybe the dagger I see 

exists, and exists pretty much as I see it, in a 

zombie’s world, but the ‘dagger’ Macbeth ex- 

perienced doesn’t. He was aware of something 

that could not exist in a zombie world since if 

he were a zombie, what he experiences—that 

mental image, that ‘false creation’ —would not 

exist. Not only are there illusory experiences, 

there are bodily sensations. Each of us has, and 

each of us knows we have, headaches, itches, 

tickles, feelings of anger, fear, hunger and 

thirst. These are sensations that zombies do not 

have. Zombies might (depending on the kind of 

zombies we imagine) exhibit the symptoms of 

pain—they might groan, hold their head, and 

take aspirin—but they don’t feel pain. They 

may also, in some dispositional sense, be thirsty 

(that is, exhibit a tendency to drink after periods 
of deprivation), but they don’t feel thirsty. We 

do. And we know we do. That, surely, is how 

we know we are not zombies. 

Many will find this argument convincing. So 

did I a year ago. But I no longer think it works. 

What we are looking for, remember, is a way of 

knowing that, unlike zombies, we are conscious 

of things. The argument just given shows that 

there are things we are aware of that zombies 

are not, things we feel that zombies do not, but 

it doesn’t tell us how we know that, unlike zom- 

bies, we are actually aware of—that is, actually 

feel—these things. It may turn out that what we 
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are aware of, what we feel, when we are in pain 

or thirsty are things of a sort that also occur in 

zombies. Zombies just aren’t aware of them. 

I will be told that pains, tickles and feelings 
of thirst are—by definition, if you will—mental 

events that are necessarily conscious. Maybe a 

person can be thirsty without being aware of 

it, but an unconscious person can’t feel thirsty. 

Feelings are like pains. If you aren’t aware of 

them, they do not exist. Feelings are felt, and 

feeling x is being conscious of x.° Reid 1785 

and Shoemaker 1986 surely speak for many 

when they insist that being in pain and feeling 

pain are one and the same thing. It is just non- 

sense to talk about pains we (or zombies) are 

not aware of. If we (or they) aren’t aware of 

them they aren’t pains.’ 
Tickles and other bodily sensations are the 

same. They are mental events that we are nec- 

essarily conscious of. Anyone who has had an 

itch or a tickle has experienced something that 

can only exist in a conscious being, a being who 

is, in particular, conscious of the itch or tickle. 

That is how we—those of us who have itches 

and tickles—know we are not zombies. 

But the fact—if it is a fact, and I’m willing 

to grant that it is—that we are necessarily con- 

scious of our own pains and tickles, our own 

feelings of anger, fear, and hunger, our own im- 

agery, doesn’t help with our problem. It merely 

changes the way the problem is posed. If aware- 

ness of x doesn’t tell you that you are aware of 

X—as your awareness of trees and people doesn’t 

(see section |)—awareness of x when x is some- 

thing one is necessarily aware of isn’t going 

to tell you either. If a pain (itch, tickle, visual 

image) is an object (state, event, process*) one 

is necessarily aware of, then it certainly follows 

that if one is in pain (has an itch or a tickle), 

one is not a zombie. This, though, merely in- 

vites the question: how does one know it is pain 

(an itch, a tickle) one feels? What is it that tells 

you that what you feel in your tooth is some- 

thing you feel in your tooth, something you are 

actually aware of, and not the sort of thing that 

can occur, without being felt, in the tooth of a 

zombie? 

To understand the problem here, think about 

crocks. Crocks are, by (my) stipulative defini- 

tion, rocks that you (not just anyone, but you 

in particular) see, rocks that, you are therefore 

(visually) aware of. When you see a crock, 

then, there is something you are aware of—a 

crock (that is, a rock you see)—that could not 

exist if you were not conscious of it. There 

are no crocks in zombieland. There can’t be. 
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So when you see a crock, there is something 

you are aware of—a crock—that depends for 

its existence on your being aware of it. If you 

closed your eyes, lost consciousness, or became 

a zombie, crocks would vanish.’ To echo both 

Reid and Shoemaker: crocks and your aware- 

ness of crocks are one and the same thing. 

So if our itches and tickles—things which 

cannot exist if we are zombies—are an answer 

to our question, so are crocks. You know you 

aren’t a zombie because there are things, crocks, 

that could not exist if you were a zombie. 

It should be clear, though, that crocks are 

not an answer to our question. So neither are 

itches and tickles. The reason crocks are of no 

help is that there is nothing about a crock that 

tells you it is a crock, Crocks, after all, look 

much the same as—in fact, they are absolutely 

indistinguishable from—rocks. Saying how 

you know you are not a zombie is just a way 

of saying how you tell crocks from rocks. The 

same is true of pains (itches, tickles, etc.). If 

pains are sensations we are necessarily aware 

of (and, of course, your pains are sensations 

you are necessarily aware of), then there must 

be something else, something that isn’t pain— 

call it protopain—that has all the properties you 

are aware of when you experience pain except 

for the relational one of your being aware of 

it. Protopain is what you have left when you 

subtract your awareness of pain from pain. 

Protopain is to pain what rocks are to crocks. 

Subtract your awareness of a crock from a 

crock and you are left with a rock. Subtract your 

awareness of a pain from a pain and you are 

left with a protopain. And just as rocks, but not 

crocks, inhabit the world of a zombie, proto- 

pain, but not pain, occurs in zombies. Zombies 

might be full of protopain, prototickles, proto- 

hunger, and protoimagery. Lacking conscious- 

ness, though, they aren’t aware of them. As a 

result, these internal objects do not qualify as 

pain, tickles, hunger and imagery. Since proto- 

pain has exactly the properties you are aware of 

when you feel pain (just as rocks have the prop- 

erties you are aware of when you see a crock), 

protopains are as indistinguishable from pain as 

are rocks from crocks. So we come back to the 

question: how do you know it is pain you feel 

and not merely protopain? 

This talk of protopain (prototickles, etc.) 

may sound like a philosopher’s gimmick, but 

it is merely a way of dramatizing the differ- 

ence between the act and the object of aware- 

ness, a distinction that lies at the heart of (what 

I regard as) a plausible theory of sensation 
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(see, for example, Armstrong 1961, 1962; 

Dretske 1995; Lycan 1996; Pitcher 1971; Tye 

1995). This theory regards pain (and other 

bodily sensations) as representations of bodily 

conditions. Pain, for instance, is awareness of 

injury, stress or irritation to some part of the 

body. On this view of pain, what I am call- 

ing protopain is simply the bodily condition 

we ‘perceive,’ the physical condition we are 

made aware of, when we are in pain. Pain is our 

awareness of protopain and is, therefore, neces- 

sarily conscious in the sense that pain cannot 

occur without consciousness (of protopain). 

These bodily conditions, these protopains, these 

internal objects of awareness, however, occur 

in zombies as well as in us. Zombies just aren’t 

aware of them. They don’t feel them. Neither 

do we when under anaesthesia. 

I have had impatient people react to this argu- 

ment in the following way. Look, when I am in 

pain I cannot (like a zombie) simply be having a 

protopain since if I were, I wouldn’t be in pain. 

But I am in pain. And I know it. So ’'m not a 

zombie. 

I agree you are not a zombie. | also agree that 

you know this and know, therefore, that the pain 

you feel is genuine. It is not just protopain. But 

that has never been in dispute. The question, re- 

member, is not whether you know any of this, 

but how you know it. If there is nothing that 

distinguishes these objects of awareness, your 

pain from your protopain, except the associated 

(with pain) act of awareness, there is nothing 

you are aware of when you feel pain that tells 

you it is pain you feel and not merely proto- 

pain. That is the problem, and mere insistence 

that you know you are in pain isn’t an answer 

to how you know it. I also agree that there are 

things that exist, and you know they exist, in 

your garden—namely, crocks—that couldn’t 

exist if you were a zombie, but that doesn’t tell 

me how you know you are not a zombie. Not 

unless you can tell me how you know there are 

crocks in your garden. 

Taking a cue from the discussion above 

(where pain was identified with an awareness 

of protopain), it may be objected that my rock/ 
crock analogy misrepresents the phenomena 
of bodily sensations. It isn’t that pain stands to 
protopain as crocks stand to rocks. Pain isn’t the 
thing we are aware of when we are in pain (as 
crocks are the rocks we are aware of when we 
see a rock). A better analogy would compare 
pain not to the object of awareness, the thing we 
are aware of when we are in pain, but, rather, to 
the act of awareness. Pain is our awareness of 
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something (a bodily condition?) an awareness 

of which is the pain. On this picture of things, 

the analogy looks more like this: pain stands to 

protopain (whatever we are aware of when we 

are in pain) in the way our awareness of rocks 

stands to rocks. Just as it is easy to distinguish 

our awareness of rocks from rocks (unlike a 

crock, an awareness of a rock doesn’t look at 

all like a rock) it is easy to distinguish pains 

(awarenesses of protopain) from the protopains 

that exist in zombies. If we adopt this model, 

then, being aware of pain is awareness of some- 

thing (an awareness of protopain) that cannot 

exist in a zombie. It not only cannot exist in a 

zombie, it is easily distinguished from the pro- 

topains that might occur in zombies. Maybe 

that is how we know we are not zombies: we 

are aware of our own awarenesses of things. 

3. Awareness of Awarenesses 

If objects one is necessarily aware of (for ex- 

ample, crocks) isn’t the answer, then maybe 

objects that are themselves awarenesses (of 

other things—for example, rocks) will do the 

trick. We see things. Zombies don’t. We have 

experiences of things. Zombies don’t. These ex- 

periences occur in us. There is, therefore, some- 

thing in us that does not occur in zombies. Even 

if we are not always (and not necessarily) aware 

of these experiences, maybe we are, in intro- 

spection, sometimes aware of them. Maybe, that 

is, we are sometimes aware of our own aware- 

nesses (of external things) and thus aware of the 

very thing (or one of the very things) that dis- 

tinguishes us from zombies.'° If we are not only 
aware of rocks (that is, crocks), but, sometimes 

at least, aware of our own awareness (experi- 

ence) of rocks (the property that makes a rock 

a crock) then we would be aware of something 

(our experience of rocks) that distinguishes us 

from a zombie and (unlike a crock) is easily 

distinguished from the object (the rock) we are 

aware of at the perceptual level. If this is so, 

then one way of knowing we are not zombies is 

by such higher-level, introspective, awareness 

of our own conscious experiences. 

In one sense, a perfectly trivial sense, in- 

trospection is the answer to our question. It 

has to be. We know by introspection that we 

are not zombies, that we are aware of things 

around (and in) us. I say this is trivial because 

‘introspection’ is just a convenient word to de- 

scribe our way of knowing what is going on in 

our own mind, and anyone convinced that we 
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know—at least sometimes—what is going on 

in our Own mind and, therefore, that we have 

a mind and, therefore, that we are not zombies, 

must believe that introspection is the answer we 

are looking for. I, too, believe in introspection. 

That is because I know—or think I know—I 

have thoughts, experiences and feelings. It is 

because I know—or think I know—that I am 

not a zombie, that I am aware of things. So, if I 

really do know what I think I know, there must 

be a way I know it. That—whatever it is—is 

what we call introspection. 

This much, I say, is indisputable. I’m cer- 

tainly not disputing it. The problem I have is, 

once again, not whether we know we are not 

zombies, but how we know it, how we become 

aware of this fact. What objects, and what prop- 

erties of these objects, are we aware of that 

makes us aware of this fact? Do I know that I 

am aware of things in something like the way I 

know by perception, by ‘outer sense,’ that there 

is beer in the fridge—by seeing or feeling—or, 

if ‘seeing’ and ‘feeling’ are the wrong words 

for introspective awareness, by awareness of 
the internal experiences themselves? The way 

(or one of the ways) I find out there is beer in 

the fridge is by seeing, becoming (visually) 

aware of, the beer itself. I look in the fridge. 

I see an object—the bottle of beer—and then, 

by awareness of some of its revealing proper- 

ties (those that reveal it to be beer), I become 

aware of the fact that there is beer in the fridge. 

I have learned that bottles of beer (and, gener- 

ally speaking, only bottles of beer) look thus- 

and-so. Since there is something in the fridge 

that looks thus-and-so, I conclude (and say that 

I see) that there is beer in the fridge. If I don’t 

see the beer for myself, I become aware that 

there is beer in the fridge (this fact) by aware- 

ness of some other object (a telltale sign, a 

photograph, an eyewitness report) whose fea- 

tures and/or behavior indicate (depend on there 

being) beer in the fridge. Knowledge (aware- 

ness) of external facts always depends on (per- 

ceptual) awareness of external objects and their 

revealing properties.'! Telling someone how we 

know a fact is telling them what objects, and 

what properties of these objects, we became 
aware of that revealed this fact to us. The way 

I know that there is beer in the fridge, that gas 

is escaping, that the wine is sweet, and that the 

piano needs tuning, is by seeing, hearing, smell- 

ing and tasting the objects—typically (when the 

knowledge is direct) the beer, the gas, the wine 

and the piano—that ‘tell me’ (by their revealing 

properties or behaviour) that things are the way 
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I take them to be. It is my experience (visual, 

auditory, gustatory, olfactory) of these objects 

that ‘makes’ me aware of the facts. Is this the 

way introspection is supposed to provide an 

answer to our question? Do we become aware 

of the fact that we are aware of things, the fact 

that we are not zombies, by awareness of the 

very objects—our conscious experiences—that 

constitute consciousness? 

In asking how you know you are not a 

zombie, we have to remember that I, too, know 

you are not a zombie. I, too, am aware of this 

fact. We are both aware of the fact that you are 

conscious. But, according to the inner sense 

model of introspection now being considered, 

you have a different way of knowing this fact 

than I do. Your fact-awareness (of the fact that 

you are aware of things) is reached by a differ- 

ent method than my awareness of this same fact. 

Your awareness of this fact is reached by some 

form of inner sense, by awareness of internal 

(to you) objects. If introspection is meant to be 

an answer to our question, if it is supposed to 

tell us not only that you know you are conscious 

but how you (but not I) know it, then it must, 

in this way, embody a claim about the special 

objects you are, but I am not, aware of. If our 

awareness of the fact that you are conscious 

is not reached, in this way, by a difference in 

the objects we are aware of, then introspection 

does not represent an answer to our question. 

It doesn’t tell us how you (but not I) know this 

fact. It is merely a way of repeating, under the 

guise of a fancy label (‘introspection’ or ‘inner 

sense’), that you know it. 

I do not know about others, but I did not 

become aware of the fact that I have conscious 

experiences by an awareness of the conscious 

experiences themselves in the way I become 

aware of the fact that there is beer in the fridge 

by seeing the beer. I have experiences of beer 

bottles but not experiences of beer bottle experi- 

ences.'? I think those who suppose they are in- 

trospectively aware of their own experiences are 

simply confusing a fact they are aware of—the 

fact, namely, that they have experiences—with 

objects they are not aware of—the experi- 

ences they have. I can be made aware (of the 

fact) that I am stepping on an ant by actually 

seeing myself step on an ant (an event) but that 

is not the way I become aware that I see an ant. 

I don’t see myself see an ant. The only sense in 

which I am aware of myself seeing an ant is in 

the sense of being aware that I see an ant, but 

this, the awareness of the fact that I see an ant, 

is not my way of finding out I see an ant. It is a 
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restatement (using the words ‘aware that. . .”) of 

the fact that I know I see an ant. If one fails to 
distinguish, in this way, the facts we are aware 

of from the objects (events) we are aware of, 

one will mistakenly suppose that our undis- 

puted (by me) awareness that we experience 

things is an answer to a question about how we 

know we experience them. One will suppose, 

that is, that the way we become aware that we 

experience things is by an introspective aware- 

ness of our experience of things. This, though, 

is double dipping under the cloak of an equivo- 

cation: citing an awareness that p as one’s way 

of becoming aware that p."° 
Bill Lycan, an articulate and devoted expo- 

nent of an inner sense model of introspection, 

realizes that knowledge of internal facts (that, 

unlike zombies, we are conscious) is quite unlike 

ordinary sense perception. In seeing (becoming 

visually aware of) beer bottles, one becomes 

aware of some of their revealing properties. It 

is our awareness of these revealing properties 

that ‘tells us’ they are beer bottles. That is how 

we know they are beer bottles. But coming to 

know, by inner sense, that we have conscious 

experiences, Lycan tells us (1996, p. 29; 1997, 

p. 761), is not at all like that. Our inner sense 

does not reveal qualities of the objects (the ex- 

periences) being scanned. He tells us that these 

(first-order) experiences (of beer bottles) do not 

(like beer bottles) have ‘ecologically significant 

features’ and So our introspective ‘scanning’ of 

them does not represent them as having proper- 

ties. The knowledge (if any) we come to have 

by scanning first-order conscious experiences, 

the internal states that distinguish us from zom- 

bies, then, is acquired without a representation 

of the objects—the experiences—themselves 

we come to know about. The experiences them- 

selves are, so to speak, invisible, to the intro- 

spective scanner. We come to have knowledge 

of them (that we have them) without ever being 

made aware of them. At least we are not made 

aware of them, as we are of beer bottles, as ob- 

jects having properties that serve to identify 
them. 

This sounds right to me. It is Lycan’s way 

of acknowledging that inner sense, if it makes 

us aware of facts about ourselves (for example, 
that we have conscious experiences), does so 
without ever making us aware of the conscious 
experiences themselves. But if this is right, it is 
also, I hasten to point out, an admission that in- 
trospection, as so understood, is not an answer 
to our question about how we know we have 
conscious experiences.'4 It tells us, at best, that 
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we know we are conscious, and it provides a 

label (‘inner sense’) for how we know it, but 

it doesn’t go beyond the label and provide, as 

perception (of external objects) provides, prop- 

ertied objects of awareness that explain how 

we know it. Unlike the perception of external 

objects and their properties (our awareness of 

which reveal to us the facts we come to know 

about them), inner sense gives us no objects 

and, if we follow Lycan, no properties of these 

objects our awareness of which explains our 

knowledge (awareness) of facts about them. 

Unless an inner sense model of introspection 

specifies an object of awareness whose proper- 

ties (like the properties of beer bottles) indicate 

the facts we come to know about, an inner sense 

model of introspection does not tell us how we 

613 

know we have conscious experiences. It merely 

tells us that, somehow, we know it. This is not 

in dispute. 

We are left, then, with our original question: 
how do you know you are not a zombie? Not ev- 

eryone who is conscious knows they are. Not ev- 

eryone who is not a zombie, knows they are not. 

Infants don’t. Animals don’t. You do. Where 

did you learn this? To insist that we know it de- 

spite there being no identifiable way we know it 

is not very helpful. We can’t do epistemology 

by stamping our feet.'° Sceptical suspicions are, 

I think, rightly aroused by this result. Maybe 

our conviction that we know, in a direct and au- 

thoritative way, that we are conscious is simply 

a confusion of what we are aware of with our 

awareness of it (see Dretske forthcoming). 
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NOTES 

1. For the purposes of this paper I take zombies to 
be human-like creatures who are not conscious 
and, therefore, not conscious of anything—neither 
objects (cars, trees, people), properties (colours, 

shapes, orientations), events (an object falling off 

the table, a sunrise), or facts (that the cup fell from 

the table, that the sun is rising). 

If there are readers who doubt that such crea- 
tures are possible (and it is for this reason they 
know they are not zombies), I confess to not really 
caring whether zombies are possible or not. Talk 
of zombies is merely a stylistic tool for posing an 

epistemological question: how do we know we 
are conscious? If someone believes that zombies 
of the kind I describe are not possible, I’m inter- 

ested in how they know this. I’m also interested in 

whether they think this is how they know they are 
conscious. I doubt it. 

2. Bermtidez makes a powerful case for the claim 

that both the self-specifying information (in per- 
ception of external objects) and the information 

supplied by somatic proprioception are primitive, 
non-conceptual, forms of self-consciousness. He 

acknowledges, though, that these forms of ‘self- 
consciousness are ways of perceiving the body (the 
‘embodied self’), not ways of perceiving the psy- 

chologies aspects (for example, the consciousness) 

of the self so embodied’ (1998, p. 229). 

3. Thanks to Georges Dicker for suggesting this pos- 

sibility. He is not responsible for the way I have for- 

mulated it. 
4. Siewert 1998, pp. 19-20, 39, 172, suggests that our 

awareness of things (or failure to be aware of things) 
is what gives one first-person warrant for believing 
we are (or aren’t) aware of things. Chalmers 1996, 

pp. 196-97, agrees. Neither Siewert nor Chalmers 

tells us how a conscious experience makes one con- 

scious that one is conscious. Chalmers says that 
there is something ‘intrinsically’ epistemic about a 

conscious experience (ibid., p. 196). Maybe there 

is (though I’ve heard the same said about moral 

qualities) but our question is a question about how 
such experiences make one aware that one is having 
them. In having the experience, there need be noth- 

ing one is aware of that depends on one’s having the 

experience. So what is it that tells one that one has 
an experience? 

5. Those who are not direct realists about percep- 

tion, and thus do not share the assumption I made 

in section 1, will find hallucinations, dreams, and 
after-images particularly relevant since, for them, 
veridical perception of physical objects always in- 
volves awareness of the kind of mental intermedi- 
ary of which (according to some) we are aware in 

hallucination. Among its other targets, then, this 
section is meant to address the argument of those 
who are not direct realists, those who think that in 
perception we are always aware (directly) of mental 
particulars—items that do not occur in zombies. 
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Tye, M. Ten Problems of Consciousness (Cambridge, 

Wittgenstein, 

6. 

10. 

Mt. 

MA: MIT Press, Bradford Books, 1995). 

L. Tractatus  Logico-Philosophicus, 

D. F. Pears and B. F. McGuinness, trans., (London: 

Routledge & Kegan Paul, 1921, 1961). 

I am not here endorsing a higher-order theory of 

consciousness. The question here is not what makes 

a mental state (for example, a feeling of thirst) con- 
scious, but if (as higher-order theorists maintain) its 

being conscious consists in one’s being conscious of 

it, how one knows that the feeling is conscious (that 

is, that one is conscious of it). 

. Reid 1785, p. 20: ‘When I am pained, I cannot say 
that the pain I feel is one thing, and that my feeling 
it is another thing. They are one and the same thing, 

and cannot be disjoined, even in imagination’ (taken 

from Stubenberg 1998, fn. 144). Shoemaker 1986, 

p. 20: ‘Feeling pain and being in pain are, to repeat, 
the same thing; and the introspective knowledge that 
I am in pain is at the same time the introspective 
knowledge that I feel pain.’ 
Hereafter, in speaking of objects of awareness, 

I mean to include (as objects) events, conditions, 

situations, processes, activities, and states of af- 

fairs. An object, as I here use the term, is any spa- 
tio-temporal particular—for example, a sunset, a 
movement, a discharge, two objects standing in a 

certain relation to each other, a heat wave and so on. 

Universal properties (colours, shapes and the like) 
and facts (that so-and-so has such-and-such prop- 

erty) are not objects. 

. They would vanish in the same sense that hus- 

bands and wives would vanish if marital relations 

were banished. The men and women would still be 

there, of course; they just wouldn’t be husbands and 
wives. 

Although I speak indifferently (for the moment) of 
an awareness of x and an experience of x, there is an 

important (for our purposes) difference. S’s aware- 
ness of x is a relationship between S and x. It includes 

both S and x. It is, therefore, not wholly internal to 

S. So we wouldn’t expect S to be aware of his own 

awareness of x merely by inspecting internal affairs 
(that is, by introspection) since the targeted object of 
awareness—S’s awareness of x—is, in part, external 

to S. S can’t know he is aware of x unless he knows 

there is an x to be aware of. S’s experience of x, on 
the other hand, is wholly internal. An experience of 
X is not a relationship at all, although it is described 
in relational terms. If there is no x, we cannot de- 

scribe this internal experience as an experience of x, 
but the experience may, nonetheless, be the same (in 

all its non-relational aspects) as an experience of x. 
If there is no x, then we would have to describe the 
experience as, perhaps, an experience as of x (per- 
haps a hallucination or dream of x). So S’s experi- 
ence of x (unlike S’s awareness of x), is something 
S might become aware of by inspecting internal ob- 
jects. The experience of x, therefore, is an eligible 
object for introspective awareness. 
There may be cases where we become aware of 
some fact—that, for example, there is movement on 
the right or that it is getting cold out—without being 
made aware of any object in the ordinary sense. 
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Peripheral vision may make us aware of a movement 
on the far right without making us aware of the kind 
of properties (shape, colour, size, orientation, etc.) 
usually associated with the perception of some object. 
Knowing that it is getting cold outside by ‘feeling the 

cold’ may be a way of becoming aware of some fact 

(that it is getting cold outside) by an awareness not of 

some object (the air? one’s own body?) but, simply, 

the condition—the drop in temperature—one comes 
to know about. One feels the cold. That is how one 
knows it is getting cold. As indicated in note 8, I 
mean to include the perception of events (a drop in 
temperature, a movement on the right), conditions, 
States, etc. as instances of object perception. They are 

(unlike facts) spatiotemporal particulars. 

12. Sydney Shoemaker 1994, 1996, especially chapters 

10-12, “The Royce Lectures,” gives what I regard 
as a definitive critique of perceptual models of self- 

knowledge. I recommend his essays to anyone who 

finds my own treatment too skimpy. I can’t improve 
on Shoemaker. 

13. For more on the distinctions between awareness 
of objects, awareness of properties, and awareness 
of facts and their conceptual (not causal) indepen- 

dence, see Dretske 1999. 

14. In fairness, Lycan doesn’t offer his inner sense 
theory as a theory about how we know we have 

conscious experiences. It is, instead, a metaphysical 

theory about what makes the experiences conscious. 

15. At a reading of an early draft of this paper at a con- 

ference in Bielefeld, Germany, it was suggested 

to me by Thomas Hofweber, Thomas Grundman 

and Frank Hoffman that a reliability theory of 

Introspection 

Alex Byrne 

The word introspection need hardly be defined—it 

means, of course, the looking into our own minds 

and reporting what we there discover. 
—James, The Principles of Psychology 

‘Introspection’ is a term of art and one for which 

little use is found in the self-descriptions of untheo- 

retical people. 
—Ryle, The Concept of Mind 

1. Introduction 

I know various contingent truths about my en- 

vironment by perception. For example, by look- 

ing, I know that there is a computer before me; 

by hearing, I know that someone is talking in 
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knowledge provides a fairly straightforward answer 
to how we know we are not zombies. If we assume 

that zombies do not have beliefs, our belief that we 

are not a zombie is a reliable indication that we are 

not a zombie. We would not—indeed, could not— 

have this belief unless it was true. So the belief that 

one is not a zombie qualifies as knowledge that one 
is not a zombie. Everyone who believes they are not 
a zombie knows it. 

As a reliability theorist, I am convinced this is 

the right place to look for answers, but I’m not con- 
vinced the answer is this simple. In the first place it 
works only for belief. It won’t work if we imagine 
(as many do) zombies as creatures who are devoid 

of qualia-laden experiences (pains, tickles, visual 
experiences, thirst, etc.) but who may or may not 

have beliefs. The belief that one has conscious ex- 

periences, unlike the belief that one has beliefs, is 

not self-verifying. I am, furthermore, sceptical of 

reliability theories that identify knowledge with re- 

liably produced belief. Unless one has grounds for 

one’s belief, grounds that reliably indicate (carry 

information about) the conditions one believes 

to exist (perceptual experience constitutes such 
grounds in the case of perceptual knowledge— 

see Dretske 1981), beliefs, even if reliable, do not 

qualify as knowledge. I do not, for instance, think 
one gets (for free, as it were) knowledge of P where 
P is a physical condition necessary for life—and, 

therefore, necessary for belief and, in particular, the 

belief that P. Such beliefs can’t be false but they 
aren't, not for that reason, knowledge. Something 

more is needed. 

the corridor; by tasting, I know that the coffee 

has no sugar. I know these things because I 

have some built-in mechanisms specialized for 

detecting the state of my environment. One of 

these mechanisms, for instance, is presently 

transducing electromagnetic radiation (in a 

narrow band of wavelengths) coming from the 

computer and the desk on which it sits. How 

that mechanism works is a complicated story— 

to put it mildly—and of course much remains 

unknown. But we can at least produce more- 

or-less plausible sketches of how the mecha- 

nism can start from retinal irradiation, and go 

on to deliver knowledge of my surroundings. 

Moreover, in the sort of world we inhabit, 

Excerpted from Philosophical Topics 33:79-104, 2005. Reprinted by permission of the publisher. 
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specialized detection mechanisms that are caus- 

ally affected by the things they detect have no 

serious competition—seeing the computer by 

seeing an idea of the computer in the divine 

mind, for example, is not a feasible alternative. 

In addition to these contingent truths about 

my environment, I also know various contin- 

gent truths about my psychology. For example, 

I know that I see a computer, that I believe that 

there is someone in the corridor, that I prefer 

coffee without sugar. How do I do know these 

things? Well, unless it’s magic, I must have 

some sort of mechanism (perhaps more than 

one) for detecting my own mental states— 

something rather like my visual, auditory, and 

gustatory systems, although directed to my 

mental life. That is, I have knowledge of my 

mental life by a special kind of perception, or, 

a little more cautiously, . . . something that 

resembles perception. But unlike  sense- 

perception, it is not directed towards our current 
environment and/or our current bodily state. It 
is perception of the mental. Such ‘inner’ per- 

ception is traditionally called introspection, 

or introspective awareness. (Armstrong 1981, 
p. 60; see also Armstrong 1968, chapter 15; 

Lycan 1987, chapter 6; 1996, chapter 2; Nichols 

and Stich 2003, pp. 160-64.) 

This inner-sense theory sounds like enlightened 

common sense; as Shoemaker remarks, it ‘can 

seem a truism’ (1994, p. 223). However, it is 

not infrequently taken to be a crass mistake. ! 

The main point of this paper is that the propo- 

nents and opponents of the inner-sense theory 

should split the difference. There is a mecha- 

nism for detecting one’s mental states but—as 

will be explained later—in an important respect 

it does not ‘resemble perception.’ 

The positive account will come at the end. 

The next section notes two features of self- 

knowledge that any theory should explain. 

2. Privileged and Peculiar 
Access 

Self-knowledge is often contrasted with knowl- 

edge of the mental states of others in the follow- 

ing two ways. First, knowledge of one’s mental 

states is privileged in comparison to knowledge 

of others’ minds. Roughly; beliefs about one’s 

mental states acquired through the usual route 

are more likely to amount to knowledge than 

beliefs about others’ mental states (and, more 

generally, beliefs about one’s environment). At 

any rate, knowledge of one’s own mental state 
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is more likely when the state is neither factive 

nor object-entailing. One may well falsely be- 

lieve that the cat is indoors; hence one may well 

falsely believe that one knows that the cat is in- 

doors or sees that the cat is indoors. Similarly, 

one may well falsely believe that one sees the 

cat. But it is harder to err in believing that one 

believes that the cat is indoors, or that it looks to 

one that the cat is indoors. 
To say that we have privileged access is 

not to say that beliefs about one’s present 

mental states always amount to knowledge. 

Such beliefs need not even be true. One can 

falsely believe that one is angry that one wants 

a beer, that one believes that one is happy, 

for example. More controversially, one can 

even falsely believe that it looks to one that 

something is red, or that one has a headache. 

Nonetheless, although error may always be a 

possibility in a typical situation it is easier to 

be right about one’s (non-factive, non-object- 

entailing) mental states (that one believes that 

the cat is indoors, say) than about the mental 

states of another (that Fred believes that the cat 

is indoors), or the corresponding tract of one’s 

environment (that the cat is indoors).? 

Second, knowledge of one’s mental states 

is peculiar in comparison to one’s knowledge 

of others’ minds. One has a special method or 

way of knowing that one believes that the cat is 

indoors, that one sees the cat, that one intends 

to put the cat out, and so on, which one cannot 

use to discover that someone else is in the same 
mental state. 

Our access to others’ minds is importantly 

similar to our access to the nonpsychological as- 

pects of our environment: one can come to know 

that the cat is indoors by seeing that it is, and one 

can likewise come to know that the cat wants to 

be fed and that Fred wants the sushi deluxe. Our 

peculiar access to our own minds is not like this: 

one can come to know that one wants the sushi 

deluxe without observing oneself at all. 

Privileged and peculiar access can come 

apart.’ Behaviorists typically hold that one has 
access to one’s own mind in the same way that 

one has access to others’ minds—by observing 

behavior. Yet a behaviorist might well agree 

that one has privileged access to one’s own 
mind, simply because one is typically much 
better positioned than others to observe one’s 
behavior.* 

Thus Ryle: 

The superiority of the speaker’s knowledge of 
what he is doing over that of the listener does not 
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indicate that he has Privileged Access to facts 

of a type inevitably inaccessible to the listener, 
but only that he is in a very good position to 

know what the listener is in a very poor position 
to know. The turns taken by a man’s conversa- 
tion do not startle or perplex his wife as much as 
they had surprised and puzzled his fiancée, nor 
do close colleagues have to explain themselves 
to each other as much as they have to explain 

themselves to their new pupils. (1949, p. 171)° 

Conversely imagine a proponent of inner sense 

who holds that one’s ‘inner eye’ is very unreli- 

able by comparison with one’s outer eyes. The 

psychologist Karl Lashley likened introspection 

to astigmatic vision, claiming that ‘[t]he sub- 

jective view is a partial and distorted analysis’ 

(1923, p. 338).° On this account, we have pecu- 

liar but underprivileged access. 

The inner-sense theory does offer a nice ex- 

planation of peculiar access: for obvious ar- 

chitectural reasons, the (presumably neural) 

mechanism of inner sense is only sensitive to 

the subject’s own mental states. In exactly the 

same style, our faculty of proprioception ex- 

plains the ‘peculiar access’ we have to the posi- 

tion of our own limbs. 

Self-knowledge is a large topic. To keep 

things manageable, the focus—following 

the philosophers discussed in the next three 

sections—will be on knowledge of one’s beliefs. 

The final section briefly widens the view. 

3. Self-Knowledge as 
Self-Constitution 

This section reinforces the initial suspicion that 

the inner-sense theory must be right through an 

examination of a notable recent alternative, pre- 

sented in Moran’s subtle and original Authority 

and Estrangement’ A main theme of that book 

is that the problem of self-knowledge is mis- 

leadingly conceived as one of ‘epistemic access 

(whether quasi-perceptual or not) to a special 

realm’ (Moran 2001, p. 32). In that respect, 

self-knowledge is unlike mathematical knowl- 

edge, knowledge of others’ minds, knowledge 

of the past, and so on. The problem is as much 

one of moral psychology as it is of epistemol- 

ogy: we must think of ‘[t]he special features 

of first-person access. . .in terms of the special 

responsibilities the person has in virtue of the 

mental life in question being his own’ (p. 32). 

Moran’s account gives a central role to the 

‘transparent’ nature of belief, as expressed in 

the following well-known passage from Evans: 
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[I]Jn making a self-ascription of belief, one’s 

eyes are, so to speak, or occasionally literally, 

directed outward—upon the world. If someone 
asks me “Do you think there is going to be a 

third world war?’ I must attend, in answering 
him, to precisely the same outward phenom- 
ena as I would attend to if I were answering 
the question ‘Will there be a third world war?’ 
(Evans 1982, p. 225)8 

Moran first formulates Evans’s observation as a 

‘claim of transparency’: 

With respect to the attitude of belief, the claim 

of transparency tells us that the first-person 

question ‘Do I believe P?’ is ‘transparent’ to, 

answered in the same way as, the outward- 

directed question as to the truth of P itself. 
(Moran 2001, p. 66) 

However, as Moran notes, sometimes the ques- 

tion ‘Do I believe P?’ is not transparent in this 

way, for instance in ‘various familiar therapeu- 

tic contexts’ (85). So the correct formulation of 

Evans’s observation is that one can typically 

answer the question “Do I believe P?’ simply 

by considering whether P is true. In Moran’s 

terminology, an answer to the question ‘Do I 

believe P?’ typically obeys the “Transparency 

Condition’: 

A statement of one’s belief about X is said to 
obey the Transparency Condition when the 

statement is made by consideration of the facts 

about X itself, and not by either an ‘inward 

glance’ or by observation of one’s own behavy- 
ior. (p. 101) 

The qualifications about no ‘inward glance,’ or 

observation of one’s behavior, can be glossed 

as follows. Concluding that P is true is suffi- 

cient for one justifiably to claim that one be- 

lieves P: no additional evidence—a fortiori 

evidence about oneself—is required. 

According to Moran, transparency shows 

that arriving at self-knowledge (specifically, 

knowledge of one’s beliefs) is not accu- 

rately viewed as a process of self-discovery, 

but rather as a process of self-constitution. 

Coming to know whether one believes P is 

not a matter of taking a ‘theoretical’ or disin- 

terested stance toward oneself, of the sort one 

adopts toward another person when his beliefs 

are the subject matter of inquiry. Rather, it is 

a matter of ‘making up one’s mind’ as to the 

truth of P. Further, transparency explains ‘the 

special features of first-person knowledge 

(roughly . . . the immediacy, authority, and 

special relation to rationality of ordinary self- 

knowledge)’ (Moran 2003, p. 410). 
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Moran’s argument from transparency to the 

self-constitution thesis makes use of a distinc- 

tion between ‘theoretical’ and ‘practical or de- 

liberative’ questions: 

a theoretical question about oneself . . . is one 

that is answered by a discovery of the fact of 

which one was ignorant, whereas a practi- 

cal or deliberative question is answered by a 
decision or commitment of some sort and it is 
not a response to ignorance of some anteced- 
ent fact about oneself. (Moran 2001, p. 58, my 

emphasis) 

And: 

a ‘deliberative’ question about one’s state of 

mind .. . [is] a question that is answered by 

making up one’s mind, one way or the other, 

coming to some resolution. (Moran 2003, 

p. 404, my emphasis) 

For example, distinguish two sorts of situations 

in which one might ask the question “What will 

I wear?’ (see Moran 2001, p. 56; cf. Anscombe 

1963, section 2). First, one is preparing to get 

dressed for the annual philosophy department 

party. Second, one has just been sentenced to 

five years for embezzling the philosophy de- 

partment funds, and has yet to be issued with 

standard prison clothing. In the first case, the 

question calls for a decision: one considers the 
sartorial pros and cons, and selects the purple 

tie. In the second case, the question is answered 

by a discovery: the judge announces that pris- 

oners in Massachusetts wear orange jumpsuits. 

As this example shows, the distinction is 

not strictly speaking one between questions— 

ignoring temporal complications, it is the same 

question both times—but rather between ways 

of answering questions. And, indeed, Moran 

later writes of answering a question in ‘delib- 

erative or theoretical spirit,’ taking a ‘delibera- 

tive or theoretical stance’ to a question, and so 

forth.? When one answers a question ‘Am I F?’ 

in a deliberative spirit, one engages in practi- 

cal or theoretical reasoning whose outcome (a 

belief in the theoretical case, an action/intention 

in the practical case) determines either that one 

is F, or that one is not F. That is, the outcome of 

one’s reasoning determines the answer. When 

one answers a question ‘Am I F?’ in a theo- 

retical spirit, one engages in theoretical reason- 

ing whose outcome is simply to uncover the 

answer, not to determine it. 
The distinction applies to questions like ‘Do 

I believe P?’ One might address this question 

in a theoretical spirit, treating it ‘as a more 

or less purely psychological question about 
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a certain person, as one may enquire into the 

beliefs of someone else’ (Moran 2001, p. 67). 

Alternatively, one might address this question 

in a deliberative spirit, as a matter of making 

up one’s mind about P. Take, for example, the 

question ‘Do I believe Alice is a threat to my 

career?’ as asked by her colleague Bert. After 

looking back over his behavior toward Alice— 

anonymously rejecting one of Alice’s papers 

that criticizes Bert’s pet theory, etc., etc.— 

Bert might conclude that he has this belief. 

Alternatively, Bert might address the question 

in a deliberative spirit, and investigate whether 

Alice really is a threat to Bert’s career. Perhaps 

the result of the investigation is that Alice 

is harmless, and Bert thereby concludes that 

he believes that Alice is not a threat. We can 

imagine Bert addressing the question in both 

a deliberative and theoretical spirit, raising the 

uncomfortable possibility of discovering that he 

has inconsistent beliefs.'° 
Here is how Moran links the ‘deliberative/ 

theoretical’ distinction with transparency: 

With respect to belief, the claim of transparency 
is that from within the first-person perspective, I 
treat the question of my belief about P as equiv- 
alent to the question of the truth of P. What I 
think we can see now is that the basis for this 
equivalence hinges on the role of deliberative 

considerations about one’s attitudes. For what 
the ‘logical’ claim of transparency requires is 
the deferral of the theoretical question ‘What do 
I believe?’ to the deliberative question ‘What 

am I to believe?’ And in the case of the attitude 
of belief, answering a deliberative question is a 
matter of determining what is true. 

When we unpack the idea in this way, we 
see that the vehicle of transparency in each case 
lies in the requirement that I address myself to 
the question of my state of mind in a delibera- 
tive spirit, deciding and declaring myself on the 
matter, and not confront the question as a purely 
psychological one about the beliefs of someone 
who happens also to be me. (p. 63) 

Suppose I ask myself ‘Do I believe P?’ and that 

I answer ‘I believe P’ by determining that P 

is true. Then, according to Moran, I have an- 

swered this question by ‘a decision or commit- 
ment of some sort,’ and not ‘by a discovery of 

the fact of which I was ignorant.’ Transparency 
shows, in other words, that knowledge that 
one believes P, when arrived at by consider- 
ing whether P is true, is a matter of ‘making up 
one’s mind’ that P is true. 

However, Moran’s conclusion is overdrawn. 
It is true that often one answers the question 
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‘Do I believe P?’ in a deliberative spirit. It is 

natural to imagine this happening with Evans’s 

question ‘Do you think there is going to be a 

third world war?’ One has not previously con- 

sidered the likelihood of a third world war; 

one studies the relevant geopolitical facts, and 

makes up one’s mind. But, precisely because 

it suggests this sort of context, in this respect 

Evans’s example is misleading. Consider the 

question ‘Do I believe that I live in Cambridge, 

Massachusetts?’ or ‘Do I believe that Moran 

is the author of Authority and Estrangement?’ 

These questions can be answered transparently, 

by considering the relevant facts of location 

and authorship, but I do not need to make up 

my mind.'' On the contrary, it is already made 

up. I have believed for some time that I live 

in Cambridge, and that Moran is the author of 

Authority and Estrangement I can know that I 

believe I live in Cambridge, for example, by re- 

membering the nonpsychological fact that I live 

in Cambridge. 

So transparency does not show that knowl- 

edge of one’s beliefs is in general a matter of 

making up one’s mind. And there are further 

reasons to be suspicious of any tight connec- 

tion between transparency and the thesis that 

self-knowledge involves _ self-constitution. 

Moran concentrates almost exclusively on 

the transparency of belief, but perception pro- 

vides other examples (as noted in Evans 1982, 

pp. 224-25; see also Dretske 1995, 2003). One 

can know that one sees the cat by an ‘outward 

look’ at the cat. One determines that the cat 

is there, and concludes that one sees the cat. 

However, seeing the cat is not in any sense a 

matter of making up one’s mind, or ‘coming to 

some resolution’—one can see the cat without 

having any beliefs about it. When one comes 

to know that one sees the cat by looking at the 

cat, one has simply discovered ‘some anteced- 

ent fact about oneself.’ 
Although the significance of Moran’s special 

cases should not be overlooked, self-knowledge 

of mental states in general (or even of beliefs 

in particular), with its distinctive features of 
privileged and peculiar access, cannot possi- 

bly be explained in terms of ‘self-constitution.’ 
Moran’s emphasis on transparency is quite an- 

other matter, however, and much will be made 

of that later.’ 
... But there is another way in which self- 

knowledge might involve reasoning without 

the perception of anything mental. Recall the 

quotation from Evans about belief and trans- 

parency (section 3). One apparently finds out 
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that one believes that it’s raining by determin- 

ing that it’s raining: knowledge that one has 

this belief, insofar as it rests on perceptual 

evidence at all, rests on perceptual evidence 

about the weather, not on perceptual evidence 

of one’s behavior or anything mental. That is, 

one reasons from the evidence that it’s rain- 

ing, to the conclusion that one believes that 

it’s raining. If this procedure can yield self- 

knowledge, and if it involves the (causal) de- 

tection of the belief that it’s raining, then this 

would be an instance of the ‘broad perceptual 

model’ without being either Ryleanism or the 

inner-sense theory. 

And although we haven’t yet found a com- 

pelling reason to reject the inner-sense theory, 

there is a reason for pursuing an alternative. As 

noted in section 2, the inner-sense theory neatly 

explains peculiar access. But it does not explain 

privileged access. In fact, it leaves it something 

of a mystery. Why is inner sense less prone to 

error than the outer senses? (Recall Lashley’s 

astigmatic inner eye.) And why is there not (or, 

at any rate, not obviously) an actual psychologi- 

cal condition that approximates Shoemaker’s 

‘self-blindness’? 

7. Transparent Rules 

The account to follow appeals to the notion of 

following a rule, specifically an epistemic rule. 

This apparatus of epistemic rules needs to be 

explained first. 

7.1. Epistemic Rules 

Holmes’s reasoning to the conclusion that 

Mr. White killed Mr. Orange is complex, and 

his methods resist easy summary. Presumably 

Holmes’s reasoning is somehow  rule- 

governed, but it is not clear how to identify 

the rules. On the other hand, some reason- 

ing is considerably simpler. For example, 

Mrs. Hudson might hear the doorbell ring, 

and conclude that there is someone at the 

door. By hearing that the doorbell is ringing, 

Mrs. Hudson knows that the doorbell is ring- 

ing; by reasoning, she knows that there is 

someone at the door. 

It is natural to say that Mrs. Hudson acquires 

knowledge of her visitors by following a simple 

recipe or rule. If we say that an epistemic rule is 

a conditional of the following form: 

R If conditions C obtain, believe that p'* 
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then the epistemic rule that Mrs. Hudson fol- 

lows 1s: 

DoorBELL If the doorbell rings, believe that 

there is someone at the door!* 

What does it mean to say that Mrs. Hudson 

follows this rule on a particular occasion? For 

present purposes this semi-stipulative answer 

will suffice: Mrs. Hudson believes that there 

is someone at the door because she recognizes 

that the doorbell is ringing. The ‘because’ is 

intended to mark the kind of reason-giving 

causal connection that is often discussed under 

the rubric of ‘the basing relation’. Mrs. Hudson 

might recognize that the doorbell is ringing, 

and believe that there is someone at the door 

for some other reason; in this case, she does not 

form her belief because she recognizes that the 

doorbell is ringing. 

So S follows the rule R (‘If conditions C 

obtain, believe that p’) on a particular occasion 

if on that occasion: 

(i) S believes that p because she recognizes 

that conditions C obtain which implies: 

(11) S recognizes (hence knows) that condi- 

tions C obtain 

(iii) conditions C obtain 

(iv) S believes that p 

Following DoorRBELL tends to produce knowl- 

edge about one’s visitors (or so we may 

suppose), and hence it is a good rule. Following 

bad rules tends to produce false and unjustified 

beliefs, for example: 

News If the Weekly World News reports that 

D, believe that p 

NEws is also an example of a schematic rule. 

One follows a schematic rule just in case one 

follows a rule that is an instance of the sche- 

matic rule; a schematic rule is good to the 

extent that its instances are. 

If the antecedent conditions C of an epistemic 

rule R are not specified in terms of the rule fol- 

lower’s mental states, R is neutral A schematic 

rule is neutral just in case some of its instances 

are. Thus, the claim that S can follow a neutral 

rule does not presuppose that S has the capacity 

for self-knowledge. DooRBELL and NEws are 

neutral rules; ‘If you intend to go swimming, 

believe that you will get wet’ is not.!® 
Self-knowledge is our topic, not skepticism: 

knowledge of one’s environment (including 

others’ actions and mental states) and reason- 

ing (specifically, rule-following of the kind 
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just sketched) can be taken for granted. So, in 

the present context, it is not in dispute that we 

follow neutral rules, including neutral rules 

with mentalistic fillings for ‘p,’ like ‘If S has a 

rash, believe that S feels itchy’; neither is it in 

dispute that some neutral rules are good rules. 

Moran’s ‘claim of transparency’ (section 3) 

can be recast using the apparatus of epistemic 

rules as follows. Knowledge of one’s beliefs 

may be obtained by following the neutral sche- 

matic rule: 

BEL If p, believe that you believe that p 

Since the antecedent of BEL expresses the con- 

tent of the mental state that the rule-follower 

ends up believing she is in, BEL can be called a 

transparent rule. 

7.2. The Puzzle of Transparency 

But how can following BEL lead to self- 

knowledge? In his contribution to a symposium 

on Authority and Estrangement, Moran acutely 

observes that there is a puzzle here: 

the claim of Transparency is something of a 
paradox: how can a question referring to a 
matter of empirical psychological feet about a 
particular person be legitimately answered with- 

out appeal to the evidence about that person, but 

rather by appeal to a quite independent body of 
evidence? (2003, p. 413) 

This puzzle of transparency can be expressed in 

the terminology of epistemic rules as follows. 

Apparently, knowledge of what one believes is 

often the result of following the neutral sche- 

matic rule BEL, yet surely this is a bad rule: that 

p is the case does not even make it likely that 

one believes that it is the case.!® 
However, recall the ‘rule of necessitation’ in 

modal logic. According this rule of inference, 

if a sentence ‘p’ is a line of a proof, one may 

write down the necessitation of ‘p,’ ‘L]p,’ as a 

subsequent line. Artificially forcing this into a 

format similar to that of ‘epistemic rules,’ the 
rule of necessitation becomes: 

Nec if ‘p’ is a line, you may write ‘L]p’ as a 

subsequent line 

NEC, it seems, does not preserve truth, and so— 

in an extended sense—is a ‘bad’ rule. It doesn’t 
follow from the fact that the cat is indoors that 
necessarily the cat is indoors. The cat’s being 
indoors doesn’t even make it likely that this 
state of affairs could not have been otherwise. 

But, of course, the rule of necessitation 
is not a bad rule. In fact, it’s a necessarily 
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truth-preserving rule. The reason is that— 

assuming that the only initial premises of a 

proof are axioms—whenever one is in a posi- 

tion to follow the rule by writing down ‘Lp’ 

‘p is anecessary truth. The axioms of a system 

of modal logic are themselves necessary truths, 

and whatever follows from them by the other 

rules are also necessary truths. So whenever one 

is in circumstances in which the rule applies-— 

whenever, that is, one is confronted with a proof 

whose initial premises are axioms—every line 

of the proof is a necessary truth. If the allowable 

substituends for ‘p’ include sentences about the 

location of cats, then the rule of necessitation is 

a bad rule. But if (as intended) it is kept within 

the confines of modal logic, the rule is perfectly 

good. 

Having noticed this, it is a short step to no- 

ticing that something analogous holds for BEL. 

One is only in a position to follow BEL by be- 

lieving that one believes that p when one has 

recognized that p. And recognizing that p is 

(inter alia) coming to believe that p.'’ BEL is 
self-verifying in this sense: if it is followed, the 

resulting second-order belief is true. Compare a 

third-person version of BEL: 

BEL-3 If p, believe that Fred believes that p 

BEL-3 is of course not self-verifying: the 

result of following it maybe (indeed, is very 

likely to be) a false belief about Fred’s beliefs. 

Given that we follow rules like DooRBELL, 

it should not be in dispute that we can follow 

BEL. Given the plausibility of Evans’s observa- 

tion about the procedure we actually follow, it 

should not be in dispute that we do follow BEL. 

The puzzle of transparency is solved by noting 

that BEL is self-verifying; since the goodness 

of rules like DooRBELL can be assumed, it 

should not be in dispute that following BEL will 

often produce knowledge of what one believes. 

BEL offers an obvious explanation of peculiar 

access: as just noted, BEL-3 is a very bad rule 

indeed. But, if BEL is to be the whole story, 

privileged access must also be explained. At a 

minimum, we need to show that BEL is signifi- 

cantly better—more knowledge-conducive— 

than rules whose consequents concern others’ 

mental states. 

7.3. Privileged Access Explained 

Since following a rule like DooRBELL will de- 

liver beliefs that are about as likely to amount to 

knowledge as our beliefs about others’ mental 

states, for simplicity DOORBELL can go proxy 
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for a good rule whose consequent concerns 

others’ mental states. In what ways is BEL 

better than DOORBELL? 

One immediate advantage of BEL over 

DoorBELL is that the former but not the latter is 

self-verifying. Suppose one follows DoorBELL, 

and so knows that the doorbell is ringing and 

believes that there is someone at the door. 

One’s belief that there is someone at the door is 

probably true, but it may be false. Suppose one 

also follows BEL: in particular, one recognizes 

that the doorbell is ringing and thereby believes 

that one believes that the doorbell is ringing. 

Because BEL is self-verifying, the truth of one’s 

second-order belief is guaranteed. 

Suppose there is someone at the door, and 

so the belief produced by following DOORBELL 

is true—how likely is it to be knowledge? 

Following Sosa (1999) and Williamson (2001, 

chapter 5), say that one’s belief that p is safe 

just in case one’s belief could not easily have 

been false.'* Safety is a plausible necessary 
condition for knowledge; absent countervail- 

ing considerations (such as having excellent but 

misleading evidence that not-p), safety can be 

used as a rough-and-ready diagnostic tool for 

the presence of knowledge where the proposi- 

tion in question is contingent. Could one easily 

have been wrong about the presence of a visi- 

tor? The ways in which one could have falsely 

believed that there is someone at the door can 

be classified into three types: 

Type I: not-p, and one falsely believes that 

conditions C obtain, thereby believing that p. 

Perhaps the sound made by a passing ice cream 
truck might have been mistaken for the ringing 
of the doorbell, leading to the false belief that 
there is someone at the door. 

Type II: not-p, and one truly believes that 

conditions C obtain, thereby believing that. 
Perhaps a wiring defect might have caused the 
doorbell to ring, leading to the false belief that 

there is someone at the door. 
Type III: not-p, and one believes that p, but 

not because one knows or believes that condi- 
tions C obtain. Perhaps too much coffee might 
have lead one to believe that there is someone 

at the door, even if the stoop had been deserted. 

By hypothesis, there is someone at the door. 

Also by hypothesis, one follows DOORBELL, 

which entails one knows that the doorbell is 

ringing. Hence one could not easily have been 

wrong about that, and so Type I errors are 

remote possibilities. And, given certain assump- 

tions that will obtain in many realistic cases (the 

doorbell has no wiring defects, the coffee is not 
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that psychoactive, etc.), Type II and Type III 

errors are also remote possibilities and could 

not easily have happened. However, in other 

realistic cases these errors are nearby possi- 

bilities, and hence one’s true belief that there 

is someone at the door will not be knowledge. 

Consider now the belief that one believes 

that there is someone at the door; could one 

easily have been wrong? It is not possible to 

make a Type I error: one cannot falsely believe 

that the doorbell is ringing without believing 

that the doorbell is ringing. Type II errors are 

likewise ruled out: one cannot truly believe that 

the doorbell is ringing without believing that 

the doorbell is ringing. 
If one follows BEL, only Type III errors are 

a threat to one’s knowledge: perhaps too much 

coffee would have lead one to believe that one 

believes that the doorbell is ringing, even if 

one had not believed that the doorbell is ring- 

ing. With the modest assumption that Type III 

errors are equally likely when following BEL 

as when following DoorRBELL, the true beliefs 

produced by following BEL are more likely to 

amount to knowledge than the true beliefs pro- 
duced by following DoorBELL.'” 

Sometimes one will not succeed in follow- 

ing DOORBELL because one believes but does 

not know that the doorbell is ringing (maybe a 

passing ice cream truck induces a false belief). 

Say that S tries to follow rule R if S believes 

that p because S believes that conditions C 

obtain. That S follows R entails that she tries 

to follow R, but not conversely. If one tries to 

follow DooRBELL but does not succeed, then 

one will not know that there is someone at the 

door; if one’s belief about a visitor is true, that 

is just an accident. The visitor could have easily 
been delayed, with the truck passing as it actu- 

ally did, in which case one would have falsely 

believed that there is someone at the door. That 

is, a Type I error is a nearby possibility. 

Sometimes one will not succeed in follow- 
ing BEL either: one will merely try to follow 

it, and believe but not know that the doorbell is 

ringing. But one’s second order belief that one 

believes that the doorbell is ringing will be true. 

As before, Type I and II errors are not possi- 

ble. Hence this situation will be commonplace: 

trying to follow BEL, one investigates whether 

p, mistakenly concludes that p, and thereby 

comes to know that one believes that p. (In these 

cases, one will know that one believes that p on 

the basis of no evidence at all.) 

BEL, then, has considerable epistemic vir- 

tues, but it is important to not overstate them. 

SELF-KNOWLEDGE AND OTHER MINDS 

Consider the following quotation from Evans 

(continuing the quotation given in section 3 

above): 

I get myself in a position to answer the question 
whether I believe that p by putting into opera- 

tion whatever procedure I have for answering 
the question whether p. . . If a judging subject 
applies this procedure, then necessarily he will 
gain knowledge of one of his own mental states: 
even the most determined sceptic cannot find 
here a gap in which to insert his knife. (Evans 
1982, p. 225) 

This passage can be read as suggesting that (a) 

the ability to investigate whether p brings with 

it the ability to find out whether one believes 

that p (assuming one has the concept of belief), 

and that (b) following BEL cannot fail to pro- 

duce knowledge of one’s beliefs. 

Whether or not this is Evans’s view, on the 

present account it is incorrect.*? There is no 
guarantee that one can follow (or try to follow) 

BEL, no matter how talented one is at gaining 

knowledge of cats, doorbells, other minds, and 

so on. Neither is there any guarantee that the 

beliefs produced by following (or trying to 

follow) BEL will amount to knowledge. 

However, as a contingent matter, trying to 

follow BEL will usually produce knowledge of 

what one believes. Venturing out on a limb—of 

course the matter requires more discussion— 

we may tentatively conclude that privileged 

access 1s thereby explained. 

7.4. Shoemaker’s Insights Validated 

The hypothesis that privileged and peculiar 

access is explained by our following (or trying 

to follow) BEL is a version of Shoemaker’s 

‘broad perceptual model.’ Suppose someone 

follows an instance of BEL, and thereby be- 

lieves that she believes that it’s raining. She 

looks out of the window, say, and sees that it’s 

raining. A causal transition between mental 

states occurs, as it does when one believes 

that there is someone at the door because one 

has recognized that the doorbell is ringing. 

The subject believes (knows) that it’s raining, 
which causes her to believe that she believes 
that it’s raining. Thus, there is an appropriate 
causal mechanism. Further, the state detected 
is independent of its detection. The subject 
might not have followed BEL, in which case 
the first-order belief would have been present 
without the second-order belief. What’s more 
(we may fairly suppose), someone might be- 
lieve that it’s raining, possess the concept of 
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belief, and yet not even have the capacity to 

follow BEL. 

Yet the account is not a version of the inner- 

sense theory. It is economical, like behavior- 

ism. Taking the capacity to follow good neutral 

rules for granted, knowledge of what one be- 

lieves comes along more-or-less for free. Since 

this capacity belongs to the department of rea- 

soning, not perceiving, Shoemaker’s idea that 

the source of self-knowledge can be traced to 

‘rationality’ is vindicated, albeit not via his pre- 

ferred route. 

8. Beyond Belief? 

It is often pointed out the phenomenon of trans- 

parency is quite limited.*! It covers belief and 

perception, but what about, to take the obvious 

example, knowledge of one’s wants or desires? 

I come to know that I believe that I have a beer 

by looking outward and discovering a beer in 

my hand. One does not typically come to know 

that one wants a beer by the same procedure. 

Typically, when I want a beer, that is because I 

don’t have one. And I often have privileged and 

peculiar access, when in such a beerless condi- 

tion, to the fact that I want a beer. So some other 

account is required to explain one’s knowledge 

of one’s desires, to say nothing of wishes, 

hopes, fears, expectations, thoughts, intentions, 

imaginings, and the rest.” 
So far, none of this is an objection to the 

account of the previous section, just some 

observations that highlight the limitations 

of the approach. But there is an impending 

problem—the puzzle of opacity. Suppose that 

the epistemology of nontransparent states is 

extravagant, and hence that self-knowledge of 

wants, hopes, intentions, and so forth cannot be 

explained in terms of our ability to follow neu- 

tral rules. In short: a faculty of introspection 

is needed. Then the puzzle is this: why isn’t 

inner sense ever operative in the case of trans- 

parent mental states? Why is the epistemology 

of these states always (apparently) of the trans- 

parent and economical sort? 
Perhaps the puzzle of opacity can be solved, 

consistently with an extravagant epistemology 

of nontransparent mental states. But a two- 

tiered account of self-knowledge—economical 

in the case of transparent mental states, extrava- 

gant in the case of the rest—is not an entirely 

comfortable position. This at least motivates an 

exploration of whether extravagance is really 

needed. 
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Let us briefly consider desire. There are de- 

sires and desires: likes, wants, preferences, 

cravings, lusts, wishes, and so on. A first- 

person epistemology for all members of this 

heterogeneous category will not be attempted 

here. Instead, as a tractable example, take the 

preference for one of a range of options. I have 

neither beer nor wine, and am offered one or the 

other. Here is the beer, the culmination of cen- 

turies of Belgian brewing tradition. There is the 
wine, the product of my host’s home winemak- 

ing hobby. I prefer the beer to the wine. How 

do I know that? 

As just noted, clearly transparency does not 

apply here—I do not (usually) find out that I 

prefer the beer by finding out that I am holding 

a glass of the stuff. However, often my eyes are 

still “directed outward—upon the world.’ I can 

investigate my preferences by attending to the 

beer and the wine, and their relative merits (and 

perhaps to the host as well, in particular her ten- 

dency to take offense). I conclude that the beer 

wins over the wine, and thereby conclude that 

I prefer the beer. The relevant (neutral) rule is 

roughly this: 

Des If wing is a better option than ying, believe 
that you prefer to y than to 7 

DEs is 2 neutral rule, so the capacity to follow 

it does not presuppose the capacity for self- 

knowledge. But is DEs a good rule? One’s pref- 

erences tend to line up with one’s beliefs about 

the merits of the options: if one believes that 

wing is a better option than ying, one typically 

prefers to w than to x. On the face of it, DEs is 

a good rule; moreover, it can be used to explain 

privileged access to one’s desires in a way that 

closely (although not perfectly) parallels the ex- 

planation given in section 7.3 above. 

Unlike BEL, DEs is not a transparent rule. 

And there is another important difference. 

No doubt Socrates would be happy with the 

claim that one prefers to wy than to y when- 

ever one believes that wing is a better option 

than ying, but—as is familiar from the litera- 

ture on weakness of will—he appears to have 

been wrong about that. Unlike BEL, DEs is not 

self-verifying. Slavishly following (or trying 

to follow) Des will sometimes lead to a false 

belief about one’s mental state. 

Consider an example. Suppose I believe that 

the wine is a better option than the beer, because 

my host will take offense if I choose the beer. 

Nonetheless, I selfishly prefer the beer to the 

wine. If I follow DEs, I will falsely believe that 

my preferences are the other way round. The 
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problem is not that such a mistake can never 

happen—it can. (I believe that it would be con- 

siderably better to read Mind and World this 

evening than to watch The Real World; think- 

ing myself a person who is sensitive to intel- 

lectual virtues, I believe that I prefer the former 

to the latter. However, I find myself turning on 

the television, leaving the book unopened.) 
The problem, rather, is that sometimes one 

knows that one’s preferences are at odds with 

one’s better judgments. In particular, despite 

believing that the wine is better than the beer 

(or, alternatively, not having an opinion on the 

matter), I may well have privileged and peculiar 

access to the fact that, all things considered, I 

prefer the beer to the wine. 

SELF-KNOWLEDGE AND OTHER MINDS 

The issue is whether this sort of knowledge 

will require an extravagant faculty of introspec- 

tion. And here the buck is passed from prefer- 

ence to intention, because in the situation just 

described, it is plausible that I know I prefer the 

beer to the wine because I know that I intend to 

have the beer. 

Further investigation will have to be 

deferred.*? To summarize the conclusion so 
far: at least with respect to belief, the inner- 

sense theory is partly right. There is an inner 

mechanism for detecting one’s beliefs. But the 

inner-sense theory is also partly wrong: the 

mechanism comes with our capacity for rea- 

soning about the external world—there is no 

inner eye. 
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NOTES 

Distant ancestors of parts of this paper were included 
in talks given at Alberta, Calgary, Stanford, USC, the 
University of Texas at Austin, Union College, Western 

Washington University, Vermont, and a Metaphysics 
and Epistemology conference in Dubrovnik, Croatia. 
The numerous comments I received on those occasions 
greatly improved this paper. I am especially grateful 

to the participants in Ned Block and Thomas Nagel’s 

seminar on language and mind at New York University, 

and in my graduate seminars on other minds and self- 

knowledge at MIT. For comments on the penultimate 
draft, thanks to David Hilbert, Richard Holton, Ed 
Minar, and Susanna Siegel. 

1. Cf. Wright 1998, p. 24: ‘The privileged observation 
explanation [of ‘first-third person asymmetries in 
ordinary psychological discourse’] is unquestion- 
ably a neat one. What it does need philosophy to 
teach is its utter hopelessness.’ 

2. As much psychological research has shown, we are 

often mistaken about our reasons for belief or action 
(Wilson 2002); however, none of this undermines 

the (relatively modest) sort of privileged access 

claimed in the text. For some discussion of what this 

research does and doesn’t show, see Wilson 2002, 
pp. 104-15; see also Nichols and Stich 2003, p. 161. 

3. Indeed, they actually come apart for knowing that 
the cat is indoors, seeing the cat, and the like; we 

have peculiar but not (an impressive kind of) privi- 

leged access to these states. 
4. The claim of ‘Privileged Access,’ in Ryle’s sense, 

is this: ‘(1). . . a mind cannot help being constantly 

aware of all the supposed occupants of its private 
stage, and (2). . . it can also deliberately scrutinize 

by a species of non-sensuous perception at least 
some of its own states and operations’ (1949, p. 148) 

In the contemporary literature, ‘privileged access’ is 
often used approximately for what (in the text) is de- 
scribed as privileged and peculiar access (see, e.g., 
Alston 1971; Moran 2001, pp. 9-10). 

5. For the near-Rylean position in psychology, see 
Bern 1972. Although one (perhaps incautious) state- 

ment of Ryle’s official view is that ‘in principle, as 
distinct from practice, John Doe’s ways of finding 
out about John Doe are the same as John Doe’s ways 

of finding out about Richard Roe’ (1949, p. 149), 

he has no account of the third-personal method by 

which (to take Ryle’s own examples) ‘I can catch 

myself daydreaming,’ or ‘catch myself engaged in a 

piece of silent soliloquy’ (p. 160). 
6. This quotation, together with Lashley’s com- 

parison with astigmatism, appears in Lyons 1986, 

p. 29. Ryle’s characterization of ‘inner perception’ 

denies that there are ‘any counterparts to deafness, 
astigmatism’ (1949, p. 157). 

7. Another equally notable recent alternative is Bar-On 
2005, to be passed over for reasons of space. 

8. See also Dretske 1994, 1995; and Gordon 1996. 
A similar view can be found in Flusserl: see 
Thomasson 2003 for an interesting discussion. 

9. See Moran 2001, pp. 63, 64, 65, 67. 

10. At one point, Moran contrasts the two ways of an- 

swering the question “Do I believe P?’ as follows: 

In characterizing the two sorts of questions one 
may direct towards one’s state of mind, the term 

‘deliberative’ is best seen at this point in contrast 

to ‘theoretical,’ the primary point being to mark the 

difference between that enquiry which terminates in 
a true description of my state, and one which termi- 

nates in the formulation or endorsement of an at- 
titude. (2001, p. 63) 

However, this is misleading (and is not Moran’s 

considered view). In successfully answering the 
question ‘Do I believe P?,’ whether in a deliberative 
or theoretical spirit, one comes to have a true belief 
about one’s beliefs, and so in both cases the enquiry 

‘terminates in a true description of [one’s] state.’ 

11. For what is essentially the same point, see Peacocke 

1998, pp. 215-16. 
12. As will become apparent, the account given in sec- 

tion 7 classifies Moran’s special cases together with 
examples where one’s mind is already made up, 
as both involving (in Moran’s phrase) ‘epistemic 

access. . . to a special realm.’ 
13. Since judging is the act that results in the state of 

belief, perhaps the consequent is better put as ‘judge 
that p.’ This is simply a stylistic or presentational 
issue, however. The linguistic formulation of the 

rule only plays a heuristic role—ail the work is done 

by the account of following a rule (see immediately 

below). 
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14. No doubt the epistemological story is considerably 

more complicated; DooRBELL should be treated as a 

harmless simplification. 
15. ‘You’ refers to the rule-follower; tenses are to be in- 

terpreted so that the time the rule is followed counts 

as the present. 
16. The locus classicus for the puzzle of transparency 

(as it arises for perception) is Dretske 2003; see also 

Martin 1998, pp. 117-18. 
17. Of course, there are many differences between the 

rule of necessitation and BEL. For one thing, logical 

rules of inference are not rules of reasoning. With 

this cautionary remark in mind, there is another 

point of analogy. It is a mistake to think that the rule 
of necessitation is equivalent to the (invalid) axiom 
schema ‘p > []p’ plus modus ponens; likewise, it is 

a mistake to think of following BEL as equivalent to 
(falsely) assuming that for all P, if P is true then one 

believes P, which would make one’s reasoning from 
the premise that it’s raining to the conclusion that 

one believes that it’s raining demonstrative. 

In his earlier writings on transparency, Dretske 

likened the phenomenon to examples of “displaced 

perception’ such as the following: I see that the 
bathroom scale on which I am standing reads *170’ 
and infer that I weigh 170 pounds (Dretske 1994, 
p. 263; 1995, p. 41). This reasoning stands or falls 

with the prior reasonableness of the assumption (or 
“connecting belief’ [1995, 42]) that if the bathroom 

scale on which I am standing reads ‘170’ then I 

weigh 170 pounds, and so is importantly disanalo- 

gous to BeL. Against Dretske, Aydede 2003 com- 
plains, in effect, that the connecting beliefs in the 
mental case are often false (see also Lycan 2003, 

pp. 16-17, and 26-27, n. 1). (For Dretske’s account 
of the difference between the mental case and ex- 
amples like the scale, see Dretske 1995, pp. 60-61.) 

SELF-KNOWLEDGE AND OTHER MINDS 

18. The formulation in the text is (approximately) 
Williamson’s. For simplicity, situations that could 
easily have obtained in which one does not falsely 

believe that p but rather falsely believes some- 
thing else will be ignored. See Williamson 2001, 

pp. 101-2. 
19. Some with ‘internalist’ sympathies might insist that 

considerations of safety and the like are not enough: 
if following BEL leads to knowledge, the knowledge- 
conducive properties of BEL have to be in some way 

‘accessible’ to the rule-follower. This issue is just an 

instance of the general debate between externalism 

and internalism (see, e.g., Goldman 2001). On the 

face of it, the present proposal does not make an in- 
ternalist account of self-knowledge especially prob- 
lematic (compared to, say, an internalist account of 
perceptual knowledge); accordingly the externalism/ 

internalism debate need not be examined here. 
20. In the case of perception, which he contrasts 

with belief, Evans does deny that transparency 
‘produce[s] infallible knowledge’ (1982, p. 228). 

21. See Goldman 2000, pp. 182-83; Nichols and Stich 

2003, p. 194; Finkelstein 2003, postscript; Bar-On 
2004, pp. 114-18. 

22. The BEL-style approach cannot be applied to per- 
ception without modification. For example, the rule 
‘If p, believe that you see (‘visually’) that p’ is not 

good. One often knows that the cat is indoors with- 
out seeing that it is. 

23. Something like this view is implicit in Moran 2001 
(see Finkelstein 2003, p. 161). A similar suggestion 

is also made in Gertler 2003, section 2.3. DEs and 
some of the subsequent points in the text can be ex- 

tracted from Shoemaker 1988, p. 47-48. 

24. For a probing discussion of other sorts of examples, 

see Arpaly 2003. 
25. See Byrne, 2020. 

The Unreliability of Naive 
Introspection 
Eric Schwitzgebel 

Current conscious experience is generally the 

last refuge of the skeptic against uncertainty. 

Though we might doubt the existence of other 

minds, that the sun will rise tomorrow, that the 

earth existed five minutes ago, that there’s any 

‘external world’ at all, even whether two and 

three make five, still we can know, it’s said, the 

basic features of our ongoing stream of experi- 

ence. Descartes espouses this view in his first 

two Meditations. So does Hume, in the first 

From Philosophical Review 117: 245-273. 

book of the Treatise, and—as I read him— 

Sextus Empiricus.' Other radical skeptics like 
Zhuangzi and Montaigne, though they appear to 
aim at very general skeptical goals, don’t grap- 
ple specifically and directly with the possibil- 
ity of radical mistakes about current conscious 
experience. Is this an unmentioned exception 
to their skepticism? Unintentional oversight? 
Do they dodge the issue for fear that it is too 
poor a field on which to fight their battles?? 
Where is the skeptic who says: We have no re- 
liable means of learning about our own ongoing 
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conscious experience, our current imagery, our 

inward sensations—we are as in the dark about 

that as about anything else, perhaps even more 
in the dark? 

Is introspection (if that’s what’s going on 

here) just that good? If so, that would be great 

news for the blossoming—or should I say re- 

cently resurrected?—field of consciousness 

studies. Or does contemporary discord about 

consciousness—not just about the physical 

bases of consciousness but seemingly about 

the basic features of experience itself—point 

to some deeper, maybe fundamental, elusive- 

ness that somehow escaped the notice of the 

skeptics, that perhaps partly explains the first, 

ignoble death of consciousness studies a cen- 
tury ago? 

ii. 

One must go surprisingly far afield to find major 

thinkers who unambiguously hold, as I do, that 

the introspection of current conscious experi- 

ence is both (i) possible, important, necessary 

for a full life, and central to the development of 

a full scientific understanding of the mind, and 

(ii) highly untrustworthy. In Eastern meditative 

traditions, I think this is a commonplace. Also 

the fiercest advocates of introspective train- 

ing in the first era of scientific psychology and 

‘phenomenology’ (circa 1900) endorsed both 

claims—especially E. B. Titchener.? Both the 

meditators and Titchener, though, take com- 

fort in optimism about introspection ‘properly’ 

conducted—so they hardly qualify as general 

skeptics or pessimists. It’s as though their ad- 

vocacy of a regimen sets them free to criticize 

introspection as ordinarily practiced. Might 

they be right in their doubts but less so in their 

hopes? Might we need introspection, though 

the prospects are bleak? 
I won’t say much to defend (i), which I take 

to be both common sense and the majority 

view in philosophy. Of course we have some 

sort of attunement to our ongoing conscious 

experience, and we impoverish ourselves if we 

try to do without it. Part (ii) is the project. In 

less abbreviated form: Most people are poor 

introspectors of their own ongoing conscious 

experience. We fail not just in assessing the 

causes of our mental states or the processes 

underwriting them; and not just in our judg- 

ments about nonphenomenal mental states like 

traits, motives, and skills; and not only when 

we are distracted, or passionate, or inattentive, 
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or self-deceived, or pathologically deluded, or 

when we're reflecting about minor matters, or 

about the past, or only for a moment, or where 

fine discrimination is required. We are both ig- 

norant and prone to error. There are major la- 

cunae in our self-knowledge that are not easily 

filled in, and we make gross, enduring mistakes 

about even the most basic features of our cur- 

rently ongoing conscious experience (or ‘phe- 

nomenology’), even in favorable circumstances 

of careful reflection, with distressing regularity. 

We either err or stand perplexed, depending— 

rather superficially, | suspect—on our mood 

and caution. (This essay will focus on error, but 

sufficient restraint can always transform error 

to mere ignorance.) 

Contemporary philosophers and psycholo- 

gists often doubt the layperson’s talent in as- 

sessing such nonconscious mental states as 

personality traits, motivations and skills, hidden 

beliefs and desires, and the bases of decisions; 

and they may construe such doubts as doubts 

about ‘introspection.’ But it’s one thing not to 

know why you chose a particular pair of socks 

(to use an example from Nisbett and Wilson 

1977) and quite another to be unable accurately 

to determine your currently ongoing visual ex- 

perience as you look at those socks, your audi- 

tory experience as the interviewer asks you the 

question, the experience of pain in your back 

making you want to sit down. Few philosophers 

or psychologists express plain and general pes- 

simism about the latter sorts of judgment. Or, 

rather, I should say this: I have heard such pes- 

simism only from behaviorists, and their near 

cousins, who nest their arguments in a theoreti- 

cal perspective that rejects the psychological 

value, sometimes even the coherence, of at- 

tempting to introspect conscious experiences 

at all—and thus reject claim (1) above—though 

indeed even radical behaviorists often pull their 

punches when it comes to ascribing flat-out 

error. 
Accordingly, though infallibilism—the view 

that we cannot err in our judgments about our 

own current conscious experience—is now 

largely out of favor, mainstream philosophical 

criticism of it is meek. Postulated mistakes are 
largely only momentary, or about matters of 

fine detail, or under conditions of stress or pa- 

thology, or at the hands of malevolent neurosur- 

geons.° Fallibilists generally continue to assume 

that, in favorable circumstances, careful intro- 

spection can reliably reveal at least the broad 

outlines of one’s currently ongoing experience. 

Even philosophers most of the community sees 
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as radical are, by my lights, remarkably tame 

and generous when it comes to assessing our 
accuracy in introspecting current conscious ex- 

perience. Paul Churchland 1985, 1988 puts it 

on a par with the accuracy of sense perception. 

Daniel Dennett 2002 says that we can come 

close to infallibility when we are charitably in- 

terpreted.° Where are the firebrands? 

A word about ‘introspection.’ I happen to 

regard it as a species of attention to currently 

ongoing conscious experience, but I won't 

defend that view here. The project at hand 

stands or falls quite independently. Think of 

introspection as you will—as long as it is the 

primary method by which we normally reach 

judgments about our experience in cases of the 

sort I’ll describe.’ That method, whatever it is, 

is unreliable as typically executed. Or so I will 

argue in this essay. 

iil. 

I don’t know what emotion is, exactly. Neither 

do you, I’d guess. Is surprise an emotion? 

Comfort? Irritability? Is it more of a gut thing, 

or a cognitive thing? Assuming cognition isn’t 

totally irrelevant, how is it involved? Does cog- 

nition relate to emotion merely as cause and 

effect, or is it somehow, partly, constitutive? 

I’m not sure there’s a single right answer to 

these questions. The empirical facts seem am- 

biguous and tangled.* Probably we need to con- 

jecture and stipulate, simplify, idealize, to have 

anything workable. So also, probably, for most 

interesting psychological concepts. But here’s 

one thing that’s clear: Whatever emotion is, 

some emotions—joy, anger, fear—can involve 

or accompany conscious experience. 

Now, you’re a philosopher, or a psycholo- 

gist, presumably interested in introspection and 

consciousness and the like, or you wouldn’t 

be reading this article. You’ve had emotional 

experiences, and you’ve thought about them, 

reflected on how they feel as they’ve been on- 

going or in the cooling moments as they fade. 

If such experiences are introspectible, and if 

introspection is the diamond clockwork often 

supposed, then you have some insight. So tell 

me: Are emotional states like joy, anger, and 

fear always felt phenomenally—that is, as part 

of one’s stream of conscious experience—or 
only sometimes? Is their phenomenology, their 

experiential character, always more or less the 

same, or does it differ widely from case to case? 
For example, is joy sometimes in the head, 
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sometimes more visceral, sometimes a thrill, 

sometimes an expansiveness—or, instead, does 

joy have a single, consistent core, a distinctive, 

identifiable, unique experiential character? Is 

emotional consciousness simply the experience 

of one’s bodily arousal, and other bodily states, 

as William James 1981 (1890) seems to sug- 

gest? Or, as most people think, can it include, or 

even be exhausted by, something less literally 

visceral? Is emotional experience consistently 

located in space (for example, particular places 

in the interior of one’s head and body)? Can it 

have color—for instance, do we sometimes lit- 

erally ‘see red’ as part of being angry? Does it 

typically come and pass in a few moments (as 

Buddhists sometimes suggest), or does it tend 

to last awhile (as my English-speaking friends 

more commonly say)? 

If you’re like me, you won’t find all such 

questions trivially easy. You'll agree that 

someone—perhaps even yourself—could be 

mistaken about some of them, despite sincerely 

attempting to answer them, despite a history 

of introspection, despite maybe years of psy- 

chotherapy or meditation or self-reflection. 

You can’t answer these questions one-two- 

three with the same easy confidence that you 

can answer similarly basic structural questions 

about cars—how many wheels? hitched to 

horses? travel on water? If you can—well heck, 

I won’t try to prove you wrong! But if my past 

inquiries are indicative, you are in a distinct 

minority. 

It’s not just language that fails us—most of 

us?—when we confront such questions (and if 

it were, we'd have to ask, anyway, why this par- 

ticular linguistic deficiency?) but introspection 

itself. The questions challenge us not simply 

because we struggle for the words that best 

attach to a patently obvious phenomenology. 

It’s not like perfectly well knowing what partic- 

ular shade of tangerine your Volvo is, stumped 

only about how to describe it. No, in the case 

of emotion the very phenomenology itself—the 

‘qualitative’ character of our consciousness—is 

not entirely evident, or so it seems to me. But 

how could this be so, if we know the ‘inner 
world’ of our own experience so much better 
than the world outside? Even the grossest fea- 
tures of emotional experience largely elude us. 
Reflection doesn’t remove our ignorance, or it 
delivers haphazard results. 

Relatedly, most of us have a pretty poor 
sense, I suspect, of what brings us pleasure and 
suffering. Do you really enjoy Christmas? Do 
you really feel bad while doing the dishes? Are 
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you happier weeding or going to a restaurant 

with your family? Few people make a serious 

study of this aspect of their lives, despite the 

lip service we generally pay to the importance 

of ‘happiness.’ Most people feel bad a sub- 

stantial proportion of the time, it seems to me.? 

We are remarkably poor stewards of our emo- 

tional experience. We may say we’re happy— 

overwhelmingly we do—but we have little idea 
what we’re talking about.!° 

iv. 

Still, you might suggest, when we attend to 

particular instances of ongoing emotional ex- 

perience, we can’t go wrong, or don’t, or not 

by far. We may concede the past to the skep- 

tic, but not the present. It’s impossible—nearly 

impossible?—to imagine my being wrong 

about my ongoing conscious experience right 

now, as | diligently reflect. 

Well, philosophers say this, but I confess to 

wondering whether they’ve really thought it 

through, contemplated a variety of examples, 

challenged themselves. You’d hope they would 

have, so maybe I’m misunderstanding or going 

wrong in some way here. But to me at least, 

on reflection, the claim that I could be infal- 

lible in everything I’m inclined to say about my 

ongoing consciousness—even barring purely 

linguistic errors, and even assuming I’m being 

diligent and cautious and restricting myself to 

simple, purely phenomenal claims, arrived at 

(as far as I can tell) ‘introspectively’—well, un- 

fortunately that just seems blatantly unrealistic. 

Let’s try an experiment. You’re the subject. 

Reflect on, introspect, your own ongoing emo- 

tional experience at this instant. Do you even 

have any? If you’re in doubt, vividly recall 

some event that still riles you until you’re sure 

enough that you’re suffering some renewed 

emotion. Or maybe your boredom, anxiety, 

irritation, or whatever in reading this essay is 

enough. Now let me ask: Is it completely obvi- 

ous to you what the character of that experience 

is? Does introspection reveal it to you as clearly 

as visual observation reveals the presence of 

the text before your eyes? Can you discern its 

gross and fine features through introspection 

as easily and confidently as you can, through 

vision, discern the gross and fine features of 

nearby external objects? Can you trace its 

spatiality (or nonspatiality), its viscerality or 
cognitiveness, its involvement with conscious 
imagery, thought, proprioception, or whatever, 
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as sharply and infallibly as you can discern 

the shape, texture, and color of your desk? (Or 

the difference between 3 and 27?) I cannot, of 

course, force a particular answer to these ques- 

tions. I can only invite you to share my intuitive 

sense of uncertainty. (Perhaps I can buttress 

this sense of uncertainty by noting, in passing, 

the broad range of disputes and divergences 

within the literature on the experiential charac- 

ter of emotion—disputes that at least seem to 

be about emotional phenomenology itself, not 

merely about its causes and connections to non- 

experiential states, or about how best to capture 
it in a theory.!') 

Or consider this: My wife mentions that I 

seem to be angry about being stuck with the 

dishes again (despite the fact that doing the 

dishes makes me happy?). I deny it. I reflect; 

I sincerely attempt to discover whether I’m 

angry—I don’t just reflexively defend myself 

but try to be the good self-psychologist my 

wife would like me to be—and still I don’t see 

it. I don’t think I’m angry. But I’m wrong, of 

course, as I usually am in such situations: My 

wife reads my face better than I introspect. 

Maybe I’m not quite boiling inside, but there’s 

plenty of angry phenomenology to be discov- 

ered if I knew better how to look. Or do you 

think that every time we’re wrong about our 

emotions, those emotions must be noncon- 

scious, dispositional, not genuinely felt? Or felt 

and perfectly apprehended phenomenologically 

but somehow nonetheless mislabeled? Can’t I 

also err more directly? 

Surely my ‘no anger’ judgment is colored by 

a particular self-conception and emotional in- 

volvement. To that extent, it’s less than ideal as 

a test of my claim that, even in the most favor- 

able circumstances of quiet reflection, we are 

prone to err about our experience. However, as 

long as we focus on judgments about emotional 
phenomenology, such distortive factors will 

probably be in play. If that’s enough consis- 

tently to undermine the reliability of our judg- 

ments, that rather better supports my thesis than 

defeats it, I think. 

Infallible judges of our emotional experi- 

ence? I’m baffled. How could anyone believe 

that? Do you believe that? What am I missing? 

Vv. 

Now maybe emotional experience i$ an un- 

usually difficult case. Maybe, though we err 

there, we are generally quite accurate in our 
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judgments about other aspects of our phenom- 

enology. Maybe my argument even plays on 

some conceptual confusion about the relation 

between emotion and its phenomenology or 

relies illegitimately on introspection’s under- 

cutting the emotion introspected. I don’t think 

so, but I confess I have no tidy account to eradi- 

cate such worries. 
So let’s try vision. Suppose I’m looking di- 

rectly at a nearby, bright red object in good 

light, and I judge that I’m having the visual 

phenomenology, the ‘inward experience,’ of 

redness. Here, perhaps—even if not in the emo- 
tional case—it seems rather hard to imagine 

that I could be wrong in that judgment (though 

I could be wrong in using the term ‘red’ to label 

an experience I otherwise perfectly well know). 
I’ll grant that. Some aspects of visual experi- 

ence are so obvious it would be difficult to go 

wrong about them. So also would it be difficult 

to go wrong in some of our judgments about the 

external world—the presence of the text before 

your eyes, the existence of the chair in which 

you’re sitting and are now (let’s suppose) mi- 

nutely examining. Introspection may admit ob- 

vious cases, but that in no way proves that it’s 

more secure than external perception—or even 
as secure. 
Now of course many philosophers have 

argued plausibly that one could be wrong even 

in ‘obvious’ judgments about external objects, 

if one allows that one may be dreaming or that 

one’s brain may have been removed at night 

and teleported to Alpha Centauri to be stimu- 
lated by genius neuroscientists with inputs 

mimicking normal interaction with the world. 

Generally, philosophers have supposed (with 

Descartes) that such thought experiments don’t 

undermine judgments about visual phenome- 

nology. So perhaps obvious introspective judg- 

ments are more secure than obvious perceptual 

ones, after all, since they don’t admit even this 

peculiar smidgen—usually it only seems like a 

smidgen—of doubt? 

But in dreams we make baldly incoherent 

judgments, or at least very stupid ones. I think I 

can protrude my tongue without its coming out; 

I think I see red carpet that’s not red; I see a 

seal as my sister without noticing any difficulty 

about that. In dream delirium, these judgments 

may seem quite ordinary or even insightful. If 

you admit the possibility that you’re dreaming, 

I think you should admit the possibility that 

your judgment that you are having reddish phe- 

nomenology is a piece of delirium, unaccom- 

panied by any actual reddish phenomenology. 
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Indeed, it seems to me not entirely preposter- 

ous to suppose that we have no color experi- 

ences at all in our sleep—or have them only 

rarely—and our judgments about the colors of 

dream objects are on par with the seal-sister 

judgment, purely creative fiction unsupported 

by any distinctive phenomenology." If so, the 

corresponding judgments about the coloration 

of our experiences of those dream objects will 

be equally unsupported. 
Likewise, if malevolent neurosurgeons from 

Alpha Centauri may massage and stoke our 

brains, I see no reason to deny them the power 

to produce directly the judgment that one is 

having reddish phenomenology, while sup- 

pressing the reddish phenomenology itself. Is 

this so patently impossible?'* 
Absolute security and immunity to skeptical 

doubt thus elude even ‘obvious’ introspective 

judgments as well as perceptual ones. If we rule 

out radically skeptical worries, then we’re left 

with judgments on a par (‘red phenomenology 

now,’ ‘paper in my hands’)—judgments as ob- 

vious and secure as one could reasonably wish. 

The issue of whether the introspection of cur- 

rent visual experience warrants greater trust 
than the perception of nearby objects must be 

decided on different grounds. 

Vi. 

Look around a bit. Consider your visual expe- 

rience as you do this. Does it seem to have a 

center and a periphery, differing somehow in 

clarity, precision of shape and color, richness of 

detail? Yes? It seems that way to me, too. Now 

consider this: How broad is that field of clar- 
ity? Thirty degrees? More? Maybe you’ re look- 

ing at your desk, as I am. Does it seem that a 

fairly wide swath of the desk—a square foot? — 

presents itself to you clearly in experience at 

any one moment, with the shapes, colors, tex- 

tures all sharply defined? Most people endorse 

something like this view when I ask them."4 
They are, I think, mistaken. 

Consider, first, our visual capacities. It’s 

firmly established that the precision with which 
we detect shape and color declines precipi- 

tously outside a central, foveal area of about 

one to two degrees of arc (about the size of 
your thumbnail held at arm’s length). Dennett 

1991 has suggested a way of demonstrating 
this to yourself. Draw a card from a normal 
deck without looking at it. Keeping your eyes 
fixed on some point in front of you, hold the 
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card at arm’s length just beyond your field of 

view. Without moving your eyes, slowly rotate 

the card toward the center of your visual field. 

How close to the center must you bring it before 

you can determine the color of the card, its suit, 

and its value? Most people are quite surprised 

at the result of this little experiment. They sub- 

stantially overestimate their visual acuity out- 

side the central, foveal region. When they can’t 

make out whether it’s a Jack or a Queen, though 

the card is nearly (but only nearly) dead center, 

they laugh, they’re astounded, dismayed.'> You 
have to bring it really close. 

By itself, this says nothing about our visual 

experience. Surprise and dismay may reveal 

error in our normal (implicit) assumptions 

about our visual capacities, but it’s one thing 

to mistake one’s abilities and quite another to 

misconstrue phenomenology. Our visual expe- 

rience depends on the recent past, on general 

knowledge, on what we hear, think, and infer, 

as well as on immediate visual input—or so it’s 

plausible to suppose. Background knowledge 

could thus fill in and sharpen our experience 

beyond the narrow foveal center. Holding our 

eyes still and inducing ignorance could artifi- 

cially crimp the region of clarity. 

Still, I doubt visual experience is nearly as 

sharp and detailed as most untutored introspec- 

tors seem to think. Here’s the root of the mis- 

take, I suspect: When the thought occurs to you 

to reflect on some part of your visual phenome- 

nology, you normally move your eyes (or ‘fove- 

ate’) in that direction. Consequently, wherever 

you think to attend, within a certain range of 

natural foveal movement, you find the clarity 

and precision of foveal vision. It’s as though 

you look at your desk and ask yourself: Is the 

stapler clear? Yes. The pen? Yes. The artificial 

wood grain between them and the mouse pad? 
Yes—each time looking directly at the object in 

question—and then you conclude that they’re 

all clear simultaneously.'® 
But you needn’t reflect in this way. We can 

prize foveation apart from introspective at- 

tention. Fixate on some point in the distance, 
holding your eyes steady while you reflect 

on your visual experience outside the narrow 

fovea. Better, direct your introspective energies 

away from the fovea while your eyes continue 

to move around (or ‘saccade’) normally. This 

may require a bit of practice. You might start by 

keeping one part of your visual field steadily in 

mind, allowing your eyes to foveate anywhere 

but there. Take a book in your hands and let 

your eyes saccade around its cover, while you 
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think about your visual experience in the re- 

gions away from the precise points of fixation. 

Most of the people I’ve spoken to, who at- 

tempt these exercises, eventually conclude to 

their surprise that their experience of clarity de- 

creases substantially even a few degrees from 

center. Through more careful and thoughtful 

introspection, they seem to discover—in fact, I 

think they really do discover—that visual expe- 

rience does not consist of a broad, stable field, 

flush with precise detail, hazy only at the bor- 

ders. They discover that, instead, the center of 

clarity is tiny, shifting rapidly around a rather 

indistinct background. My interlocutors—most 

of them—confess to error in having originally 

thought otherwise. 

If I’m right about this, then most naive intro- 

spectors are badly mistaken about their visual 

phenomenology when they first reflect on it, 

when they aren’t warned and coached against 

a certain sort of error, even though they may 

be patiently considering that experience as it 

occurs. And the error they make is not a subtle 

one; the two conceptions of visual experience 

differ vastly. If naive introspectors are as wrong 

as many later confess to be about the clarity and 

stability of visual experience, they’re wrong 

about an absolutely fundamental and pervasive 

aspect of their sensory consciousness. 

I’m a pretty skeptical guy, though. I’m per- 

fectly willing to doubt myself. Maybe I’m 

wrong and visual experience is a plenum. But 

if so, ’'m not the only person who’s wrong 

about this. So also are most of my interlocutors 

(whom I hope | haven’t browbeaten too badly) 

and probably a good number of philosophers 

and psychologists.'’ We—I, my friends and 
cobelievers—have been seduced into error by 

some theory or preconception, perhaps, some 
blindness, stupidity, oversight, suggestibility. 

Okay, let’s assume that. I need only, now, turn 

my argument on its head. We tried to get it 

right. We reflected, sincerely, conscientiously, 

in good faith, at a leisurely pace, in calm cir- 

cumstances, without external compulsion, and 

we got it wrong. Introspection failed us. Since 

what I’m trying to show is the aptitude of intro- 

spection to lead to just such errors, that result 

would only further my ultimate thesis. Like 

other skeptical arguments that turn on our ca- 

pacity for disagreement, it can triumph in par- 

tial defeat. 

I do have to hold this, though: Our disagree- 

ment is real and substantial. My interlocutors’ 

opinions about their ongoing visual experi- 

ence change significantly as a result of their 
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reflections. The mistake in question, whichever 

side it’s on, though perhaps understandable, 

is large—no miniscule, evanescent detail, no 

mere subtlety of language. Furthermore, opin- 

ions on both sides arise from normal intro- 

spective processes—the same types of process 

(whatever they are) that underwrite most of our 

‘introspective’ claims about consciousness. 

And finally, I must hold that those who disagree 

don’t differ in the basic structure of their visual 

experience in such a way as to mirror precisely 

their disagreements. Maybe you can success- 

fully attack one of these premises? 

Vil. 

In 2002, David Chalmers and David Hoy ran a 

summer seminar in Santa Cruz, California, for 

professional philosophers of mind. They dedi- 

cated an entire week of the seminar to the “phe- 

nomenology of intentionality,’ including most 

centrally the question of whether thought has a 

distinctive experiential character. 

There can be little doubt that sometimes 

when we think, reflect, ruminate, dwell, or 

what have you, we simultaneously, or nearly 

sO, experience imagery of some sort: maybe 

visual imagery, such as of keys on the kitchen 

table; maybe auditory imagery, such as silently 

saying ‘that’s where they are.’ Now here’s the 

question to consider: Does the phenomenology 

of thinking consist entirely of imagery expe- 

riences of this sort, perhaps accompanied by 

feelings (emotions?) such as discomfort, famil- 

iarity, confidence? Or does it go beyond such 

images and feelings? Is there some distinctive 

phenomenology specifically of thought, addi- 

tional to, or conjoined with, the images, perhaps 

even capable of transpiring without them? 

Scholars disagree. Research and reflection 

generate dissent, not convergence, on this 

point. This is true historically,'* and it was also 

true at the Santa Cruz seminar: Polled at the 

week’s end, seventeen participants endorsed 

the existence of a distinctive phenomenology of 

thought, while eight disagreed, either disavow- 

ing the phenomenology of thought altogether or 

saying that imagery exhausts it.! 
If the issue were highly abstract and theo- 

retical, like most philosophy, or if it hung on 

recondite empirical facts, we might expect 

such disagreement. But the introspection of 

current conscious experience—that’s sup- 

posed to be easy, right? Thoughts occupied us 

throughout the week, presumably available to 
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be discerned at any moment, as central to our 

lives as the seminar table. If introspection can 

guide us in such matters—if it can guide us, 

say, at least as reliably as vision—shouldn’t we 

reach agreement about the existence or absence 

of a phenomenology of thought as easily and 

straightforwardly as we reach agreement about 

the existence of the table? 

Unless people diverge so enormously that 

some have a phenomenology of thought and 

others do not, then someone is quite profoundly 

mistaken about her own stream of experience. 

Disagreement here is no matter of fine nuance. 

If there is such a thing as a conscious thought, 

then presumably we have them all the time. 

How could you go looking for them and simply 

not find them? Conversely, if there’s no dis- 

tinctive phenomenology of thought, how could 

you introspect and come to believe that there 

is—that is, invent a whole category of con- 

scious experiences that simply don’t exist? 

Such fundamental mistakes almost beggar the 

imagination; they plead for reinterpretation as 

disagreements only in language or theory, not 

real disagreements about the phenomenology 

itself. 

I don’t think that’s how the participants in 

these disputes see it, though; and, for me at 

least, the temptation to recast it this way dis- 

sipates when I attempt the introspection myself. 

Think of the Prince of Wales. Now consider: 

Was there something it was like to have that 

thought? Set aside any visual or auditory im- 

agery you may have had. The question is: Was 

there something further in your experience, 

something besides the imagery, something that 

might qualify as a distinctive phenomenology 

of thinking? Try it again, if you like. Is the 

answer so obvious you can’t imagine someone 

going wrong about it? Is it as obvious as that 

your desk has drawers, your shirt is yellow, 

your shutters are cracked? Must disagreements 

about such matters necessarily be merely lin- 

guistic or about philosophical abstracta? Or, 

as I think, might people genuinely misjudge 

even this very basic, absolutely fundamental 

and pervasive aspect of their conscious experi- 
ence, even after putting their best introspective 
resources to work? 

Vill. 

In my view, then, we’re prone to gross error, 
even in favorable circumstances of extended 
reflection, about our ongoing emotional, visual, 
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and cognitive phenomenology. Elsewhere, 

I’ve argued for a similar ineptitude in our ordi- 

nary judgments about auditory experience and 

visual imagery. I won’t repeat those arguments 

here.” All this is evidence enough, I think, for 

a generalization: The introspection of current 

conscious experience, far from being secure, 

nearly infallible, is faulty, untrustworthy, and 

misleading—not just possibly mistaken, but 

massively and pervasively. I don’t think it’s 

just me in the dark here, but most of us. You 

too, probably. If you stop and introspect now, 

there’s likely very little you should confidently 

say you know about your own current phenom- 

enology. Perhaps the right kind of learning, 

practice, or care could largely shield us from 

error—an interesting possibility that merits 

exploration!—but I see as yet no robust scien- 

tific support for such hopes.?! 
What about pain, a favorite example for 

optimists about introspection? Could we be 

infallible, or at least largely dependable, in 

reporting ongoing pain experiences? Well, 

there’s a reason optimists like the example of 

pain—pain and foveal visual experience of a 

single bright color. It is hard, seemingly, to go 

too badly wrong in introspecting really vivid, 

canonical pains and foveal colors. But to use 

these cases only as one’s inference base rigs 

the game. And the case of pain is not always 

as clear as sometimes supposed. There’s confu- 

sion between mild pains and itches or tingles. 

There’s the football player who sincerely denies 

he’s hurt. There’s the difficulty we sometimes 

feel in locating pains precisely or in describing 

their character. I see no reason to dismiss, out 

of hand, the possibility of genuine introspective 

error in these cases. Psychosomatic pain, too: 

Normally, we think of psychosomatic pains 

as genuine pains, but is it possible that some, 

instead, involve sincere belief in a pain that 

doesn’t actually exist? 

Inner speech—’ auditory imagery’ as I called 

it above—can also seem hard to doubt—that 

I’m silently saying to myself ‘time for lunch.’ 

But on closer inspection, I find it slipping from 

my grasp. I lean toward thinking that there is a 

conscious phenomenology of imageless thought 

(as described in sec. 7)—but as a result, I’m not 

always sure whether some cogitation that seems 

to be in inner speech is not, instead, imageless. 

And also: Does inner speech typically involve 

not just auditory images but also motor images 

in the vocal apparatus? Is there an experiential 

distinction between inner speaking and inner 

hearing? I almost despair. 
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Why, then, do people tend to be so confident in 

their introspective judgments, especially when 

queried in a casual and trusting way? Here’s 

my suspicion: Because no one ever scolds us 

for getting it wrong about our experience and 

we never see decisive evidence of error, we 

become cavalier. This lack of corrective feed- 

back encourages a hypertrophy of confidence. 

Who doesn’t enjoy being the sole expert in the 

room whose word has unchallengeable weight? 

In such situations, we tend to take up the mantle 

of authority, exude a blustery confidence—and 

genuinely feel that confidence (what professor 

doesn’t know this feeling?) until we imagine 

possibly being proven wrong later by another 

authority or by unfolding events. About our 

own stream of experience, however, there ap- 

pears to be no such humbling danger. 

ix. 

But wait. Suppose I say, ‘I’m thinking of a pink 

elephant’—or even, simply, ‘I’m thinking.’ 

I’m sincere, and there’s no linguistic mis- 

take. Aren’t claims of this sort necessarily 

self-verifying? Doesn’t merely thinking such 

thoughts or reaching such judgments, aloud or 

silently, guarantee their truth? Aren’t, actually, 

their truth conditions just a subset of their exis- 

tence conditions ?—and if so, mightn’t this help 

us out somehow in making a case for the trust- 

worthiness of introspection? 

I'll grant this: Certain things plausibly follow 

from the very having of a thought: that I’m 

thinking, that I exist, that something exists, 

that my thought has the content it in fact has. 

Thus, certain thoughts and judgments will be 

infallibly true whenever they occur—whatever 

thoughts and judgments assert the actuality of 

the conditions or consequences of one’s having 

them. But the general accuracy of introspective 

judgments doesn’t follow. 

Infallibility is, in fact, cheap. Anything that’s 

evaluable as true or false, if it asserts the condi- 

tions or consequences of its own existence or has 

the right self-referential structure, can be infal- 

libly true. The spoken assertion ‘I’m speaking’ 

or ‘I’m saying ‘blu-bob” is infallibly true when- 

ever it occurs. The sentence “This sentence has 

five words’ is infallibly true whenever uttered. 

So is the semaphore assertion ‘I’m holding two 

flags.’ So, sure, certain thoughts are infallibly 

true—true whenever they occur. This shouldn’t 

surprise us; it’s merely an instance of the more 

general phenomenon of self-fulfillment. It has 
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nothing whatsoever to do with introspection; it 

implies no perfection in the art of ascertaining 

what’s going on in one’s mind. If introspection 

happens to be the process by which thoughts 

of this sort sometimes arise, that’s merely in- 

cidental: Infallibly self-fulfilling thoughts are 

automatically true whether they arise from in- 

trospection, from fallacious reasoning, from 

evil neurosurgery, quantum accident, stroke, 

indigestion, divine intervention, or sheer frolic- 

some confabulation. 

And how many introspective judgments, 

really, are infallibly self-fulfilling? ‘I’m 

thinking’—okay. ‘I’m thinking of a pink 

elephant’—well, maybe, if we’re liberal about 

what qualifies as ‘thinking of’ something.”” But 
‘T’m not angry,’ ‘my emotional phenomenology 

right now is entirely bodily,’ ‘I have a detailed 

image of the Taj Mahal, in which every arch 

and spire is simultaneously well defined,’ ‘my 

visual experience is all clear and stable one hun- 

dred degrees into the periphery,’ ‘I’m having an 

imageless thought of a pink elephant.’ Those 

are a different matter entirely, I’d say. 

And, anyway, I’m not so sure we haven't 

changed the topic. Does the thought ‘I’m think- 

ing’ or ‘I’m thinking of a pink elephant’ really 

express a judgment about current conscious ex- 

perience? Philosophers might reasonably take 

different stands here, but it’s not clear to me that 

I’m committed to believing anything, or any- 

thing particular, about my conscious experience 

in accepting such a judgment. I’m certainly not 

committed to thinking I have a visual image of 

a pink elephant, or an ‘imageless thought’ of 

one, or that the words ‘pink elephant’ are drift- 

ing through my mind in inner speech. I might 

hold ‘I’m thinking of a pink elephant’ to be 

true while I suspect any or all of the latter to 

be false. Am I committed at least to the view 

that I’m conscious? Maybe. Maybe this is one 

fact about our conscious experience we infalli- 

bly know. (Could I reach the judgment that I’m 

conscious nonconsciously?)* But your ambi- 
tions for introspection must be modest indeed 

if that satisfies you. 

X. 

I sometimes hear the following objection: 

When we make claims about our phenomenol- 

ogy, we’re making claims about how things 

appear to us, not about how anything actually 

is. The claims, thus divorced from reality, can’t 

be false; and if they’re true, they’re true in a 
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peculiar way that shields them from error. In 

looking at an illusion, for example, I may well 

be wrong if I say the top line is longer; but if I 

say it appears or seems to me that the top line is 

longer, I can’t in the same way be wrong. The 

sincerity of the latter claim seemingly guaran- 

tees its truth. It’s tempting, perhaps, to say this: 

If something appears to appear a certain way, 

necessarily it appears that way. Therefore, we 

can’t misjudge appearances, which is to say, 

phenomenology. 
This reasoning rests on an equivocation be- 

tween what we might call an epistemic and a 

phenomenal sense of ‘appears’ (or, alterna- 

tively, ‘seems’). Sometimes, we use the phrase 

‘it appears to me that such-and-such’ simply to 

express a judgment—a hedged judgment, of a 

sort—with no phenomenological implications 

whatsoever. If I say, ‘It appears to me that the 

Democrats are headed for defeat,’ ordinarily 

I’m merely expressing my opinion about the 

Democrats’ prospects. I’m not attributing to 

myself any particular phenomenology. I’m not 

claiming to have an image, say, of defeated 

Democrats, or to hear the word ‘defeat’ ringing 

in my head. In contrast, if I’m looking at an illu- 

sion in a vision science textbook, and I say that 

the top line ‘appears’ longer, I’m not expressing 

any sort of judgment about the line. I know per- 

fectly well it’s not longer. I’m making instead, 

it seems, a claim about my phenomenology, 

about my visual experience.” 
Epistemic uses of ‘appears’ might under 

certain circumstances be infallible in the sense 

of the previous section. Maybe, if we assume 

that they’re sincere and normally caused, their 

truth conditions will be a subset of their exis- 
tence conditions—though a story needs to be 
told here.* But phenomenal uses of ‘appears’ 
are by no means similarly infallible. This is 

evident from the case of weak, nonobvious, 

or merely purported illusions. Confronted 

with a perfect cross and told there may be a 

‘horizontal-vertical illusion’ in the lengths of 

the lines, one can feel uncertainty, change one’s 

mind, and make what at least plausibly seem 

to be errors about whether one line ‘looks’ or 

‘appears’ or ‘seems’ in one’s visual phenom- 

enology to be longer than another. You might, 

for example, fail to notice—or worry that you 

may be failing to notice—a real illusion in your 
experience of the relative lengths of the lines; 
or you might (perhaps under the influence of a 
theory) erroneously report a minor illusion that 
actually isn’t part of your visual experience at 
all. Why not??6 
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Philosophers who speak of ‘appearances’ or 

“seemings’ in discussing consciousness invite 

conflation of the epistemic and phenomenal 

senses of these terms. They thus risk breathing 

an illegitimate air of indefeasibility into our re- 

flections about phenomenology. ‘It appears that 

it appears that such-and-such’ may have the 

look of redundancy, but on disambiguation the 

redundancy vanishes: ‘it epistemically seems 

to me that my phenomenology is such-and- 

such.’ No easy argument renders this statement 

self-verifying. 

Xl. 

Suppose I’m right about one thing—about 

something that appears, anyway, hard to deny: 

that people reach vastly different introspective 

judgments about their conscious experience, 

their emotional experience, their imagery, their 

visual experience, their thought. If these judg- 

ments are all largely correct, people must differ 

immensely in the structure of their conscious 

experience. 
You might be happy to accept that if the price 

of denying it is skepticism about introspective 

judgments. Yet I think there’s good reason 

to pause. Human variability, though impres- 

sive, usually keeps to certain limits. Feet, for 

example—some are lean and bony, some fat and 

square, yet all show a common design: skin on 

the outside, stout bones at the heel, long bones 

running through the middle into toes, nerves and 

tendons arranged appropriately. Only in severe 

injury or mutation is it otherwise. Human livers 

may be larger or smaller, better or worse, but 

none is made of rubber or attached to the elbow. 

Human behavior is wonderfully various, yet 

we wager our lives daily on the predictability 

of drivers, and no one shows up to department 

meetings naked. Should phenomenology prove 

the exception by varying radically from person 

to person—some of us experiencing one hun- 

dred degrees of visual clarity, some only two 

degrees, some possessed of a distinctive phe- 

nomenology of thought, some lacking it, and 

so forth—with as little commonality as these 

diverse self-attributions seem to suggest? Of 

course, if ocular physiology differed in ways 

corresponding to the differences in report, or 

if we found vastly different performances on 

tests of visual acuity or visual memory, or if 

some of us possessed higher cognition or sym- 

pathetic emotional arousal while others did not, 

that would be a different matter. But as things 
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are, two people walk into a room, their behav- 

ioral differences are subtle, their physiologies 

are essentially the same, and yet phenomeno- 

logically they’re so alien as to be like different 

species? Hmm! 

Here’s another possibility: Maybe people 

are largely the same except when they intro- 

spect. Maybe we all have basically the same 

visual phenomenology most of the time, for 

example, until we reflect directly on that 

phenomenology—and then some of us experi- 

ence one hundred degrees of stable clarity while 

others experience only two degrees. Maybe we 

all have a phenomenology of thought, but intro- 

spection amplifies it in some people, dissipates 

it in others; analogously for imagery, emotions, 

and so forth. 

That view has its attractions. But to work it 

so as to render our introspective judgments ba- 

sically trustworthy, one must surrender many 

things. The view concedes to the skeptic that we 

know little about ordinary, unintrospected expe- 

rience since it hobbles the inference from intro- 

spected experience to experience in the normal, 

unreflective mode. It threatens to make a hash 

of change in introspective opinion: If someone 

thinks a previous introspective opinion of hers 

was mistaken—a fairly common experience 

among people I interview (see, for example, 

section vi)—she must, it seems, generally be 

wrong that it was mistaken. She must, gener- 

ally, be correct, now, that her experience is one 

way, and also correct, a few minutes ago, that it 

was quite another way, without having noticed 

the intervening change. This seems an awk- 

ward coupling of current introspective acumen 

with profound ignorance of change over time. 

The view renders foolish whatever uncertainty 

we may sometimes feel when confronted with 

what might have seemed to be introspectively 

difficult tasks (as in sections iv, vii, and x). Why 

feel uncertain if the judgment one reaches is 

bound to be right? It also suggests a number of 

particular—and I might say rather doubtful— 

empirical commitments (unless consciousness 

is purely epiphenomenal): major differences in 
actual visual acuity while introspecting between 

those reporting broad clarity and those report- 

ing otherwise; major differences in cognition 

while introspecting between people reporting a 

phenomenology of thought and those denying 

it; and so on. The view also requires an entirely 

different explanation of why theorists purport- 

ing to use ‘immediate retrospection’’’ also find 
vastly divergent results—since immediate ret- 

rospection, if successful, postpones the act of 
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introspection until after the conscious experi- 

ence to be reported, when presumably it won't 

have been polluted by the introspective act. 

Is there some compelling reason to take on 

all this? 

xii. 

There are two kinds of unreliability. Something 

might be unreliable because it often goes wrong 

or yields the wrong result, or it might be unre- 

liable because it fails to do anything or yield 

any result at all. A secretary is unreliable in one 

way if he fouls the job, unreliable in another if 

he neglects it entirely. A program for delivering 

stock prices is unreliable in one way if it tends 

to misquote, unreliable in another if it crashes. 

Either way, they can’t be depended on to do 

what they ought.”® 
Introspection is unreliable in both ways. 

Reflection on basic features of ongoing experi- 

ence leads sometimes to error and sometimes to 

perplexity or indecision. Which predominates 

in the examples of this essay is not, I think, a 

deep matter, but rather a matter of context or 

temperament. Some introspectors will be more 

prone to glib guesswork than others. Some 

contexts—for example, a pessimistic essay on 

introspection—will encourage restraint. But 

whether the result is error or indecision, intro- 

spection will have failed—if we suppose that 

introspection ought to yield trustworthy judg- 

ments about the grossest contours of ongoing 

conscious experience. 

You might reject that last idea. Maybe we 

shouldn’t expect introspection to reveal (for 

example) the bodily or nonbodily aspects of 

emotion, the presence or absence of a distinc- 

tive cognitive phenomenology. It wouldn’t, 

then, tell against the reliability of introspection 

if such cases baffle us. It doesn’t tell against the 

reliability of a stock quote program if it doesn’t 

describe the weather. A passenger car that 

overheats going 120 mph isn’t thereby unreli- 

able. Maybe I’ve pushed introspection beyond 

its proper limits, illegitimately forcing it into 

failure. 

What, then, would be the proper domain of 

introspection, construed narrowly enough to 

preserve its reliability? Our ongoing beliefs 
and desires? That changes the topic away from 

current conscious experience: When I report 

believing that a bodybuilder is governor of 

California, ’'m not, I think—at least not di- 

rectly and primarily—reporting introspectively 
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on an ongoing episode of consciousness.” Our 

current thoughts and emotions—but only their 

contents, not their form or structure? That, 

too, might be changing the topic. Thought and 

emotion may not be best construed as purely 

phenomenal. The self-attribution of current 

thought contents and emotional states (as op- 

posed to the phenomenal form and structure of 

those thoughts and emotions) may be more ex- 

pressive or reactive (like a spontaneous ‘I hate 

you!’) or simply self-fulfilling (section ix) than 

introspective if we’re going to be strict about 

what properly falls in the domain of introspec- 

tion. And of course the accuracy of emotional 

self-attribution is disputable (sec. 4), as, I think, 

is the accuracy of our self-attribution of re- 

cently past thought contents.*° 
We may generally be right about foveal 

visual experience of color and the presence or 

absence of canonical pains, but it’s arbitrary to 

call such reports introspective and not similar- 

seeming reports about the overall clarity of the 

visual field or the presence or absence of bodily 

aspects of emotion. In both formal and informal 

interviews with me, and in the experiments of 

early introspective psychologists like Titchener 

1901-5) and in the recent explorations of psy- 

chologists like Hurlburt 1990; Hurlburt and 

Schwitzgebel 2007, subjects confidently pro- 

nounce on the features of experience discussed 

in this essay. Neither I, nor they, nor Titchener, 

nor Hurlburt, nor anyone else I’m aware of, sees 

any obvious difference in mechanism. These 

basic facts of experience are the proper targets 

of introspection, if anything is. If introspection 

regularly fails to discern them correctly, it is not 

a reliable process. 

xiii. 

Descartes, I think, had it quite backwards when 

he said the mind—including especially current 

conscious experience—was better known than 

the outside world. The teetering stacks of paper 

around me, I’m quite sure of. My visual expe- 
rience as I look at those papers, my emotional 
experience as I contemplate the mess, my cog- 
nitive phenomenology as | drift in thought, star- 
ing at them—of these, I’m much less certain. 
My experiences flee and scatter as I reflect. I 
feel unpracticed, poorly equipped with the 
tools, categories, and skills that might help me 
dissect them. They are gelatinous, disjointed, 
swift, shy, changeable. They are at once famil- 
iar and alien. 
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The tomato is stable. My visual experience 

as I look at the tomato shifts with each saccade, 

each blink, each observation of a blemish, each 

alteration of attention, with the adaptation of 

my eyes to lighting and color. My thoughts, my 

images, my itches, my pains—all bound away 

as I think about them, or remain only as self- 

conscious, interrupted versions of themselves. 

Nor can I hold them still, even as artificial 

specimens—as I reflect on one aspect of the ex- 

perience, it alters and grows, or it crumbles. The 

unattended aspects undergo their own changes 

too. If outward things were so evasive, they’d 

also mystify and mislead. 

I know better what’s in the burrito I’m 

eating than I know my gustatory experience 

as I eat it. I know it has cheese. In describing 

my experience, I resort to saying, vaguely, 

that the burrito tastes ‘cheesy,’ without any 

very clear idea what this involves. Maybe, in 

fact, I’m just—or partly—inferring: The thing 

has cheese, so I must be having a taste experi- 

ence of ‘cheesiness.’ Maybe also, if I know that 

the object I’m seeing is evenly red, I'll infer a 
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visual experience of uniform ‘redness’ as I look 

at it. Or if I know that weeding is unpleasant 

work, I'll infer a negative emotion as I do it. 

Indeed, it can make great sense as a general 

strategy to start with judgments about plain, 

easily knowable facts of the outside world, then 

infer to what is more foreign and elusive, our 

consciousness as we experience that world.*! I 

doubt we can fully disentangle such inferences 

from more ‘genuinely introspective’ processes. 

Descartes thought, or is often portrayed as 

thinking, that we know our own experience 

first and most directly and then infer from that 

to the external world.’ If that’s right—if our 

judgments about the outside world, to be trust- 

worthy, must be grounded in sound judgments 

about our experiences—then our epistemic situ- 

ation is dire indeed. However, I see no reason 

to accept any such introspective foundational- 

ism.*3 Indeed, I suspect the opposite is nearer 
the truth: Our judgments about the world to a 

large extent drive our judgments about our ex- 

perience. Properly so, since the former are the 

more secure. 
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NOTES 

For helpful comments, criticism, and discussion, thanks 
to Donald Ainslie, Alvin Goldman, David Hunter, Tony 

Jack, Tori McGeer, Jennifer Nagel, Shaun Nichols, 

Gualtiero Piccinini, Josh Rust, Charles Siewert, Maja 

Spener (whose 2007 is similar in spirit to this essay), 
Aaron Zimmerman, and audiences at Washington 

University in St. Louis, Cal State Long Beach, University 
of Redlands, UC Santa Barbara, University of Toronto, 

and the Philosophy of Science Association. 
1. For Descartes, see especially his “Second 

Meditation,” (1984 [1641], p. 19). For Hume, see 

the first book of his Treatise (1978 [1739]), espe- 

cially 1.4.2, 190, 212, and 1.4.5, 232. (Hume may 
change his mind in the Enquiries: see the first 
Enquiry [1975 {1748}], section 1, p. 13 and section 

7, p. 60.) For Sextus, see Outlines of Skepticism 
(1994 [c. 200]), especially chapters 7 and 10. 

Pierre Bayle takes a similar position in the entry on 

Pyrrho in his Dictionary (1734-38 [1702], vol. 4, 

especially remark B, 654). 
2. For Zhuangzi (third century BCE), see the second 

of his “Inner Chapters” (Chuang Tzu 1964). For 

Montaigne, see “Apology for Raymond Sebond” 

(1948 [1580]). Sanches’ brief treatment of the un- 

derstanding of the mind in That Nothing Is Known 

(1988 [1581], especially pp. 243-45 [57-59]) is at 

most only a partial exception to this tendency. So 

also is Unger 1975, 3, section 9), who seems to en- 

vision only the possibility of linguistic error about 

current experience and whose skepticism in this in- 
stance seems to turn principally upon an extremely 
demanding criterion for knowledge. Huet’s Against 

Cartesian Philosophy (2003 [1694]) is nicely ex- 
plicit in extending its skepticism to internal matters 
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10. 

st, 

. On skepticism 

of ongoing thought, though the examples and argu- 

ments differ considerably from mine here. 
. See especially his Primer of Psychology (Titchener 

1899) and his Experimental Psychology (Titchener 

1901-5). I discuss Titchener’s views about intro- 

spective training at length in Schwitzgebel 2004. 
The Continental phenomenologists I find difficult to 
interpret on this point. 

. Consider Watson 1913; Skinner 1945; Ryle 1949; 

Bem 1972. 

. For example, Armstrong 1963; Churchland 1988— 
even Kornblith 1998, reading with a careful eye to 

distinguish error about current conscious experi- 
ence from other sorts of error. See also, recently: 

Shoemaker 1994; Lycan 1996; Dretske 2000; Jack 

and Shallice 2001; Nichols and Stich 2003; Goldman 

2004, 2006; Horgan, Tienson, and Graham 2005; and 

most of the essays collected in Gertler 2003, among 
many others. Gertler 2001 and Chalmers 2003 have 

recently attempted to revive restricted versions of 
(something like) infallibilism. Chalmers’s infallibil- 

ism is so restricted I’m not sure how much useful 

substance remains. See section 9 for a discussion of 
the range and nature of infallible judgments. 

. For more on Dennett’s granting people unchallenge- 

able authority regarding their own experience, see 
Schwitzgebel 2007b. 

. I see no necessary conflict between the current view 

of introspection and views on which conscious 

experience involves a ‘same order’ (for example, 

Kriegel 2006) or ‘higher-order’ (for example, 
Rosenthal 1986; Lycan 1996) representation of the 
conscious state. Such views can allow—and to be 
plausible, I think they must allow—erroneous judg- 

ments of the sort to be discussed in this essay. For 
example, a non-conscious ‘higher-order thought’ 

that I am having experience E might conflict with 

a conscious judgment that I am not having experi- 

ence E. Of course, only the conscious judgment is a 
reportable result of an introspective process. 

I do reject a strongly ‘self-presentational’ view of 

consciousness (as, perhaps, in Horgan, Tienson, and 
Graham 2005). The examples in the present essay, I 
think, reveal the implausibility of such an approach. 

Views characterizing us as constantly and effort- 
lessly introspecting must either generate unreport- 

able, nonconscious judgments, or they must in some 
other way differ, in mechanism or result, from the 
sort of self-conscious introspective efforts that are 

the topic of this essay and to which the term ‘intro- 
spection’ is here meant to refer. 

Prinz 2004 helpfully reviews a variety of positions 
and evidence pertinent to them. 

. See, for example, Brandstatter 2001. It wouldn’t 
surprise me in the least if positive mood even in 
studies such as this is considerably overreported. 
Haybron 2007 presents an impressive array of 

evidence suggesting that we don’t know how 
(un-)happy we are. 

James 1981 (1890) and Lambie and Marcel 2002 

may be a good place to start on this topic. In prin- 

ciple, of course, one could attempt to resolve such 
disputes by attributing vast individual differences 

in phenomenology to the participants, differences 
that perfectly mirror the divergences in their general 
claims; see sec. 11 for a discussion of this. 

about color in dreams see 
Schwitzgebel 2002b; Schwitzgebel, Huang, and 

Zhou 2006. 
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I take this argument to be in the spirit of Armstrong 

1963. It needn’t require that the phenomenology and 
the judgment be entirely ‘distinct existences’ in the 

sense Shoemaker 1994 criticizes, though of course 

it assumes that the one state is possible without the 

other. The only reason I see to reject such a possibil- 

ity is a prior commitment to infallibilism. 
For example, “Melanie” in Hurlburt 

Schwitzgebel 2007. 
See also Dennett 2001, 982. 

In addition to this type of ‘refrigerator light’ error 
(Thomas 1999), an implicit analogy between visual 
experience and pictures or photographs may also 
sway us to over-ascribe detail in visual experi- 

ence (see Noé 2004). Consider also Dennett 1969, 

pp. 139-41. 
Among recent authors, Dennett 1991; O’Regan 

1992; Mack and Rock 1998; Rensink, O’ Regan, and 
Clark 2000; and Blackmore 2002 come to mind— 

though we differ somewhat in our positive views. 
Some of these authors believe we do not visually 
experience what we don’t attend to. I mean to take 
no stand here on that particular question, which I 
explore in depth in Schwitzgebel 2007a. 
The British empiricists (most famously, Locke 
1975 (1690), Berkeley 1965 (1710), and Hume 
1978 (1739) appear to have believed that conscious 
thought is always imagistic. So did many later in- 

trospective psychologists influenced by them (no- 

tably Titchener 1909, 1910), against advocates of 
“‘tmageless thought’ (notably the “‘Witrzburg group,’ 

whose work is reviewed in Humphrey 1951). 
Recent philosophers participating in the controversy 
include Siewert 1998, Horgan and Tienson 2002, 

Wilson 2003, Pitt 2004, and Robinson 2005. See 
also Aristotle De Anima (1961), 431a; Hurlburt and 

Schwitzgebel 2007, pp. 89-90. 
These and related poll results were published at 

consc.net/neh/pollresults.html (accessed May 

2005). I am inclined to read the disagreement be- 
tween the ‘no phenomenology of thought’ and 

the ‘imagery exhausts it? camps as a disagree- 

ment about terms or concepts rather than about 

phenomenology—a disagreement about whether 

having an image should count as ‘thinking.’ 
However, I see no similarly easy terminological 
explanation of the central dispute. 

As I recall (though this number is not recorded on 

the Web site), only two participants (Maja Spener 
and I) said they didn’t know. 

See Schwitzgebel and Gordon 2000; Schwitzgebel 
2002a. See also Schwitzgebel 2006 for a discus- 
sion of divergent judgments about the experience 
of visual perspective, and Schwitzgebel 2007a 
for a discussion of our divergent judgments about 
whether we have a constant flow of peripheral ex- 
periences (of our feet in our shoes, the refrigerator 
hum, etc.). 

I explore the possibility of classical introspective 
training, along the lines of early introspective psy- 
chology, in Schwitzgebel 2004 and the possibility 
of careful interviewing about randomly sampled 
experiences in Hurlburt and Schwitzgebel 2007. 
Schooler and Schreiber 2004 assesses the current 
scientific situation reasonably, if not quite as pes- 
simistically. Very recently, there has been some 
promising work on meditation: see Lutz, Dunne, 
and Davidson 2007. 
Compare Hintikka 1962; Burge 1988, 1996. 

and 
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23. But see Chalmers 1996 and Dretske 2003 on the 

possibility that we could be experienceless ‘zom- 

bies’ without knowing it. Both Chalmers and 
Dretske think we do know that we are conscious, 

but that it’s not straightforward to see how we know 
that. 

24. Compare Chisholm 1957; Jackson 1977. Naturally, 
ordinary and philosophical usage of ‘appears’ is 
rather more complex than this simple portrayal sug- 

gests if one looks at the details; but I don’t think that 

affects the basic observation of this section. 
25. See Moran 2001 and Bar-On 2004 for versions of 

this story. 

26. For more on mistakes in the introspection of nonob- 

vious or fictional illusions, see Schwitzgebel 2004. 
27. For example, James 1981 (1890), p. 189; Titchener 

1912, p. 491; Hurlburt 1990, chapter 2. 

28. Epistemologists often define ‘reliability’ so that 

only the first type of failure counts as a failure of 

reliability (for example, Goldman 1986, who calls 

the second sort of failure a lack of ‘power’). It’s a 

semantic issue, but I think ordinary language is on 
my side. 

29. See Gordon 1995; McGeer 1996; Moran 2001; Bar- 

On 2004; Lawlor 2006. 

30. Ericsson and Simon 1993 (1984) are optimistic 

about the accuracy of descriptions of one’s thought 

processes when one ‘thinks aloud,’ expressing 

the thought concurrently with having it. They are 

considerably less optimistic about retrospective 

reports if the subject is not primed and trained in 

advance to express and reflect on her thoughts as 
they occur. 

Burge 1996 argues that, to be successful, ‘criti- 
cal reasoning’ requires knowledge of recently past 
thought contents. But I doubt much of our reasoning 

is ‘critical’ in the relevant sense. (Usually, it is spon- 
taneous and un-self-reflective; often it is entirely 

hidden.) Nor is it clear that, when we try to reflect 

critically on our stream of reasoning, we are reliably 

successful in doing so. 
31. Titchener thinks this strategy common among un- 

tutored introspectors, and he repeatedly warns 

against it as “stimulus error’ or “R-error’: Titchener 

1901-5; Boring 1921. This strategy bears some re- 

lation to the strategy that ‘transparency theorists’ 

such as Dretske 1995, 2000 and Tye 2003 think we 

always use in reaching judgments about our expe- 

rience (though they hardly think of experience as 

‘elusive’ ). 

32. Whether this is the best interpretation of Descartes, 
I am uncertain. My impression is that Descartes is 

not entirely clear on this point, and sympathetic in- 

terpretations of him shift with the mood of the times. 

The view is also associated with Locke 1975 (1690). 

33. Of course, if it were possible to draw a clear line 
between the trustworthy and untrustworthy intro- 

spective judgments, then maybe a version of intro- 

spective foundationalism could be salvaged. I’m not 

optimistic that such a line could be drawn, or that, if 

it were, enough trustworthy introspective judgments 

would remain to be of much use. 

What You Can’t Expect When 
You're Expecting 
Ar Paul 

It seems natural to choose whether to have a 

child by reflecting on what it would be like to 

have one. I argue that choosing on this basis is 

not rational, raising general questions about our 

ordinary conception of how to make this life- 

changing decision.! 

1. Deciding Whether to Start 
a Family 

Scenario: You have no children. However, 

you have reached a point in your life when 

you are personally, financially and physically 

able to have a child. You sit down and think 
about whether you want to have a child of your 

very own. You discuss it with your partner and 

From Res Philosophica 92:1-23, 2015. 

contemplate your options, carefully reflecting 

on the choice by assessing what you think it 

would be like for you to have a child of your 

very own and comparing this to what you think 

it would be like to remain childless. After care- 

ful consideration, you choose one of these 

options: 

For: You decide to have a child. 

Against: You decide to remain childless. 

The way you went about making your choice 

seems perfectly apt. It follows the cultural 

norms of our society, where couples are encour- 

aged to think carefully and clearly about what 

they want before deciding that they want to 

start a family. Many prospective parents decide 

to have a baby because they have a deep desire 
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to have children based on the (perhaps inarticu- 

late) sense that having a child will help them to 

live a fuller, happier, and somehow more com- 

plete life. While many people recognize that an 

individual’s choice to have a child has important 

external implications, the decision is thought to 

necessarily involve an intimate, personal com- 

ponent, and so it is a decision that is best made 

from the personal standpoints of prospective 

parents.* Guides for prospective parents often 

suggest that people ask themselves if having a 

baby will enhance an already happy life, and en- 

courage prospective parents to reflect on, for ex- 
ample, how they see themselves in five and ten 

years’ time, whether they feel ready to care for 

and nurture the human being they’ve created, 

whether they think they’d be a happy and con- 

tent mother (or father), whether having a baby 

of their own would make life more meaning- 

ful, whether they are ready for the tradeoffs that 

come with being a parent, whether they desire to 

continue with their current career plans or other 

personal projects, and so on.° 

This assessment of one’s prospects and plans 

for the future is a culturally important part of 

the procedure that one is supposed to undergo 

before attempting to become pregnant. Since 

(in the usual case) the parents assume primary 

responsibility for the child they create, it seems 

appropriate to frame the decision in terms of 

making a personal choice, one that carefully 
weighs the value of one’s future experiences.® 

People often frame the decision this way when 

they make this choice, and more importantly for 

my purpose here, we are (culturally speaking) 

supposed to frame the decision this way. Given 

the magnitude of the responsibilities we are 

considering taking on, we are supposed to think 

carefully about the personal implications of the 

choice. Many choose to have a child. Many 

prefer to remain childless. 

2. Decision Theory: 
A Normative Model 

When we make a choice to do something, we 

make a decision: we consider various things we 

might do and then choose to do one of them, and 

decision theory provides the best account of ratio- 

nal decision-making. Ideal agents in ideal circum- 

stances make choices rationally by conforming to 

the models of an idealized decision theory. To 

make a choice rationally, we first determine the 

possible outcomes of each act we might perform. 

After we have the space of possible outcomes, we 
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determine the value (or utility) of each outcome, 

and determine the probability of each outcome’s 

occurring given the performance of the act. We 

then calculate the expected value of each out- 

come by multiplying the value of the outcome by 

its probability, and choose to perform the act with 

the outcome or outcomes with the highest overall 

expected value. 

Now, decisions made by real agents in real- 

world circumstances do not conform to this 

standard model. Ordinary reasoners may be 

imperfect reasoners; their reasoning may only 

imperfectly conform to the way an ideal ratio- 

nal being would reason, and their assessments 

of the values of the outcomes may only imper- 

fectly conform to their actual values. A more 

realistic version of a decision-theoretic ap- 

proach, that is, what I'll call a normative de- 

cision theory, can capture norms for ordinary 

successful reasoning. If we can glean approxi- 

mate values for our outcomes and apply the 

right decision theoretic rules, we can conform 

to the ordinary standard for rational decision- 

making. Decisions made by ordinary people 

can be rational if they conform to the realistic 

standards set by a normative decision theory, 

where such standards make allowances for a 

certain amount of approximation, ignorance, 

uncertainty, and mistaken beliefs.’ 
For example, when considering an outcome, 

perhaps we can do no better than glean its ap- 

proximate expected value. After all, it is prob- 

ably impossible for a person to calculate the 

expected value of each outcome with precision. 

And perhaps we do not know about all the pos- 

sible outcomes. But we can approximate a ra- 

tional choice by choosing between approximate 

expected values of the relevant or the most im- 

portant outcomes. A normative decision theory 

describes the range and combination of rules 

and standards that agents must meet for their 

decisions to be rational, normatively speaking. 

It thus provides a normative model that real 

agents can conform to so that their decisions 

are rational by our lights.* In this paper, I will 

assume that we want to meet the standard for 
normative rationality when we make the deci- 
sion of whether or not to have a child. 

In any non-ideal case, complicating fea- 
tures may be present. For example, sometimes 
outcomes have equal expected values. Then 
no unique act is the rational one to choose. 
Sometimes expected values are metaphysically 
indeterminate. Then it is metaphysically indeter- 
minate which act is the rational one to choose. 
Or perhaps we cannot adequately partition the 
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space of possible outcomes. Etc. For simplic- 

ity, | assume that such features are not present in 

Scenario. In particular, | assume that we can par- 

tition the space of relevant possibilities into a set 

of suitably fine-grained, exclusive and exhaustive 

propositions describing each relevant outcome. 

In Scenario, the acts in question are either 

having one’s own child or not having one’s own 

child. The decision is the choice between whether 

to have a child or whether to remain childless. 

The outcomes of either act are its effects, which 

have dramatic emotional, mental and physical 

consequences. The dramatic effects follow the 

act of not having a child as much the act of having 

one: for example, not having a child means that 

you’ ll have very different experiences from ones 

you'd have had if you had a child, and has follow- 

on effects, such as the fact that you’d have signifi- 

cantly fewer financial costs for at least eighteen 

years following the date from when the omission 

can be said to ‘obtain.’ 

The primary concern in Scenario is with the 

value of the outcome ‘for the agent,’ where 

this describes the value of the outcome brought 

about by the agent, centering on the outcome 

that involves the agent’s perspective or point of 

view, that is, on the subjective value of what it 

is like to be the person who made the choice. In 

particular, the agent in Scenario is concerned 

with phenomenal outcomes that involve what 

it’s like for her to have her own child. Since 

what it is like to be the agent includes what it 

is like to have her beliefs, desires, emotions, 

dispositions, and to perform subsequent acts, in 

Scenario the relevant outcomes include what it 

is like to have these additional effects and their 

attendant consequences as part of what it is like 

for her to have her child. 

When choosing between For or Against, 

you compare the overall expected values of the 

outcomes of each act. Since we are concerned 
here with ordinary decision-making, we use a 

normative model to guide our choice, allowing 

for approximation and estimation in place of 

perfect precision. To choose rationally, given 

our normative model, you determine the ap- 

proximate value of each relevant outcome, you 

determine the approximate probability of each 

of these outcomes actually obtaining, and then 

use this information to estimate the expected 

value of each act. After estimating the expected 

value of each act, you choose the act that brings 

about the outcome with the highest estimated 

expected value. 

In the case where you have a child, the rel- 

evant outcomes are phenomenal outcomes 

concerning what it is like for you to have your 

child, including what it is like to have the be- 

liefs, desires, emotions and dispositions that 

result, directly and indirectly, from having your 

own child. Thus, the relevant values are deter- 

mined by what it is like for you to have your 

child, including what it is like to have the be- 

liefs, desires, emotions and dispositions that 

result, directly and indirectly, from having your 

own child. (1 will sometimes call these values 

‘phenomenal values’: they are values of being 

in mental states with a phenomenal ‘what it’s 

like’ character.) In the case where you remain 

childless, the relevant outcomes are phenom- 

enal outcomes involving what it is like for you 

to experience the effects of remaining childless, 

and thus the relevant values depend on what it is 

like for you to experience childlessness. In other 

words, the value of your act in Scenario, given 

the way the choice is made, depends largely on 

the phenomenal character of the mental states 

that result from it. This is neither surprising nor 

unusual from a commonsensical point of view. 

Of course, having a child or not having a 

child will have value with respect to plenty of 

other things, such as the local demographic and 

the environment. However, the primary focus 

here is on an agent who is trying to decide, 

largely independently of these external or im- 

personal factors, whether she wants to have a 

child of her own. In this case, the value of what 

it is like for the agent plays the central role, if 

not the only role, in the decision to procreate. 

That said, the value of the choice is also af- 

fected if we assess the wider scope of the value 

of the act, since even in cases with a wider pur- 

view, the value of what it is like for the agent to 

have her own child must be evaluated in order 

to determine the overall expected value of her 

choice. For instance, you might choose to have 

a child because you desire to have some of your 

DNA transmitted to future generations. But the 

value of satisfying this desire must be weighed 

against other outcomes. If, say, the value of 

what it was like for you to have your own child 

was sufficiently positive or sufficiently nega- 

tive, it could swamp the value of satisfying your 

desire to leave a genetic imprint. 

3. What Experience Teaches 

All of this might seem perfectly straightforward 

and unexceptionable. But there is a problem 

lurking beneath the surface. To see it, begin by 

reflecting on an interesting fact about ‘what it’s 
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like’ knowledge, such as knowledge of what it’s 

like to see red. The interesting fact is that this 

sort of knowledge, that is, knowing what it’s 

like, can (practically speaking) only be had via 

experience. 
Frank Jackson developed a famous thought 

experiment to make this point. His example fea- 

tures black-and-white Mary, a brilliant neuro- 

scientist, who is locked in a colorless cell from 

birth. Mary has never experienced color. Now, 

she knows all the facts in a complete physics 

(and other sciences), including all the causal 

and relational facts and functional roles conse- 

quent on knowing these facts, and including all 

the scientific facts about light, the human eye’s 

response to light with wavelengths between 600 

and 800 nanometers and any relevant neurosci- 

ence. Yet, when she has her first experience of 

red, she learns something new: she learns what 

it is like to see red. 

Mary is confined to a black-and-white room, is 

educated through black-and-white books and 

through lectures relayed on black-and-white 
television. In this way she learns everything 

there is to know about the physical nature of the 
world. . . . It seems, however, that Mary does 

not know all there is to know. For when she is 

let out of the black-and-white room or given a 
color television, she will learn what it is like to 

see something red... .. (Jackson 1986, p. 291) 

As Jackson points out, when Mary leaves her 
cell for the first time, she has a radically new 

experience: she experiences redness for the first 

time, and from this experience, and this experi- 

ence alone, she knows what it is like to see red. 

Because of Mary’s lack of experience, before 

she leaves her black-and-white cell, she lacks a 

certain kind of knowledge. Perhaps that knowl- 

edge is knowledge of a physical fact. Perhaps 

that knowledge involves a lack of a certain kind 

of ability or know-how. Perhaps it’s knowing 

an old fact in a new way. Or perhaps, after leav- 

ing her room, she knows a new fact of some 

other sort.? None of that matters here.'? The 
lesson for us is simply that, before she leaves 

her cell, black-and-white Mary is in an impov- 

erished epistemic position. Until she actually 

has the experience of seeing red, she cannot 

know what it is like to see red. 

An important feature of this example relies 

on the fact that, given Mary’s exclusively black 

and white experiences, the experience of seeing 

red is unique and distinctive for her. Before she 

leaves her room, she cannot project forward 

to get a sense of what it will be like for her to 

see red, since she cannot project from what she 
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knows about her other experiences to know 

what it is like to see color. As the example is 

described, then, before she leaves the room, her 

previous experience is not projectable in a way 

that will give her information about what it is 

like to see red. As a result, when she leaves her 

room and sees red for the first time, her experi- 

ence is epistemically transformative. 

Now let’s restrict Mary’s epistemic situation 

a little more than it was in Jackson’s thought ex- 

periment. Before she leaves her room, because 

she doesn’t know what it is like to see red, or 

indeed what it is like to see any sort of color 

at all, she also doesn’t know what feelings and 

thoughts she’ll experience as the result of seeing 

red.!' And so she doesn’t know whether it’ll 
be her favorite color, or whether it'll be fun to 

see red, or whether it'll be joyous to see red, or 

frightening to see it, or whatever. And even if she 

could know, say, that she would find seeing red 

frightening, she wouldn’t know how phenom- 

enologically intense this experience would be. 

For our purposes, Mary’s impoverished epis- 

temic situation means, first, that since Mary 

doesn’t know how it'll phenomenally feel to 

see red before she sees it, she also doesn’t know 

what emotions, beliefs, desires, and disposi- 
tions will be caused by what it’s like for her 

to see red. Maybe she’ll feel joy and elation. 

Or maybe she’ll feel fear and despair. And so 

on. Second, because she doesn’t know what 

emotions, beliefs, desires, and dispositions 

will be caused by her experience of seeing 

red, she doesn’t know what it’ll be like to have 

the set of emotions, beliefs, desires, and dis- 

positions that are caused by her experience of 

seeing red, simply because she has no guide to 

which set she’ll actually have. And third: she 

doesn’t know what it'll be like to have any of 

the phenomenal-redness-involving emotions, 

beliefs, desires, and dispositions that will be 

caused by her experience of seeing red. Even 

if she could somehow know that she’ll feel joy 

upon seeing red, she doesn’t know what it will 

be like to feel-joy-while-seeing-redness until 

she has the experience of seeing red. And these 

are all ways of saying that, before she leaves her 

cell, she cannot know the value of what it’ll be 
like for her to see red. 

This means that, when Mary chooses to 
leave her black-and-white cell, thus choosing 
to undergo an epistemically transformative 
experience, she faces a deep subjective unpre- 
dictability about the future. She doesn’t know, 
and she cannot know, the values of the relevant 
phenomenal outcomes of her choice. 
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4. The Transformative 
Experience of Having a Child 

A person who is choosing whether to become a 

parent, before she has a child, is in an epistemic 

situation just like that of black-and-white Mary 

before she leaves her cell. Just like Mary, she is 

epistemically impoverished, because she does 

not know what it is like to have a child of her 
very own. 

Why is she epistemically impoverished? At 

least in the normal case, one has a uniquely new 

experience when one has one’s first child. Before 

someone becomes a parent, she has never expe- 

rienced the unique state of seeing and touching 

her newborn child. She has never experienced 

the full compendium of the extremely intense 

series of beliefs, emotions, physical exhaustion 

and emotional intensity that attends the carry- 

ing, birth, presentation, and care of her very 

own child, and hence she does not know what it 

is like to have these experiences. 

Moreover, since having one’s own child is 

unlike any other human experience, before she 
has had the experience of seeing and touching 

her newborn child, not only does she not know 

what it is like to have her child, she cannot 

know.!? Like the experience of seeing color for 

the first time, the experience of having a child is 

not projectable. All of this means that having a 

child is epistemically transformative. 

Now, having a child is not just a radically 

new epistemic experience, it is, for many 

people, a life-changing experience. That is, 
the experience may be both epistemically 

transformative and personally transformative: 

it may change your personal phenomenology 

in deep and far-reaching ways. A personally 

transformative experience radically changes 

what it is like to be you, perhaps by replac- 

ing your core preferences with very differ- 

ent ones.'? For most people, having a child is 

transformative in both ways: it is an epistemi- 

cally transformative experience that is also 

personally transformative. 

Why do parents experience such dramatic 

phenomenological changes? It is a normal re- 

action to the intense series of new experiences 

that one has when one has a child of one’s own. 

This is most obvious when the parent in ques- 

tion is the mother. The intensity and uniqueness 

of the extended act of carrying the child, the 

physicality of giving birth, the recognition of 

the new fact of the existence of one’s very own 

child, and the exertion involved in caring for a 

newborn results in a dramatic change in one’s 

physical, emotional and mental states. The 

experiences are also very intense for involved 

fathers. It is common for fathers to date their 

changed phenomenal state from the moment 

they saw or held their newborn. 

Perhaps the primary basis for the radical 

change in phenomenology in both parents is 

the simple fact that the content of the state of 

seeing and touching your own newborn child 

can carry with it an epistemically unique and 

personally transformative phenomenological 

character.'* This may be the source of why this 
experience is both epistemically and personally 

transformative. 

There are probably attendant biological 

reasons for the phenomenological change in 

parents: when producing, breastfeeding and 

caring for a child, mothers experience enor- 

mous hormonal and other biological changes, 

and new fathers also undergo significant hor- 

monal changes. Fans of evolutionary biology 

will hold that there is a biological mandate 

for the physiological changes in the parents 

that underlie the felt attachment to one’s off- 

spring. In any case, whether the primary basis 

for one’s new phenomenology is simply the 

experience of producing, seeing, and touching 

your newborn child, or whether it is being in 

some new biological state, or whether it is a 

more extended and complex series of experi- 

ences, the parent has an experience he or she 

has never had before—an experience with an 

epistemically unique phenomenal character, 

and moreover, one which can also be person- 

ally transformative. '° 
The combination of the epistemically and 

personally transformative experience of 

having one’s own child brings with it profound 

changes in other epistemic states. In particular, 

because you cannot know what it is like to have 

your own child before you’ ve had her, you also 

cannot know what emotions, beliefs, desires, 

and dispositions will be caused by what it’s like 

to have her. Maybe you’ll feel joy and elation 

when she is born. Or maybe you’ll feel anger 

and despair (many parents experience postnatal 

depression). And so on. Moreover, you can’t 

know what it'll be like to have the particular 

emotions, beliefs, desires, and dispositions that 

are caused by your experience of having your 

child. As a result, if you have a child, and if 

your experience is both epistemically and per- 

sonally transformative, many of your epistemic 

states will change in subjectively unprojectable 

ways, and many of these changes will be pro- 

found changes. 
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5. Choosing the Ordinary 
Way Is Not Rational 

Recall the normative model for ordinary 

decision-making given in section 2. You, as 

a normatively rational agent, are supposed to 

deliberate between acts: you determine the rel- 

evant outcomes of each act, the approximate 

probability of these outcomes, the approximate 

value of these outcomes, and then estimate the 

overall expected value of each act. After es- 

timating the expected value of each act, you 

choose the act that has the highest expected 

value. 

The lurking problem I alluded to in section 3 

comes from the fact that the normative model 

requires one to determine values of outcomes. 

And, in fact, any standard decision-theoretic 

model requires one to determine values, at least 

approximate ones, of outcomes. The problem 

surfaces when we realize that, first, we want 

to make the decision based on the phenomenal 
outcome, that is, based on what we think it will 

be like to have a child. And second, that if our 

choice involves an outcome that is epistemi- 

cally transformative, we cannot know the value 

of this outcome before we experience it. And if 

we cannot determine the value of the relevant 

outcome, we are in the same epistemic posi- 

tion as the agent who, because he doesn’t know 

what the prize will be, cannot rationally deter- 

mine the utility of winning the lottery (Weirich 

2004, p. 65). 
Recall Mary in her black-and-white cell. 

Imagine that she is trying to decide whether 

she wants to leave her cell for the first time. As 

we saw, Mary doesn’t know what it will be like 

to see color. In addition to its being a certain 

way to see red, maybe it will be terrifying and 

overwhelming to see color after living in black 

and white for so long. Maybe the particular 

fear created by seeing redness will be mind- 

numbingly awful and paralyzing. Or maybe 

seeing red for the first time will be blissfully 

wonderful. She just doesn’t know. As I noted 

above, this means Mary doesn’t know what 

values to assign to the phenomenal states that 

are the outcomes of her choice to leave her cell. 

If she cannot rationally determine the values of 

the relevant outcomes, she cannot use norma- 

tive decision theory to make a rational choice. 

(And if she assigns values to these phenomenal 

states anyway, she is making an unacceptable 

mistake, for if she cannot know their values, 

there are no rationally acceptable values she 

can assign.) Either the decision theoretic 
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model does not apply, because there is no value 

known for the relevant outcome, or the value 

she assigns to the outcome is based on an unac- 

ceptable belief about what the value should be, 

and a decision based on an unacceptable belief 

is not rational.'® 
The very same problem arises in Scenario. 

Here, you are deciding whether to have a child 

based on the expected value of the act for you 

and your partner. You think about what it would 

be like to have a child, how it will affect you 

and your partner, and how it will affect the other 

parts of your life, and you decide on the outcome 

with the best overall effects, where “best over- 

all effects’ is short for ‘effects that maximize 
expected value.’ Even if the contemplation is 

not as detailed or precise as the perfect rational 

agent could make it, an approximation of this 

approach embodies our ordinary way of trying 

to take a clear-headed, normatively rational ap- 

proach to this extremely important decision. 

The trouble comes from the fact that, be- 

cause having one’s first child is epistemically 

transformative, one cannot determine the 

value of what it’s like to have one’s own child 

before actually having her. This means that the 

subjective unpredictability attending the act of 

having one’s first child makes the story about 

family planning into little more than pleasant 

fiction. Because you cannot know the value of 

the relevant outcome, there is no rationally ac- 

ceptable value you can assign to it. The prob- 

lem is not that a prospective parent can only 

grasp the approximate values of the outcomes 

of her act, for then, at least, she might have 

some hope of meeting our norms for ordinary 

decision-making. The problem is that she 

cannot determine the values with any degree 

of accuracy at all. 

As a result, no matter which option in 

Scenario you choose, your decision is not even 

an approximation of a normatively rational act. 

It is impossible for you to follow the decision 

procedure in Scenario and choose For in a way 

that is consistent with the ordinary standard 

for rational decision-making. It is also impos- 

sible for you to follow the decision procedure 

in Scenario and choose Against in a way that 
is consistent with the ordinary standard for 
rational decision-making. Arguably, ordinary 
rationality does not even permit making either 
choice. Generalizing this, you cannot use our 
ordinary, phenomenal-based, normative deci- 
sion procedure to rationally make one of the 
biggest decisions of your life. You cannot use 
this procedure to rationally choose to have 
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a child, nor to rationally choose to remain 
childless. 

Distinguishing between evidential and causal 

probability does not help: it is not rational to 

choose either option whether we understand 

your decision as one based on evidence or as 

one based on a judgment about the causal ef- 

ficacy of the act. Finally, even a distinction 

between practical rationality and theoretical ra- 

tionality will not help: your choice in Scenario 

is neither theoretically nor practically rational 

in the intended sense.!’ 
It should be obvious that, in this discussion, 

I am abstracting from any moral considerations 

that might affect the choice to have or not to 

have children, and I am not taking a position on 

the nature of moral deliberation—i.e., whether 

itis a form of rational deliberation, and whether 

its aim is to maximize value. I am starting from 

what I take to be our predominant cultural para- 

digm of how to consider the question of whether 

to have or not to have a child. According to that 

paradigm, we are to approach this decision as 

a personal matter where what is at stake is our 

own expected happiness and a sort of personal 

self-realization.'® 
And so we find a conflict between the ordi- 

nary way we are supposed to make the decision 

to have a child and the fact that having one’s 

own child is an epistemically transformative 

experience. This conflict is interesting precisely 

because the decision to have a child may also 

be personally transformative. When a decision 

involves an outcome that is epistemically trans- 

formative for the decision-maker, she cannot 

rationally assign a value to the outcome until 

she has experienced the outcome. When that 

outcome may also be personally transformative 

for the decision-maker, the conflict matters— 

for she needs to make a big decision, a possibly 

self-transformative decision, and she cannot 

conform to ordinary or ‘folk’ norms for rational 

decision-making when doing so. 

6. Objections 

My conclusion is controversial. The remainder 

of the paper will discuss some objections. 

6.1 Subjective Ability 

Perhaps you think that you can know what it’s 

like to have a child, even though you’ ve never 

had one, because you can read or listen to the 

testimony of what it was like for others. You 

are wrong. 

If you want to know what some new and dif- 

ferent experience is like, you can learn it by 
going out and really having that experience. 

You can’t learn it by being told about the ex- 
perience, however thorough your lessons 
might be... . You may have tasted Vegemite, 

that famous Australian substance; and I never 

have. So you may know what it’s like to taste 
Vegemite. I don’t, and unless I taste Vegemite 
(what, and spoil a good example!) I never will. 
(Lewis 1990, p. 292) 

The experience of having a child is exactly the 

sort of epistemically unique, epistemically new 

experience that Lewis is referring to.'? Having 
one’s first child and tasting Vegemite for the 

first time are both epistemically transformative 

(though tasting Vegemite is rarely personally 

transformative, unless you are an Australian 

who has been away from home for a long time). 

Being around other people’s children isn’t 

enough to learn about what it will be like in your 

own case. The resemblance simply isn’t close 

enough in the relevant respects. Babysitting 

for other children, having nieces and nephews 

or much younger siblings—all of these can be 

wonderful (or horrible) experiences, but they 

are different in kind from having a child of 

your very own, perhaps roughly analogous to 

the way an original artwork has aesthetic value 

partly because of its origins. (Thus the various 

memes about ‘other people’s children,’ includ- 

ing those about how one can dislike other peo- 

ple’s children while loving one’s own, about 

how adopting a child ‘isn’t the same’ as having 

one,” etc.) Experience with other peoples’ chil- 
dren might teach you about what it is like to 

hold a baby, to change diapers or hold a bottle, 

but not what it is like to create, carry, give birth 

to and raise a child of your very own. This is 

obvious even if we discount the conceptual or 

indexical basis for the uniqueness of the experi- 

ence, for as I pointed out above, there are purely 

biological causes that may be sufficient for its 

uniqueness: the hormonal reactions and other 

biological responses that stem from physically 

growing, carrying and giving birth to your 

own child (mutatis mutandis for fathers). One 

simply does not get this biological response 

from babysitting one’s niece or changing one’s 

nephew’ dirty diaper. 

You might think that having a description 

of what it’s like to have a child will tell you 

what you need to know if it tells you about other 

experiences that closely resemble the new ex- 

perience. But it doesn’t, at least if you haven’t 

experienced anything that closely resembles 
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the experience, such as already having a child 

of your own. Lewis 1990, pp. 265-66, points 

out that even if one can be told that the taste of 

Vegemite somewhat resembles Marmite, unless 

one has tasted Marmite, this misses the point. 

Without the relevant experience, no amount of 

information about resemblances will help. 

The claim that having a child is epistemically 

transformative does not entail that, if you as- 

cribe a value to what it will be like for you to 

have a child before you’ ve actually had a child, 

the value you ascribe will be incorrect. You 

might get lucky. You might ascribe a value that, 

once you have the child, turns out to be reason- 

ably close to the actual value. But this doesn’t 

mean that it was rationally acceptable for you to 

ascribe this value before you could know what 

it was going to be. It was not rationally accept- 

able, for you could not know the value before 

you'd had the experience.”! 
Back to Mary in her colorless cell: Mary 

might guess that the experience of seeing color 

for the first time will be stressful and frighten- 

ing. When she leaves her cell, she might indeed 

find her experiences of redness to be stressful 

and frightening. Or Mary might guess that the 

experience of seeing color for the first time will 

be fulfilling and satisfying. When she leaves her 

cell, she might indeed find her experiences of 

redness to be fulfilling and satisfying. But none 

of this entails that she was able to know what 

it would be like for her to experience redness 

before she actually experienced it, and so none 

of this entails that it was rationally acceptable 

for Mary to assign these values before she left 

her cell. 

Can there really be anyone who would grant 

that the relatively mundane experience of tast- 

ing Vegemite for the first time is epistemically 

transformative, while denying that growing, 

carrying, giving birth to, and raising one’s first 

child is epistemically transformative? If you 

grant that epistemically transformative experi- 

ences are possible at all, you should grant that 

having your first child is one of them. 

6.2 Alternative Decision Procedures 

The normative model captures the structure of 

an ordinary decision-making process. Many 

people, myself included, take the normative 

model (or close variations thereof) to pro- 

vide the most natural framework for decision- 

making in this particular context, even if it gives 

us unsatisfactory results. However, it is well- 

known that decision-making under ignorance 

SELF-KNOWLEDGE AND OTHER MINDS 

creates special problems for agents, and models 

for decision-making under ignorance have been 

developed for agents to use.”” How does this 

fact affect my argument? 
In a nutshell: it doesn’t. Our option is to 

replace the simple version of the normative 

model with a different version, one which 

would apply under epistemically impoverished 

circumstances. This might seem like the obvi- 

ous way to approach the problem. After all, the 

real world is messy, and as I discussed in §2, the 

difficulty of fitting the pristine, clear and pre- 

cise models of decision theory with the murky 

viewpoints of actual agents is well-known. Can 

we accommodate decisions involving epis- 

temically transformative experiences by using 

special models for decision-making under 

ignorance? 

No. The same problem that arose for our 

simple normative model arises with these 

special models, for it is a condition of appli- 

cation for all such models that we are able to 

legitimately determine the values (or utilities), 

at least approximate ones, of the relevant out- 

comes of the act.?? In the most common models 
for decision under ignorance, the models spec- 

ify the values of the outcomes of the act, but— 

representing agent ignorance—no probabilities 

are determined. Just as with our original norma- 

tive model, your choice to have your own child 

is based on your phenomenal preferences, so to 

use these decision theoretic models, you have to 

be able to determine the approximate values of 

the phenomenal outcomes, outcomes including 

what it is like for you to have your own child. 

But because you do not know what it is like to 

have your own child, you lack the relevant phe- 

nomenal knowledge you need in order to ratio- 

nally determine these values. 

For example, a simple model for 

decision-making under ignorance could use the 

‘maximin’ rule for making decisions. When 

‘maximining’ the agent decides conservatively, 

that is, makes a safe bet, with the objective of 

minimizing bad results. To use this decision 

procedure, we first determine the desirability 

and undesirability of each relevant outcome. 

Then we choose the act whose worst outcome 
has the highest desirability relative to the worst 
outcomes of all the acts under consideration, 
that is we, choose the act with the ‘least bad’ 
outcome. A different, more optimistic model 
uses a version of the ‘maximax’ rule: calculate 
the value of each relevant outcome, and then 
simply choose the outcome that has the highest 
value. That is, we ‘maximax’ by choosing the 
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act whose best outcome is the most desirable 

outcome. Either approach allows for rational 

decision-making under ignorance. 

To apply these models, we determine the 

values of outcomes and then apply a decision 

rule. The appropriate decision rule depends on 

the context, which includes the agent’s circum- 

stances and dispositions. If, for example, you 

are choosing from a range of unfamiliar dishes 

at a new restaurant somewhere in the Midwest, 

you might wish to employ the maximin rule, 

selecting the simply prepared steak instead of 

the interesting, but unusually flavored, seafood 

dish. Here, outcomes include having a decent 

steak, having a delicious seafood dish, or having 

a disturbingly chewy, unpleasantly fishy eve- 

ning meal. On the other hand, if the restaurant 

has enough Michelin stars, you might decide to 

throw caution to the winds and employ maxi- 

max reasoning to go for the Aguachile de Pulpo 

y Calamar after all. 

But what if you are visiting Australia for the 

first time, and need to choose between having 

toast with orange marmalade and toast with 

Vegemite? If you’ve never had Vegemite, 

nor anything resembling it (such as Marmite), 

and you want to choose based on what it will 

be like for you to taste Vegemite, you are out 

of luck. Neither maximin nor maximax will 
work for you. In the Midwestern restaurant, 

you chose between outcomes that resembled 

what you’d experienced in the past (a decent 

steak, good seafood, bad seafood), and so you 

were able to assign values to them. But in a 

case where you really don’t know what it’s like 

to taste the menu item, you can’t use maxi- 

min, or maximax, or any other decision-under- 

ignorance rule to rationally make a decision 

based on what you think it will taste like. You 

just don’t have enough information to deploy 

the model.*°? You might be able to rationally 
make your menu choice on another basis, say, 

where you regard the choice merely as a fun, 

low-stakes gamble, but a decision on that basis 

is not analogous to the phenomenally-based 

decision to have a child. 
You might think, hang on, we can just parse 

the range of outcomes so that they are described 

as outcomes like ‘Vegemite tastes delicious,’ 

and ‘Vegemite tastes disgusting.’*° But simply 
adding terms like ‘delicious’ or ‘disgusting’ to 

the description of the outcome won’t give you 

the information about values that you need. 

Intuitively speaking, you need to know more in 

order to assign them values. You need to know 

how phenomenally intense the state described 

by ‘Vegemite tastes delicious’ and how phe- 

nomenally intense the state described by 

‘Vegemite tastes disgusting’ is, and you need 

experience in order to know this.?’ 
We find ourselves with the very same prob- 

lem in Scenario. No standard model of decision 

under ignorance is available to the prospective 

parent who chooses based on what she thinks 

it will be like to be a parent, for, just as in 

the Vegemite case, she cannot determine the 

values of the relevant outcomes. As a result, the 

models don’t apply. 

Now, of course, I am assuming various con- 

straints here: it isn’t metaphysically impossible 

to determine the values of the outcomes. It is 

simply epistemically impossible given very rea- 

sonable and appropriate real-world constraints. 

For example, if you had a perfect physical du- 

plicate who underwent the experience of having 

a child and then told you how to assign values 

to the outcomes for your version of the expe- 

rience, you could employ a decision-theoretic 

model. This sort of pretend scenario, and vari- 

ous other sci-fi alternatives we might be able 

to dream up, are obviously irrelevant in this 
context. 

There is another issue here that should be 

raised: not only is the phenomenal outcome 

what it’s like to have your own child a relevant 

outcome of your choice, it’s an outcome whose 

value might swamp the other outcomes. In other 

words, even if other outcomes are relevant, 

the value of the phenomenal outcome, when 

it occurs, might be so positive or so negative 

that none of the values of the other relevant out- 

comes matter.” 
Now, we need not take the fact that norma- 

tive decision theoretic models don’t work well 

for the case of having children as a criticism of 

decision theory, for sophisticated decision theo- 

rists often think of decision theory as a useful 

evaluative tool, not as a method one should use 

to determine, in practical circumstances, what 

sort of deliberation is rational.” The point being 
made here is that you cannot rationally decide 

to have a child based on what you think it will 

be like for you to have a child, and debates 

about how to make this important life choice 

should reflect this fact. 

6.3 Eliminate the Subjectivity 

in the Decision Procedure 

The source of the problem is the epistemically 

transformative nature of the experience of 

having one’s child. One way to circumvent this 
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problem is by dispensing with projectability, 

that is, ignoring your own personal preferences 

when you choose. You can change the decision 

procedure and choose to have a child based 
solely on the assumption that anyone who has 

a child is more likely to end up in a class of 

individuals who maximize their overall utility, 

ignoring your own personal beliefs, desires and 

other phenomenal projections about the future. 

Let’s consider this possibility. After choos- 

ing, you could end up in one of four different 

classes. The class of individuals for whom, 

after having a child, the overall value of having 

a child is higher than it would have been if they 

had remained childless, is Lucky Parents. The 

class of individuals for whom, after having 

a child, the overall value of having a child is 

lower than it would have been if they had re- 

mained childless, is Unlucky Parents. The class 

of individuals for whom, having decided to not 

have a child, the overall value of the choice to 

be childless is higher than it would have been 

if they had had a child, is Lucky Child-frees. 

Finally, the class P'll label Unlucky Child-frees 

is the class of individuals for whom, having de- 

cided to be childless, the overall value of the 
choice to not have a child is lower than it would 
have been if they had had a child. 

Now if Lucky Parents is much larger than 

Unlucky Parents, and Unlucky Child-frees is 

much larger than Lucky Child-frees, it might 

seem rational to choose to have a child, simply 

because you think, given the numbers, if you 

have a child you are far more likely to be in 

Lucky Parents than in Unlucky Parents, and you 

successfully avoid being classed in Unlucky 

Child-frees. And indeed, many people seem 

to assume something like the claim that Lucky 
Parents is much larger than Unlucky Parents. 

They also seem to assume that Unlucky Child- 

frees is much larger than Lucky Child-frees: 

they assume that people increase their happi- 

ness and well-being by having children and that 

childless people decrease their well-being (and 

as a result are unhappy or unfulfilled) because 

they do not have children of their own. 

However, current empirical evidence sug- 

gests that this assumption is false. While the 

highs seem to be higher for parents, the lows 

seem to be lower, and many measures suggest 

that parents with children in the home have, on 

average, a lower level of overall life satisfac- 

tion.*? Moreover, individuals who have never 
had children report similar levels of life sat- 

isfaction as individuals with grown children 
who have left home (Simon 2008; Evenson 
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and Simon 2005). A recent analysis of survey 

data covering a wide range of the empirical re- 

sults concerning parenthood indicates that no 

group of parents, including those whose chil- 

dren have grown and left home, where those 

groups are determined by standard sociological 

classifications such as income, marital status, 

gender, race, education, and mental health, 

report higher levels of overall emotional well- 

being than non-parents (Simon 2008; Evenson 

and Simon 2005).*! Psychological results are 
more mixed: some studies report that parents 

have lower levels of subjective well-being 

(Kahneman et al. 2004), while others report that 

fathers enjoy a higher level of life satisfaction 

but mothers do not (Nelson et al. 2013). 

At best, we have little or no evidence that 

Lucky Parents is much larger than Unlucky 

Parents, or that Unlucky Child-frees is much 

larger than Lucky Child-frees. At worst, the 

evidence suggests that choosing to have a child 

is likely to reduce your overall well-being. If 

you reject the empirical results (which are 

mixed and admittedly controversial), you find 

yourself without evidence to guide your deci- 

sion. If you accept what the balance of evidence 

seems to show, then the rational choice requires 

you to act as though your own feelings don’t 

matter. Independently of your own feelings on 

the issue, you must remain childless, for those 

who remain childless are more likely to end up 

in a class of individuals that have maximized 
their overall utility. 

Thus far, it looks like, if you accept the new 

decision procedure, you should either hold off 

on deciding, due to lack of conclusive evi- 

dence, or you should ignore your own feel- 

ings and decide to remain childless.*? This is 
an interesting result. But it is strange. First of 

all, it does not bode well for the future of the 

species. Second, deciding solely on the chance 

that you'll end up in a class of individuals who 

maximized their overall utility cuts hard against 

the way we ordinarily consider the decision. 

Imagine Sally, who has always thought that 

having a child would bring her happiness, de- 

ciding not to have a child simply because she 

knows not having one will maximize her utility. 
For her to choose this way, ignoring her subjec- 
tive preferences and relying solely on external 
reasons, seems bizarre. How could Sally’s own 
phenomenal preferences not matter to her de- 
cision? Even Lisa, who, antecedently, does not 
want a child, and then decides not to have a 
child based solely on the evidence, is not choos- 
ing in an ordinary way. Her choice, if rational, 
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has nothing to do with her phenomenal prefer- 

ences to not have a child. Lisa does not have 

special insight into how she has always known 

that she’d be worse off as a parent: instead, 

she merely gets lucky. It just so happens that 

her phenomenal preferences support the same 

choice as the evidence does. Alternatively, 

imagine that the sizes of the classes were re- 

versed so that Lucky Parents was much larger 

than Unlucky Parents, and Unlucky Child-frees 

was much larger than Lucky Child-frees. Now 

consider Anne, who has always thought that 

having a child would bring her misery, decid- 

ing to have a child simply because she knows 

it will maximize her utility. Again, the deci- 

sion procedure seems bizarre from our ordi- 

nary perspective. Choosing rationally requires 

a very different way of thinking about the de- 

cision than we ordinarily think it does—to be 

rational, we have to ignore our phenomenal 

preferences.*® 
You might think that none of this applies to 

you. For you are a sophisticated thinker—you 

know, or at least you have educated, sophisti- 

cated beliefs—about which psychological char- 

acteristics really matter when you become a 

parent. You, unlike the unwashed masses, can 

judge for yourself whether you are more or less 

likely to end up in Lucky Parents if you have 

a child. I see no rational basis for a belief in 

such super-empirical abilities. There just isn’t 

enough evidence available to support this sort 

of reasoning. Moreover, assessments of subjec- 

tive well-being using the sorts of sophisticated 

psychological classifications that individuals 

would need to use to make an individually tai- 

lored, evidence-based decision are in their in- 

fancy (Kahneman and Kreuger 2006). Future 

empirical research might uncover the properties 

an individual needs to have in order to end up 

classed in Lucky Parents.** But we lack such 
evidence right now.* 

As a result, the prospective parent finds her- 

self in an interesting dilemma: ignore what she 

personally thinks about whether she wants to 

have a child and decide rationally, or take into 

account her own beliefs and projections about 

what it would be like and fail to decide ratio- 

nally. Neither horn is attractive. 

7. Conclusion 

Contrary to popular opinion and common 

sense, contrary to what your parents might 

tell you, and contrary to the picturesque ideal 

romanticized by many a chick-lit novel, popular 

parenting guide, life coach website, and fashion 

magazine, you cannot rationally choose to have 

a child based on what you think it will be like to 

have a child. And, contrary to what those who 

are committed exclusively to their careers, or 

who dislike being around the children of other 

people, or who value their lazy weekends might 

believe, you cannot rationally choose to remain 

childless based on what you think it would have 

been like to have a child. 

You can change the method of choosing so as 

to make it rational by making your choice based 

on something other than your phenomenal pref- 

erences. And indeed, in the past, non-subjective 

facts and circumstances played a much larger 

role in the causal process leading up to par- 

enthood. Before contraceptive devices were 

widely available, you didn’t choose to have a 

child based on what you thought it would be 

like. Often, you just ended up having a child. 

And to the extent you actively tried to choose to 

have children, often it was because you needed 

an heir, or needed more hands to work the farm, 

or whatever. But this is not the approach we or- 

dinarily take now.*° If you dispense with your 

phenomenal preferences, you reject a central 

tenet of the ordinary, twenty-first century way 

of thinking about the choice. 

How could common sense have gotten things 

so wrong? I suspect that the popular concep- 

tion of how to decide to have a child stems 
from a contemporary ideal of personal psycho- 

logical development through choice. That is, a 

modern conception of self-realization involves 

the notion that one achieves a kind of maxi- 

mal self-fulfillment through making reflective, 

rational choices about the sort of person one 

wants to be. (The rhetoric of the debate over 

abortion and medical advances in contracep- 

tive technology have probably also contributed 

to the framing of the decision to have a child 

as a personal choice.) While the notions of per- 

sonal fulfillment and self-realization through 

reflective choice might be apt for whether one 

chooses to grow one’s own vegetables, what 

music one listens to or whether one does yoga, 

it is not apt for the choice to have a child. Some 

will conclude from my argument that we should 

base the decision to have a child on the values 

we assign to nonphenomenal outcomes or that 

moral considerations need to play a larger role. 

These conclusions might be warranted. 

My view is not that it is right or wrong to 

have children, nor that you should not be happy 

with your choice, whatever choice you make. 
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My view is simply that you need to be honest 

with yourself about the basis for this choice. 

For example, when surprising results surface 

about the negative satisfaction that many par- 

ents get from having children, telling yourself 

that you knew you would not be among that 

class of parents, and that’s why you chose to 

have a child, is simply a rationalization—in 

the wrong sense—of your act. Likewise, tell- 

ing yourself that you knew you wouldn’t be 

happier as a parent, and that’s why you chose 

not to have a child, is simply an act of self- 
deception. You can be happy that you have a 

child, or happy that you are childless, without 

wrapping that happiness in a cloak of false 

rationalization. 
My argument also has consequences for those 

who want to be able to physically conceive, 

carry and give birth to a child, but are unable to 

do so. If you want to have a child because you 
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think having a child will maximize the values of 

your personal phenomenological preferences, 

and as a result of your inability to have a child 

(and thus your inability to satisfy these prefer- 

ences) you experience deep sadness, depres- 

sion, or other negative emotions, my argument 

implies that your response is not rational. This 

is disturbing and some might find it offensive, 

but it is true. Such a response is not rational. 
That does not mean your response is wrong, or 

blameworthy, or subjectively unreasonable. 

All of this raises larger issues, for the sort of 

subjective information that experience brings is 

central to many of our most important personal 

decisions.*’” Any epistemically transformative 
experience that changes the self enough to gen- 

erate a deep phenomenological transformation 

creates significant trouble for the hope that we 

could use our ordinary subjective perspective to 

make rational decisions about major life events. 
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NOTES 

1. My point has larger consequences for how we plan 
our futures and attempt to become the kind of person 

we think we want to be. I develop the discussion and 

show how my argument applies to a wide range of 

decisions and life experiences in Paul 2014. 
. In this example, I am assuming that you and your 
partner are physically able to have a child. Below, 
I will consider an implication of my argument for 

those who cannot physically produce a child. For 
simplicity, I am not discussing the decision to adopt 

a child, although I believe that a version of my argu- 
ment would apply. 

. This may or may not be the same as increasing one’s 

‘life satisfaction’ or ‘meaningfulness.’ I will return 
to this at the end of the paper. 

. Lam ignoring external, nonphenomenal factors one 

might weigh when making a choice about whether 

to procreate, such as the values of environmental 

impact or population control. A version of my ar- 

gument that takes these factors into account holds 

unless these values are supposed to swamp the per- 
sonal phenomenal values. 

. Sixty seconds of googling will turn up plenty of 

examples. Claims like “You long to nurture and 
raise a little person who will likely be similar to you 

but still completely unique. Perhaps, you and your 

spouse feel like something is still missing, and a 

baby would complete your vision of family’ (http:// 
newlyweds.about.com/od/havingababy/tp/Reasons- 
to-Have-Kids.htm). Or see Caplan 2011. A different 

kind of example is provided by initiatives that try 

to convince young teens that they are not ready to 
become parents by giving them baby dolls to care 
for that need constant attention, wake up three times 
a night, etc. 

. The importance of this sort of reflective approach 
is underscored by the general cultural prescription 
against unplanned pregnancies and in the attention 
given to family planning by many social and reli- 

gious organizations. 
. For simplicity, | am assuming a ‘realist’ interpreta- 

tion of decision theory according to which the util- 

ity of outcomes corresponds to a real psychological 

quantity, such as the individual’s strength of prefer- 
ence for outcomes or her perception of how good 
each outcome is. (I am indebted to Lara Buchak 

here.) 

. Not just anything goes. After all, the madman in 

the asylum can reason in accordance with his mad 

beliefs and come to the ‘right’ decision given the 
beliefs he started with. But his decision to follow the 
voices in his head and attack his fellow inmates does 
not conform to what we would ordinarily describe 

as rational behavior. The madness of his starting 

point—his mad beliefs—and hence the mad values 
he assigns to the outcomes of his choices, violate 
our ordinary standard. As Weirich 2004, p. 21, 
points out, ‘an agent who maximizes utility may fall 
seriously short of other standards of rational action. 
For instance, an agent’s utility assignment may be 
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mistaken. Then, he may act irrationally even though 

he maximizes utility.” We can allow that an agent 

may rationally make a merely approximately correct 

utility assignment and thus act approximately ratio- 

nally. The point is that the madman’s original utility 

assignments are not rationally acceptable. 

. See Lewis 1990 for relevant discussion. 

. In other words, we are not concerned here with the 

debate over physicalism that the example was origi- 
nally designed for. 
In Jackson’s thought experiment, because Mary has 

all the scientific information we’d have at the end 
of scientific enquiry, Mary might know what brain 

states will be caused by seeing red, and thus might, 

at least arguably, know what beliefs and desires, etc. 
will be caused. This kind of epistemic access is un- 
available to ordinary humans reflecting on what they 

should do, so we can dispense with this possibility. 

. Even having a perfect duplicate of yourself around 
to undergo it and then tell you about the experience 

probably wouldn’t be enough for you to know what 

it is like—yust like a perfect duplicate couldn’t tell 
you enough for you to know what it was like to see 

color if you’d never seen color before. 

See Ullmann-Margalit 2006. 
The phenomenological character of having a child 
for a blind or otherwise differently abled person will 
be different but just as unique. 

Even the parent who reacts with numb disbelief 
or shock upon the presentation of her child has an 
experience with a uniquely new phenomenal char- 

acter, despite the fact that the experience does not 
have the phenomenal character it is ‘supposed’ to 
have. Indeed, this shocked reaction could have its 

distinctive character in part because it does not have 

the joyous character the agent was expecting. 

If the outcome 1s assigned a value based on an unac- 

ceptable mistake, the case is parallel to other cases 

involving decisions based on mistaken or unaccept- 

able beliefs. ‘[T]ake a case in which a decision to 

travel by train rests on an irrational belief that the 
plane will crash. The decision is irrational even if 
it follows by utility maximization from the agent’s 
beliefs and desires’ (Weirich 2004, p. 106). Mary 

might believe she can assign a value to her future 
phenomenal state of seeing red, but she is necessar- 
ily wrong—and so if she assigns it a value, she is 
making an unacceptable mistake. Her belief is not 
rational: the value cannot be known and so her belief 
about it cannot be based on evidence. 

. [have been focusing on our inability to assess states 

with phenomenal characters that directly involve 
what it’s like to have a child. But there are famil- 
iar knock-on effects that are less direct. Once you 
have a child, will you care less about your career? 
Will you value your child’s welfare over your own? 

Will you still love your cat just as much? Will you 

love your partner more? Will you love your partner 

less?—Who knows? It depends on what it’s like for 

you to have your child. 
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I’m indebted to Tamar Schapiro for this point. 
I suppose it is one of the very few ways in which 

tasting Vegemite is, in fact, similar to having a 

child. 
Please do not confuse this first claim with a second, 
different claim that adopting a child is somehow less 
valuable than having a child of one’s own. I endorse 

the first claim and categorically reject the second. 
Moreover, the claim that having a child is epistemi- 
cally transformative does not entail that it is also 

personally transformative: for most people, it is. For 
some people, it isn’t. But because it is epistemically 
transformative, you can’t know whether you will 

find the experience personally transformative until 
you experience it, and so the problem for rational 

decision-making remains. 
See, for example, Levi 1986 and Weirich 2004. 

Joyce 1999 and Hansson unpublished manuscript 
give excellent general discussions. 
Weirich 2004 discusses a range of ways for agents 
to make normatively rational decisions under igno- 
rance, including models where the standard for ra- 

tionality is much more tolerant of ignorance. Such 

models permit cases that lack precise utility assign- 
ments. However, in the case of having a child, we 

are unable to rationally restrict the range of utili- 

ties and their probabilities in any reasonable way, 

preventing us from meeting even this more tolerant 

standard. 
Some people find Vegemite absolutely disgusting. 

Others think it is delicious. 
As Weirich points out: ‘It would be difficult, even 

for a perfect mind, to sensibly assign intrinsic utili- 

ties to states of affairs in the absence of relevant ex- 
perience. For instance, it would be difficult to assign 
intrinsic utility to tasting pineapple in ignorance of 
its taste, or to assign intrinsic utilities to eating items 

on the menu in an Ethiopian restaurant, even given 
their full descriptions, in the absence of experience 
with Ethiopian cuisine’ (2004, p. 65). 

I’m indebted to Elizabeth Harman for raising this 
objection. 

One way to put it is to say that you need to be able 

to grasp the phenomenal content of the proposition 

described by “Vegemite tastes disgusting,’ and you 

can’t grasp this content until you’ ve actually tasted 
Vegemite. Weirich puts the point this way: ‘the ex- 
perience may be needed to entertain a proposition in 

the vivid way required for its intrinsic utility assess- 
ment’ (2004, p. 66). 

Of course, swamping can work in the other direction 
as well. There may be cases where the stakes are 
relatively low, and values of, say, certain nonphe- 
nomenal outcomes will clearly swamp the values, 

whatever they might be, of the relevant phenomenal 
outcomes. For example, if in the interest of promot- 
ing Australian tourism, foreigners receive a large 
financial reward for trying Vegemite for the first 

time, then if you are not Australian, you might ratio- 

nally choose to try it on this basis. But in high stakes 

cases like that of having a child, one would have to 
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make the case that such nonphenomenal outcomes 

exist. What is much more likely is that the value of 

what it is like to have the child will swamp the other 

outcomes. 
I’m indebted to Kenny Easwaran for this 

observation. 

McClanahan and Adams 1989 describe how a 

number of studies ‘suggest that parenthood has 

negative consequences for the psychological well- 
being of adults.’ The negative impact of children 
on happiness and life satisfaction has been widely 

discussed in sociology, psychology and economics. 

See, for example, Nomaguchi and Milkie 2003 and 

see Simon 2008 for a nice overall summary. 

The research does show that marital status, educa- 
tion and financial status influence the degree to 
which parenthood negatively impacts emotional 
well-being. See Kahneman et al. 2004 and Nelson 

et al. 2013. 
Depending on the context, this may amount to the 

same thing. 
A way of putting the problem is like this: decision- 
theoretic models are constructed as tools for evalu- 
ating decisions from the third-person perspective. 
But our ordinary way of making personal decisions 

relies on the first-person perspective. This can result 

in a fundamental conflict. 
Another interesting possibility is that, just by 

having a child, one’s preferences may change in 
a way that changes her assessment of the value of 

having a child. This is directly related to the way 

that the experience of having a child can be both 
epistemically and personally transformative. If the 
preferences had by the prospective parent before she 
has a child were unchanged by the experience, they 

might entail that the phenomenal outcome of having 

a child would have a negative value. But perhaps the 
very fact of having the child changes the prospec- 
tive parent’s preferences such that the phenomenal 
outcome of having a child turns out to have a posi- 
tive value. (There is sociological evidence that this 

actually happens.) This possibility raises interesting 

questions about how one might employ higher-order 

decision-theoretic structure. (I’m indebted to Tania 

Lombrozo here.) Ullmann-Margalit 2006 discusses 
related issues. 

Frankly, I suspect that more evidence will only go 

so far, because the ability to determine which class 

one would be located in after the decision still re- 
quires a kind of self-knowledge that we can’t have 
with epistemically transformative experiences. But 
that issue is beyond the scope of this discussion. 
See Zelizer 1985 for the classic account of how 
children have come to be regarded as emotionally 
priceless. 

I discuss this in more detail in my Transformative 
Experience, where I consider ways in which my 
argument applies to choices that change our phe- 
nomenological capacities, such as getting cochlear 
implants, and life-course-decisions such as choosing 
a Career. 



Analogy 
Bertrand Russell 

The postulates hitherto considered have been 

such as are required for knowledge of the 

physical world. Broadly speaking, they have 

led us to admit a certain degree of knowledge 

as to the space-time structure of the physical 

world, while leaving us completely agnostic 

as regards its qualitative character. But where 

other human beings are concerned, we feel 

that we know more than this; we are con- 

vinced that other people have thoughts and 

feelings that are qualitatively fairly similar 

to our own. We are not content to think that 

we know only the space-time structure of our 

friends’ minds, or their capacity for initiat- 

ing causal chains that end in sensations of our 

own. A philosopher might pretend to think 

that he knew only this, but let him get cross 

with his wife and you will see that he does not 

regard her as a mere spatio-temporal edifice of 

which he knows the logical properties but not 

a glimmer of the intrinsic character. We are 

therefore justified in inferring that his skepti- 

cism is professional rather than sincere. 

The problem with which we are concerned 

is the following. We observe in ourselves such 

occurrences as remembering, reasoning, feeling 

pleasure, and feeling pain. We think that sticks 

and stones do not have these experiences, but 

that other people do. Most of us have no doubt 

that the higher animals feel pleasure and pain, 

though I was once assured by a fisherman that 

‘Fish have no sense nor feeling.’ I failed to find 

out how he had acquired this knowledge. Most 

people would disagree with him, but would be 

doubtful about oysters and starfish. However 

this may be, common sense admits an increas- 

ing doubtfulness as we descend in the animal 

kingdom, but as regards human beings it admits 

no doubt. 
It is clear that belief in the minds of others 

requires some postulate that is not required in 

physics, since physics can be content with a 

knowledge of structure. My present purpose is 

to suggest what this further postulate may be. 

It is clear that we must appeal to some- 

thing that may be vaguely called ‘analogy.’ 

The behavior of other people is in many ways 

analogous to our own, and we suppose that 

it must have analogous causes. What people 

say is what we should say if we had certain 

thoughts, and so we infer that they probably 

have these thoughts. They give us information 

which we can sometimes subsequently verify. 

They behave in ways in which we behave when 

we are pleased (or displeased) in circumstances 

in which we should be pleased (or displeased). 
We may talk over with a friend some incident 

which we have both experienced, and find that 

his reminiscences dovetail with our own; this 

is particularly convincing when he remembers 

something that we have forgotten but that he re- 

calls to our thoughts. Or again: you set your boy 

a problem in arithmetic, and with luck he gets 

the right answer; this persuades you that he is 

capable of arithmetical reasoning. There are, in 

short, very many ways in which my responses 

to stimuli differ from those of ‘dead’ matter, 

and in all these ways other people resemble me. 

As it is clear to me that the causal laws govern- 

ing my behavior have to do with ‘thoughts,’ it 

is natural to infer that the same is true of the 

analogous behavior of my friends. 

The inference with which we are at present 

concerned is not merely that which takes us 

beyond solipsism, by maintaining that sensa- 

tions have causes about which something can 

be known. This kind of inference, which suf- 

fices for physics, has already been considered. 

We are concerned now with a much more 

specific kind of inference, the kind that is in- 

volved in our knowledge of the thoughts and 

feelings of others—assuming that we have 

such knowledge. It is of course obvious 

that such knowledge is more or less doubtful. 

There is not only the general argument that we 

may be dreaming; there is also the possibility 

of ingenious automata. There are calculating 

machines that do sums much better than our 

schoolboy sons; there are gramophone records 

that remember impeccably what So-and-so said 

on such-and-such an occasion; there are peopie 

in the cinema who, though copies of real people, 

From Human Knowledge: Its Scope and Limits (George Allen and Unwin, 1948), pp. 482-86. 
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are not themselves alive. There is no theoretical 
limit to what ingenuity could achieve in the way 

of producing the illusion of life where in fact 

life is absent. 
But, you will say, in all such cases it was the 

thoughts of human beings that produced the in- 

genious mechanism. Yes, but how do you know 

this? And how do you know that the gramo- 

phone does not ‘think’? 

There is, in the first place, a difference in the 

causal laws of observable behavior. If I say to a 

student, ‘Write me a paper on Descartes’ reasons 

for believing in the existence of matter,’ I shall, 

if he is industrious, cause a certain response. A 

gramophone record might be so constructed as 

to respond to this stimulus, perhaps better than 

the student, but if so it would be incapable of 

telling me anything about any other philoso- 

pher, even if I threatened to refuse to give it a 
degree. One of the most notable peculiarities 

of human behavior is change of response to a 

given stimulus. An ingenious person could con- 
struct an automation which would always laugh 

at his jokes, however often it heard them; but a 

human being, after laughing a few times, will 

yawn, and end by saying, ‘How I laughed the 

first time I heard that joke.’ 

But the difference in observable behavior be- 

tween living and dead matter does not suffice to 

prove that there are ‘thoughts’ connected with 

living bodies other than my own. It is probably 

possible theoretically to account for the behav- 

ior of living bodies by purely physical causal 

laws, and it is probably impossible to refute ma- 

terialism by external observation alone. If we 

are to believe that there are thoughts and feel- 

ings other than our own, that must be in virtue 

of some inference in which our own thoughts 

and feelings are relevant, and such an inference 

must go beyond what is needed in physics. 

I am, of course, not discussing the history 

of how we come to believe in other minds. We 

find ourselves believing in them when we first 

begin to reflect; the thought that Mother may 

be angry or pleased is one which rises in early 

infancy. What I am discussing is the possibility 

of a postulate which shall establish a rational 

connection between this belief and data, e.g., 

between the belief ‘Mother is angry’ and the 

hearing of a loud voice. 

The abstract schema seems to be as follows. 
We know, from observation of ourselves, a 

causal law of the form ‘A causes B,’ where A 

is a ‘thought’ and B a physical occurrence. We 

sometimes observe a B when we cannot observe 

any A; we then infer an unobserved A. For 
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example: I know that when I say, ‘Tm thirsty,’ 

I say so, usually, because I am thirsty, and 

therefore, when I hear the sentence ‘I’m thirsty’ 

at a time when I am not thirsty, I assume that 

someone else is thirsty. I assume this the more 

readily if I see before me a hot, drooping body 

which goes on to say, ‘I have walked twenty 

desert miles in this heat with never a drop to 

drink.’ It is evident that my confidence in the 

‘inference’ is increased by increased complex- 

ity in the datum and also by increased certainty 

of the causal law derived from subjective ob- 

servation, provided the causal law is such as to 

account for the complexities of the datum. 

It is clear that in so far as plurality of causes 

is to be suspected, the kind of inference we have 

been considering is not valid. We are supposed 

to know ‘A causes B,’ and also to know that 

B has occurred; if this is to justify us in infer- 

ring A, we must know that only A causes B. 

Or, if we are content to infer that A is prob- 

able, it will suffice if we can know that in most 

cases it is A that causes B. If you hear thunder 

without having seen lightning, you confidently 

infer that there was lightning, because you are 

convinced that the sort of noise you heard is 

seldom caused by anything except lightning. 

As this example shows, our principle is not 

only employed to establish the existence of 

other minds but is habitually assumed, though 

in a less concrete form, in physics. I say ‘a less 

concrete form’ because unseen lightning is only 

abstractly similar to seen lightning, whereas 

we suppose the similarity of other minds to our 

own to be by no means purely abstract. 

Complexity in the observed behavior of an- 

other person, when this can all be accounted 

for by a simple cause such as thirst, increases 

the probability of the inference by diminish- 

ing the probability of some other cause. I think 

that in ideally favorable circumstances the ar- 

gument would be formally as follows: 

From subjective observation I know that A, 

which is a thought or feeling, causes B, which 

is a bodily act, e.g., a statement. I know also 

that, whenever B is an act of my own body, A 

is its cause. I now observe an act of the kind 
B in a body not my own, and I am having no 
thought or feeling of the kind A. But I still be- 
lieve, on the basis of self-observation, that only 
A can cause B; I therefore infer that there was 
an A which caused B, though it was not an A 
that I could observe. On this ground I infer 
that other people’s bodies are associated with 
minds, which resemble mine in proportion as 
their bodily behavior resembles my own. 
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In practice, the exactness and certainty of the 

above statement must be softened. We cannot 

be sure that, in our subjective experience, A is 

the only cause of B. And even if A is the only 

cause of B in our experience, how can we know 

that this holds outside our experience? It is not 

necessary that we should know this with any 

certainty; it is enough if it is highly probable. 

It is the assumption of probability in such cases 

that is our postulate. The postulate may there- 

fore be stated as follows: 

If, whenever we can observe whether A and 

B are present or absent, we find that every case 
of B has an A as a causal antecedent, then it 

is probable that most B’s have A’s as causal 
antecedents, even in cases where observation 

does not enable us to know whether A is pres- 
ent or not. 

This postulate, if accepted, justifies the infer- 

ence to other minds, as well as many other 

inferences that are made unreflectingly by 

common sense. 

Intuitions About Consciousness: 

Experimental Studies 
Joshua Knobe and Jesse Prinz 

Philosophers have long been concerned with 

intuitions about consciousness, but this interest 

usually takes a peculiar form. The fundamental 

goal is typically not to understand the intuitions 

themselves, with all the psychological intrica- 

cies. Instead, what philosophers really want to 

understand is the true nature of consciousness, 

and they turn to intuitions as a way of getting 

indirect evidence about this other topic. 

This emphasis strikes us as unfortunate. 

Intuitions about consciousness are fascinating 

phenomena, amply worthy of study in their 

own right. The fact that people have the intu- 

itions they do can teach us something valuable 

about the way people ascribe mental states, the 

way they think about nonhuman animals, per- 

haps even the way they make moral judgments. 

Our aim here, then, is to conduct a straight- 

forward investigation into people’s intuitions 

about consciousness. In pursuing this line of 

inquiry, we truly have no ulterior motives. It is 

not as though we are trying to present a theory 

about the true nature of consciousness and have 

simply chosen to argue for it in a roundabout 

way. Rather, we are genuinely intrigued by 

the intuitions themselves, and we want to get a 

better understanding of the psychological mech- 

anisms that generate them. Our paper therefore 

draws on a number of different lines of existing 

research, including research in ‘theory of mind’ 

(e.g., Gopnik and Meltzoff 1997; Scholl and 

Leslie 1999), research in consciousness stud- 

ies (e.g., Block 1978, 1995), and research about 

how people determine which sorts of entities 

are capable of having mental states (Inagaki 

and Hatano 1991; Johnson 2000). 

Because our aims are somewhat unusual, we 

will be making use of a somewhat unusual 

method. First we introduce hypotheses about 

the psychological mechanisms underlying peo- 

ple’s intuitions; then we put these hypotheses to 

the test using systematic experiments. 

We begin by setting out two initial hypotheses. 

These hypotheses will not be concerned directly 

with the actual patterns of people’s intuitions. 

Instead, they will be concerned with certain un- 

derlying psychological processes. But when the 

two hypotheses are put together (and combined 

with a few plausible assumptions), they yield 

definite testable predictions. 

1. Our first hypothesis is that ordinary 

people—people who have never studied 

philosophy or cognitive science—actually 

have a concept of phenomenal conscious- 

ness. In particular, we hypothesize that 

From Phenomenology and the Cognitive Sciences 7: 67-83, 2007. Reprinted by permission of 

the publisher. 
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people often make use of the concept of 

phenomenal consciousness when they are 

ascribing mental states. Thus, suppose that 

a person is wondering whether or not to 

make the ascription: 

(1) Sasha is now experiencing great pain. 

The person will recognize that mental state 

ascriptions like (1) require phenomenal con- 

sciousness. Hence, she will ascribe the state 

only if she believes that the agent under discus- 

sion (in this case, a person named ‘Sasha’) is ca- 

pable of having phenomenally conscious states. 

Toa first glance, this first hypothesis may seem 

a bit absurd. After all, it is clear that most people 

would not understand the words ‘phenomenal 

consciousness,’ and when one tries to explain 

the concept in a classroom, students often have 

trouble understanding what it amounts to. It 

would certainly be foolish, then, for us to sug- 

gest that people ordinarily have explicit beliefs 

about whether particular mental state types do or 

do not require phenomenal consciousness. But 

that is not at all what we have in mind. What we 

mean to suggest is rather that people grasp this 

concept at a purely tacit level. In other words, 

the suggestion is that people are actually apply- 

ing the concept all the time; it’s just that they 

normally have no awareness of doing so. 

To a get a sense for what we mean here, it might 

be helpful to consider the way research typically 

proceeds in linguistics. Linguists quite often 

suggest that people categorize words or phrases 

using a particular concept even when they have 

no awareness at all of doing so. For a simple ex- 

ample, consider the following four phrases: 

(2) a. professorial gentleman 

b. regal style 

c. financial planner 

d. criminal investigation 

A linguist might say that we are actually 

categorizing the adjectives in these phrases 

using various complex concepts—e.g., that 

we are classifying the adjectives in the first 

two phrases (2a—b) as ‘qualitative adjectives’ 

and those in the latter two phrases (2c—d) as 

‘relational adjectives.’ Of course, we are not 

normally aware of making any such distinction, 

but one can see that some such thing must be 

going on when one tries to change the phrases 

around as follows: 

(3) a. The gentleman was professorial. 

b. The style was regal. 

*c. The planner was financial. 

*d. The investigation was criminal. 
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What we see here is that people find it ac- 
ceptable to use the adjectives professorial and 

regal in contexts where they don’t find it ac- 

ceptable to use financial or mayoral. Evidence 

like this can offer us insight into the ways in 

which people ordinarily classify these words. 

Our aim here is to use a similar strategy to 

study ascriptions of mental states. Thus, con- 

sider the following four mental state ascriptions: 

(4) a. Sasha is vividly imagining a purple 

square. 
b. Sasha is experiencing intense joy. 

c. Sasha is wondering what to do. 

d. Sasha is considering his options. 

Our hypothesis is that people have a concept 

of phenomenal consciousness and that they use 

this concept to distinguish between different 

types of mental state ascriptions. Specifically, 

we would suggest that people are classifying 

the first two ascriptions (4a—b) as ascriptions 

that require phenomenal consciousness and 

that they are classifying the latter two (4c—d) 

as ascriptions that do not require phenomenal 

consciousness. We propose to provide evidence 

for that claim by showing that it is possible to 

change around all four ascriptions in the same 

way, such that people will find the revised ver- 

sions of (4c—d) acceptable, but they will regard 

the revised versions of (4a—b) as completely 

incorrect. 

2. Before we can propose our second hypoth- 

esis, we need to introduce a few technical 

terms: 

— The functional role of a state is the 

profile of its typical causes and effects. 

If we wanted to characterize the func- 

tional role of anger, we might mention 

that people often get angry when they 

perceive themselves to be victims of 

a slight, that angry people often seek 

some form of revenge, and so on. 

— The physical constitution of an entity 

is its actual physical make-up. If we 
wanted to characterize the physical con- 

stitution of a human being, we might say 

that human beings have four limbs and a 

head, that this head contains a brain, that 

the brain contains neurons, and so forth. 

The key point for present purposes is that, 
even when two entities are extremely different 
in their physical constitutions, there can some- 
times be a certain sort of isomorphism between 
their states. Specifically, it can sometimes be 
possible to map the states of the first entity onto 
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those of the second in such a way that all of 

the causal generalizations that apply to types of 

states in the first entity also end up applying to 

types of states in the second. In such cases, we 

will say that the states of the two entities have 

similar functional roles.' 

Now, suppose we encountered an entity 

whose physical constitution was very different 

from our own but whose states were extremely 

similar to our mental states in their functional 

roles. It would be possible to predict and ex- 

plain this entity’s behaviors using all of the 

same causal generalizations we normally apply 

to ourselves. We could ascribe to the entity 

states of belief, intention, anger, etc. and then 

use these ascriptions to generate predictions 

that would be just as accurate as those we 

would make of an ordinary human being. Still, 

it seems that an important question remains. We 

might know that we could predict the entity’s 

behavior extremely well by saying that it was 

angry. . . but there remains an open question as 

to whether or not the entity truly would be angry. 

This question has been discussed at great 

length in recent work in the philosophy of mind. 

In trying to answer it, philosophers have drawn 

on arguments from metaphysics, philosophy of 

science, logic and, above all, people’s intuitions 

about particular cases.* But a funny thing has 

happened as research in this tradition proceeds. 

Although philosophers first became interested in 

people’s intuitions because they wanted to solve 

a more general problem in the philosophy of 

mind, it has gradually become clear that people’s 
intuitions show surprisingly intricate patterns 

and are worthy of study in and of themselves. It 

is this sort of study that we take up here. 
We come then to our second hypothesis. This 

hypothesis is that information about physical 

constitution plays different roles in different 

kinds of mental state ascriptions. Specifically, 

information about physical constitution plays a 

special role in those ascriptions that require phe- 

nomenal consciousness—a role that it does not 

play in other kinds of mental state ascription. 

Before going any further, we need to get 

clear about what this hypothesis does and does 

not entail. It certainly does not say anything 

very specific either about the process underly- 

ing ascriptions of states requiring phenomenal 

consciousness or about ascriptions of other 

sorts of states. All it says is that there is a partic- 

ular type of difference between these different 

kinds of ascriptions. Still, the claim it makes is 

a fairly surprising one. One might have thought 

that there was some general truth about how 

people ascribe mental states and that, whatever 

people turned out to be doing with information 

about physical constitution, they would at least 

do the very same thing for all kinds of mental 

state ascriptions. Our second hypothesis denies 

this. It asserts that ascriptions of states that re- 

quire phenomenal consciousness are governed 

by certain special criteria that do not apply to 

any other mental state ascriptions. 

3. Putting these two hypotheses together, we 

arrive at a new prediction. From the first 

hypothesis we learn that people classify 

mental states like those ascribed in (4a) as 

requiring phenomenal consciousness. 

(4) a. Sasha is vividly imagining a purple 

square. 

and that they regard mental states like those 

ascribed in (4)c as not requiring phenomenal 

consciousness. 

(4)c. Sasha is wondering what to do. 

But from the second hypothesis, we learn that 

the process underlying ascriptions of states that 

require phenomenal consciousness makes use 

of information about physical constitution in a 

way that other mental ascriptions do not. We 

now arrive at a somewhat surprising prediction. 

Suppose that we switch around both of these 

sentences by getting rid of the word ‘Sasha’ 

in both and replacing it with a description of a 

very different sort of entity. This entity would 

be capable of having states with functional 

roles that resembled those of human mental 
states, but it would be radically different from a 

human being from a physical perspective. If we 

chose just the right sort of entity, we should find 

that people regard ascriptions to it of states that 

do not require phenomenal consciousness as 

perfectly acceptable but that they should regard 

ascriptions to it of states that do require phe- 

nomenal consciousness as completely wrong. 

In thinking about these issues, philosophers 

often resort to bizarre science-fictional entities 

like giant computers made of strung-together 

soda cans or robots controlled by troops of min- 

iature girl scouts. Our focus here will be on ex- 

amples of a more pedestrian variety. We will be 

concerned with entities like corporations, clubs 

and nations. In other words, we will be con- 

cerned with the sorts of entities usually referred 

to as group agents. 
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From the standpoint of physical constitu- 

tion, group agents are radically different from 

individual human beings. In individual humans, 

decision-making is realized by neurons, synapses 

and firing rates. In a group agent, decision-making 

might be realized by committees, memos and 

emails. Clearly, the decision making of group 

agents can be realized by physical objects that 

have no parallel in individual humans. 

And yet, we do often ascribe mental states to 

group agents. It seems quite natural to say that 

Microsoft ‘intends’ to release a new product 

or that it ‘believes’ that Netscape is one of its 

main competitors. Presumably, our willingness 

to ascribe these mental states stems not from 

a similarity in physical constitution but from a 

similarity in functional roles. 

In saying all this about group agents, we 

are simply echoing the view that has become 

standard among researchers in the field. But 

someone might object to that view. He or she 

might say: 

When people say that a corporation ‘intends’ 

to do something, they aren’t really ascribing 

a mental to a group as such. What they mean 

is that certain members of the group have the 

mental state in question. Sometimes they have a 
funny way of expressing themselves, but that is 
just some kind of metaphor or shorthand. 

Most researchers who have thought seriously 

about these questions would reject objections 

like this one. They think that the expressions 

under discussion here are not just shorthand and 

that people really are ascribing mental states to 

groups. (For discussion, see Bloom and Veres 

1999; Gilbert 1992; Huebner 2008; Kashima 

et al. 2005; Morris et al. 2001; O’Laughlin 

and Malle 2002; Pettit 2003; Searle 1995; 

Solan 2005; Tollefsen 2002; Tuomela 1995; 

Velleman 1997.) 

Before we go on to describe our own experi- 

ments, it might be helpful to review some of the 

arguments that have convinced researchers of 
this view. 

Huebner’s argument Consider the way we 

ordinarily go about ascribing mental states to 

a person. We might think that the person’s be- 

havior is ultimately determined by certain pat- 

terns of neural activity in his or her brain, but 

we do not typically try to explain the person’s 

behavior in terms of the states of individual 
neurons. Instead, we use more abstract psycho- 

logical generalizations. These generalizations 

can be considered ‘robust’ in the sense that they 

would continue to hold even if the properties 
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of the individual neurons had been somewhat 

different. 
Now consider the way we ordinarily ascribe 

mental states to groups. We might believe that 

the behavior of the group as a whole ultimately 

depends on the activities of the individual 

members, but we often explain group behavior 

in a way that does not make explicit reference 

to any specific members. Instead, we rely on 

more abstract generalizations about the nature 

of group behavior. These generalizations can 

also be considered ‘robust,’ since they would 

continue to hold even if the properties of the 

individual members changed in various ways. 

In short, the relationship between ascriptions 

of states to a group and ascriptions of states to 

individual members is more or less the same as 

the relationship between ascriptions of states to 

a person and ascriptions of states to his or her 

individual neurons. (Huebner 2008). 

Velleman’s argument A philosophy depart- 

ment can intend to hire a new professor. But 

it seems that (a) one can’t intend to perform 

a behavior if one doesn’t think oneself ca- 

pable of performing that behavior and (b) no 

individual member of the department believes 

him or herself capable of hiring a new profes- 

sor. Therefore, the only entity that can have the 

intention is the department itself (Velleman 

1997). 
The Arizona Experimental Philosophy Lab’s 

argument The Arizona EPL ran a study in which 

they explicitly asked subjects whether ascrip- 

tions of mental states to corporations were lit- 

eral or figurative. Subjects were given a series 

of sentences and asked to rate them on a scale 

from | (‘figurative’) to 7 (‘literal’). The key 

sentence was: ‘Some corporations want lower 

taxes.’ Subjects gave this sentence a rating of 

6.2—a truly resounding vote against the view 

that such sentences are purely figurative. (Arico 
et al. 2006). 

In what follows, we build on the work of 

these earlier researchers. We assume that people 

truly are ascribing mental states to groups and 

then use these ascriptions as a way of getting a 

handle on the structure and function of people’s 

concept of phenomenal consciousness. 

It is a striking fact about group agents that we 
ascribe to them some types of mental states 
but not others. We might say that Microsoft 
intends something or wants something or 
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believes something . . . but there are other kinds 

of ascriptions that we would never make to 

Microsoft. For example, we would never say 

that Microsoft was feeling depressed. This is a 

puzzling phenomenon, and one can learn a lot 

about ordinary mental state ascription by trying 

to understand how it arises. 

First of all, it should be emphasized that a 

state of a corporation easily could have a func- 

tional role similar to the one that people ordi- 

narily associate with feeling depressed. So, for 

example, suppose that Microsoft had a depart- 

ment in charge of monitoring net cash flow. 

When cash flow becomes too low, it sends out a 

warning to all other departments of the corpora- 

tion. Those other departments then stop moving 

forward on the projects they had previously 

been pursuing and instead take time to reflect 

on any mistakes they might have been making 

in their overall approach. This state, or some- 

thing very much like it, would show the profile 

of causes and effects normally associated with 

feelings of depression. Or, at a very minimum, 

it would be just as similar in function role to 

depression as the ‘intentions’ of a corporation 

are to those of a human individual. 

Yet the fact remains that people do not nor- 

mally ascribe feelings of depression to group 

agents. We suspect that their unwillingness to 

make such ascriptions has nothing to do with 

dissimilarities in functional roles. Instead, 

we propose to explain it in terms of our two 

hypotheses: 

(1) People tacitly classify feeling depressed as 

a State requiring phenomenal consciousness 

(2) Ascriptions of states requiring phenom- 
enal consciousness are sensitive in a spe- 

cial way to information about physical 

constitution. 

To test this explanation, we conducted a 

series of experiments. 

Study 1 

The first thing we need to show is that people 

do ascribe various mental states to group 

agents but that they do not ascribe states that 

require phenomenal consciousness. Here we 

do not simply want to know whether people 

will be willing to ascribe certain states when 

pressed; we also want to know whether people 

are naturally inclined to ascribe those states in 

ordinary life. 
The first author’s beloved wife, Alina 

Simone, came up with the perfect solution. 

She entered into Google a series of phrases 

that ascribed mental states to group agents. 

Some ascribed phenomenal states; some as- 

cribed non-phenomenal states. By comparing 

the number of hits that each type of ascription 

received, we can see whether people are more 

inclined to ascribe certain types of states than 

they are to ascribe others. 

Here are the phrases ascribing non- 

phenomenal states, along with the number of 

hits that each phrase received: 

“Microsoft intends’ 25,700 

“Microsoft decides’ 11,400 

“Microsoft tries’ 52,600 

‘Microsoft wants’ 135,000 

‘Microsoft believes’ 31,100 

‘Microsoft hopes’ 56,600 

“Microsoft loves’ 4,100 

‘Microsoft hates’ 970 

And here are the phrases ascribing phenom- 

enal states: 

‘Microsoft feels depressed’ 

‘Microsoft experiences joy’ 

‘Microsoft feels happy’ 

‘Microsoft feels pain’ 

‘Microsoft feels angry’ 

‘Microsoft feels scared’ Ser Vo e, © 

The difference between the number of hits 

received by phrases in each of these two groups 

was so dramatic that, even with such a small 

sample size, one actually obtains a statistically 

significant effect.* 
But now we face a problem. We know that 

people use certain English expressions more 

frequently than others, but we do not know pre- 

cisely why they do this. It could be that the whole 

effect is due to some trivial difference like the 

number of words contained in each expression 

or the frequency with which people generally 

ascribe different types of states. What we want 

to know now is whether people are refraining 

from ascribing certain states to group agents be- 

cause they actually regard those ascriptions as 

unacceptable. To address this question, we ran 

a series of studies on human subjects. 

Study 2 

We began with a study in which subjects were 

given a list of sentences that ascribed mental 

states to group agents and then asked whether 
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each of these sentences ‘sounds natural’ or 

‘sounds weird.’ Some of the sentences ascribed 

non-phenomenal states; others ascribed phe- 

nomenal states. The two types of sentences 

were mixed together, and the order of presenta- 

tion was randomized. 

The sentences ascribing non-phenomenal 

states were: 

¢ Acme Corp. believes that its profit margin 

will soon increase. 
¢ Acme Corp. intends to release a new prod- 

uct this January. 

¢ Acme Corp. wants to change its corporate 

image. 

¢ Acme Corp. knows that it can never com- 

pete with GenCorp in the pharmaceuticals 

market. 

¢ Acme Corp. has just decided to adopt a 

new marketing plan. 

The sentences ascribing phenomenal states 

were: 

¢ Acme Corp. is now experiencing great joy. 

¢ Acme Corp. is getting depressed. 

e Acme Corp. is feeling excruciating pain. 

¢ Acme Corp. is experiencing a sudden urge 

to pursue internet advertising. 

e Acme Corp. is now vividly imagining a 

purple square. 

For each sentence, subjects were asked to 

provide a rating on a scale from 1 (‘sounds 

weird’) to 7 (‘sounds natural’). The mean rat- 

ings were as follows: 

Non-phenomenal states: 

6.6: Deciding 

6.6: Wanting 

6.3: Intending 

6.1: Believing 

5.2: Knowing 

Phenomenal states: 

4.7: Experiencing a sudden urge* 

3.7; Experiencing great joy 

2.7: Vividly imagining 

2.5: Getting depressed 

2.1: Feeling excruciating pain 

As the table shows, even the most acceptable 

phenomenal state was still deemed less accept- 

able than the least acceptable non-phenomenal 

state. More generally, there was a statistically 

significant effect such that people gave lower 

ratings for the phenomenal states than for the 
non-phenomenal states.° 
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Study 3 

The results reported thus far seem to indicate 

that people are unwilling to ascribe to group 

agents states that require phenomenal con- 

sciousness. We now turn to questions about 

precisely what sort of criteria people are apply- 

ing here. What exactly is it about group agents 

that makes people regard them as unable to 

have certain kinds of states? 
One possibility would be that subjects’ 

judgments are based on similarity to humans. 

Subjects start out with the premise that human 

beings have phenomenal consciousness. Then, 

when they are wondering whether some other 

sort of agent has phenomenal consciousness, 

they simply ask whether its physical constitu- 

tion is sufficiently similar to that of human 

beings. Since the physical constitution of a 

corporation is extremely unlike that of a human 

being in numerous respects, subjects conclude 

that corporations do not have phenomenal 

consciousness. 

But there is also another possibility. Perhaps 

subjects are not thinking at all about similarity 

to human beings. Perhaps they are applying a 

far more specific restriction on constitution 

(say, a restriction against agents that are com- 
posed of other agents). On this latter view, 

people might be willing to ascribe phenomenal 

states to agents that are very, very different 

from us—yjust as long as those agents do not 

violate the specific restriction. 

To decide between these conflicting hypoth- 

eses, we ran a follow-up experiment. All sub- 

jects were given a description of an agent that is 

not in any sense made up of smaller agents but 

which nonetheless has a physical constitution 

radically different from our own: 

Once there was a powerful sorceress. She came 
upon an ordinary chair and cast a spell on it that 
endowed it with a mind. The chair was still just 
made of wood, but because of the magic spell, 
it could now think complex thoughts and form 
elaborate plans. It would make detailed requests 
to the people around it, and if they didn’t do 
everything just as it wanted, it would start com- 
plaining. People used to call it the Enchanted 
Chair. 

Note that this passage ascribes to the chair 
only states that do not require phenomenal con- 
sciousness. (Indeed, it only ascribes states that 
people would be perfectly happy to ascribe to a 
corporation.) The key question now is whether 
people will automatically conclude that the 
chair is also capable of having states that 
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require phenomenal consciousness. Subjects 

were therefore asked the question: ‘Can the 

Enchanted Chair feel happy or sad?’ 

In addition, all subjects were also given a 

brief description of the Acme Corporation. 

They were then asked a question designed to 

see whether they would ascribe phenomenal 

states to that corporation, namely: ‘Can Acme 

Corp. feel happy or sad? 

Both answers were given on a scale from 

1 to 7. Subjects once again refused to ascribe 

phenomenal states to the corporation (average 

rating: 1.8), but they were happy to ascribe phe- 

nomenal states to the chair (average rating: 5.6). 

This difference was statistically significant.® 
The moral here is clear. From the standpoint 

of physical constitution, a wooden chair is ex- 

tremely different from a human being. Yet 

people were perfectly willing to ascribe phe- 

nomenal states to the chair. It therefore appears 

that people do not simply refuse to ascribe phe- 

nomenal states to any agent that differs from 

human beings in its physical constitution. They 

must be making use of some more specific re- 

striction that rules out group agents on inde- 

pendent grounds. In philosophical jargon, our 

respondents were committed to the multiple re- 

alizability of phenomenal states, but they were 

also willing to impose certain specific restric- 

tions on physical constitution. 

Study 4 

The results of these first three experiments 

show that people are not willing to apply cer- 

tain kinds of sentences to group agents. It seems 

that a full explanation of this effect would con- 

sist of two basic parts. First it would provide 
an account of the way in which people map 

the actual words in the sentences onto various 

underlying concepts; then it would provide an 

account of why people are unwilling to apply 

these concepts to group agents. 

For a simple example, consider the fact that 

people seem unwilling to say that a group agent 

can be ‘feeling upset.’ What we want now is 

a step-by-step explanation of the process that 

leads up to this intuition. 

Here is one possible view. First people map 

the phrase ‘feeling upset’ onto the concept 

upsetness; then they determine that no group 

agent can satisfy the criteria associated with the 

concept of upsetness. This view is a plausible 

one, but we suspect that it is actually incorrect. 

Instead, we want to propose a slightly more 

complex account. When people hear the phrase 

‘feeling upset,’ they recognize that this phrase 

cannot correctly be applied to an agent unless 

that agent fulfills both the criteria associated 

with the concept upsetness and the criteria asso- 

ciated with the concept phenomenal conscious- 

ness. There is actually no obstacle to a group 

agent fulfilling the criteria associated with the 

concept of upsetness. People’s reluctance to 

apply phrases like this one to group agents de- 

rives entirely from the criteria associated with 

the concept of phenomenal consciousness. 

In other words, people should be perfectly 

willing to ascribe upsetness to a corporation. 

The problem is simply that they don’t think 

corporations are capable of genuinely feeling 

anything. If they had some way of saying that a 

corporation was in a state of being upset without 

implying that the corporation actually felt any- 

thing, they should be perfectly happy to do so. 

To test this hypothesis, it would be helpful to 

find a way of holding fixed the degree to which 

people ascribe upsetness and varying only the 

degree to which they ascribe phenomenal con- 

sciousness. Consider, in this light, the follow- 

ing pair of sentences: 

(5) a. Acme Corp. is feeling upset. 

b. Acme Corp. is upset about the court’s 

recent ruling. 

Here it seems that both sentences ascribe up- 

setness to a corporation. The chief difference 

between them is just that only the first sen- 

tence ascribes phenomenal consciousness. The 

second sentence seems to indicate that the cor- 

poration is in a state of upsetness without also 

indicating that the corporation was genuinely 

capable of having feelings. 

Similarly, consider the pair: 

(6) a. Acme Corp. is feeling regret. 

b. Acme Corp. regrets its recent decision. 

Here is seems that both sentences ascribe 

regret to a corporation, but only the first also 

ascribes phenomenal consciousness. 

In our fourth study, we presented these two 

pairs of sentences to subjects and asked them to 

rate the sentences in each pair on a scale from 

1 (‘sounds weird’) to 7 (‘sounds natural’). The 

mean responses were as follows: 

With ‘Feeling’ Without ‘Feeling’ 

Upset 19) 53 

Regret 2.8 6.1 

Note that subjects gave far higher rat- 

ings to the sentences that did not include the 
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word ‘feeling.’ This difference is statistically 

significant. 

Looking at these results, it seems clear that 

people are not showing an across-the-board 

tendency to reject ascriptions of upsetness and 

regret to group agents. On the contrary, it seems 

that people are perfectly willing to say that a 

group agent can be in a state of upsetness or 

regret. The problem is simply that it cannot 

feel upset or feel regret. In short, it seems that 

people’s reluctance to say that a group agent 

‘feels upset’ stems not from the criteria associ- 

ated with their concept of upsetness but rather 

from the criteria associated with their concept 

of phenomenal consciousness. 

IV. 

Thus far, we have been presenting data to indi- 

cate that people’s ascriptions of consciousness 

are sensitive not only to functional information 

but also to information about physical constitu- 

tion. We now ask whether our findings might 

have any implications for broader questions 

about the nature of folk psychology. 

To begin with, we can ask why anyone 

would have thought that folk psychology was 

functionalist in the first place. Clearly, the 

answer is not that researchers derived this 

conclusion from empirical studies of mental 

state ascriptions. That is, it is not as though 

cognitive scientists just went out and stud- 

ied a lot of different kinds of mental state 

ascriptions, found that all of them were best 

understood functionally, and then concluded 

that folk psychology as a whole was prob- 

ably functionalist. Instead, it seems that the 

idea that folk psychology is fundamentally 

functionalist was derived from a far broader 

view—a kind of grand vision of the nature of 

folk psychology. 

This grand vision says that folk psychology 

should be understood, most fundamentally, as 

a tool for predicting and explaining behavior. 

Researchers who subscribe to this vision often 

suggest that folk psychology is in many ways 

similar to a scientific theory. Just as a scientist 

might posit unobservable entities in order to 

predict and explain the behavior of the observ- 

ables, so too the folk psychologist posits unob- 

servable mental states as a way of predicting 

and explaining human behavior. The key claim 

here is that we will be able to understand why 

people ascribe mental states in precisely the 

way they do if we reflect on the ways in which 
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these ascriptions facilitate the activities of pre- 

diction and explanation. 
Starting from this grand vision, it is only a 

short step to the view that folk psychology must 

be functionalist. After all, if the vision is cor- 

rect, it seems that the only properties of mental 

states that could play a role in folk psychol- 

ogy are those properties that might contribute 

to prediction and explanation—and the only 

properties that could be helpful in prediction 

and explanation are those that have something 

to do with the state’s causes and effects. This 

chain of reasoning strikes us as a powerful and 

compelling one. 

Yet the results reported here have moved us 

to accept a theory that does not fit well with 

the functionalist view. On this theory, people 

only ascribe phenomenal states to entities that 

satisfy a complex system of non-functionalist 

principles. It is hard to see how a psychologi- 

cal mechanism like this one could be best un- 

derstood as a tool for predicting and explaining 

behavior. 

To bring out the problem here, it might be 

helpful to emphasize that we seem to be uncov- 

ering a mechanism that specifically blocks the 

ascription of certain mental states even in cases 

where ascriptions of those mental states would 

facilitate prediction and explanation. Thus, sup- 

pose we find that we can do a better job of pre- 

dicting and explaining the behavior of a given 

entity if we sometimes ascribe to it feelings 

of depression. If the entity in question has the 

wrong type of physical make-up—e.g., if it is 

a group agent—a special type of psychological 

mechanism will kick in and block the ascription 

of depression to the entity. How exactly could 

such a mechanism be understood as a tool for 

facilitating prediction and explanation? 

If we had overwhelming evidence for the 

thesis that all aspects of folk psychology were 

best understood in terms of prediction and ex- 

planation, the right thing to do now would be 

to introduce some ad hoc assumption that al- 

lowed us to reconcile the thesis with our data. 
But the truth is that this thesis has been under 
attack in a number of other domains. In fact, 
a growing body of experimental research now 
points to a rather different picture of the nature 
of folk psychology. This research suggests that, 
although some aspects of folk psychology may 
indeed be best understood as tools for predic- 
tion and explanation, others are best understood 
in terms of their role in facilitating moral judg- 
ment (e.g., Cushman 2006; Knobe 2005, 2007; 
Leslie et al. 2006; McCann 2005; Mele 2003). 



INTUITIONS ABOUT CONSCIOUSNESS: EXPERIMENTAL STUDIES 665 

In other words, the suggestion is that we won’t 

be able to make sense of every last aspect of 

folk psychology just by thinking about the im- 

portance of prediction and explanation. Some 
aspects of folk psychology will only begin to 

make sense when treat them as tools for facili- 

tating judgments about what is right or wrong, 

praiseworthy or blameworthy. 

In light of this new wave of research, we 

think it would be a mistake to suppose that 

there must be some way to understand our 

findings in terms of the use of folk psychol- 

ogy in prediction and explanation. Instead, 

we suggest that the best approach would be to 

consider all of the various uses to which phe- 

nomenal state ascriptions are put. Then we can 

ask whether the findings can actually be un- 

derstood more simply or elegantly in terms of 

some other use. 

Let us try, then, to put aside our theoreti- 

cal preconceptions and take a fresh look at the 

phenomena. We can consider a prototypical 

case in which someone might wonder whether 

an entity is capable of having phenomenal 

states and then ask how this sort of question 

is best understood. Suppose, for example, that 

we are observing a fish that has been injured 

and is squirming about helplessly. If we had 

to say what mental state this fish was in, we 

might be tempted to say that it is in ‘pain.’ 

Yet it does seem that there is still a legitimate 

question as to whether or not the fish is truly 

capable of phenomenal consciousness. Thus, a 

person might well think to herself: ‘I see that 

the fish is squirming, but is it truly capable of 

feeling pain? Can a fish truly feel anything at 

all?’ The experiments reported above suggest 

that people actually engage in certain highly 

complex psychological processing when 

trying to address questions like this one. What 

we want to understand now is what role all of 

this psychological processing actually serves 

in their lives. 
It is certainly a bit difficult to see how all of 

this processing could be justified in terms of its 

potential to facilitate future behavioral predic- 

tions. (In fact, our bet would be that this pro- 

cessing doesn’t end up facilitating behavioral 

prediction at all.) Yet, it isn’t at all difficult to 

see how the answer to this question might play 

arole in a person’s future decisions. Regardless 

of whether it in any way facilitates behavioral 

predictions, it can certainly influence a person’s 

subsequent moral judgments. The more certain 

we are that an entity is capable of having phe- 

nomenal states, the more certain we will be that 

it is important to treat that entity with moral 

concern. 

This point comes out especially clearly in 

recent work by Gray et al. 2007 and Jack et al. 

2006. These researchers conducted experiments 

to see what sorts of mental state ascriptions 

most affected people’s moral judgments. The 
results showed that people’s judgments that a 

given entity was worthy of moral concern were 

affected far more by ascriptions of phenomenal 

states than by ascriptions of other sorts of mental 

states. In other words, when we are wondering 

whether to treat an entity with moral concern, 

we are not principally concerned with questions 

about whether this entity is capable of complex 

reasoning, planning or comprehension—what 

we really want to know is whether or not the 

entity is capable of having genuine feelings.’ 

Now, if we focus on these moral concerns, it 

becomes easy to see why people might find it 

important to determine whether or not a given 

agent has phenomenal consciousness. There is 

no need to construct some complex story about 

how ascriptions of phenomenal consciousness 

might actually be able to facilitate behavioral 

prediction. Instead, we can simply rely on the 

straightforward idea that ascriptions of phe- 

nomenal consciousness have an impact on sub- 

sequent moral judgments. Take the person who 

is staring at the fish and wondering whether it 

is genuinely capable of phenomenal conscious- 

ness. There is a clear and rather obvious sense 

in which the question she is asking might be 

relevant to her future behaviors. She needs to 

know whether fish can truly feel pain because 

she needs to know what sorts of moral obliga- 

tions she has toward the fish. 

V. 

In discussing this question with other research- 

ers, we find that many of them see us as pro- 

posing a radical and counterintuitive doctrine. 

We think that this reaction gets things exactly 

backwards. While it is true that many cognitive 

scientists regard all aspects of folk psychol- 

ogy as tools for behavioral prediction, we think 

that they are the ones upholding a radical and 

counterintuitive doctrine. Meanwhile, we see 

ourselves as simply standing up for the com- 

monsense view. 
To address this issue, we ran one final 

experiment—this time, with the aim of getting 

a handle on ordinary people’s views about the 

functions served by ascriptions of consciousness. 
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Study 5 

Subjects were asked to frame their own hypoth- 

eses about why people might be interested in 

ascribing certain kinds of mental states. Some 

subjects were asked why people might be in- 

terested in ascribing a capacity for memory; 

others were asked why people might be inter- 

ested in ascribing a capacity for consciousness. 

We thought that subjects would offer different 

hypotheses for these different kinds of ascrip- 

tions. Specifically, we thought that they would 

naturally tend to explain ascriptions of memory 

in terms of the aim of prediction and explana- 

tion but that they would spontaneously explain 

ascriptions of consciousness in terms of a need 

to form moral judgments. 

Subjects in the memory condition received 

the following question: 

Imagine a person who has a job working with 
fish. He finds himself wanting to know the 

answer to a particular question about them. 
Specifically, he wants to know whether fish are 

capable of remembering which part of a lake 
has the most food. 

Why do you think he might want to know 

this? Why might the question be important 

to him? 

Subjects in the consciousness condition re- 

ceived a question that was almost exactly the 

same, except that the person was described as 

wondering whether fish were ‘genuinely capa- 

ble of feeling anything’: 

Imagine a person who has a job working with 
fish. He finds himself wanting to know the 
answer to a particular question about them. 
Specifically, he wants to know whether fish are 
genuinely capable of feeling anything. 
Why do you think he might want to know 

this? Why might the question be important 
to him? 

After reading each question, subjects pro- 

vided a free-response answer in the space 

below. These answers could then be coded into 

categories for statistical analysis. 

First, we went through each of the responses 
and determined whether or not it said that the 

man would be interested in ascribing the rel- 

evant capacity for reasons having to do with 

prediction, explanation or control. Here is an 

example of a response that was classified in this 

first category: 

So it will be easier to feed them, b/c he only has 

to distribute food in one place or so he’ll know 
where to go in order to give bait, if they are ca- 
pable of remembering such things. 
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Second, we went through each response and 

determined whether or not it said that the man 

would be interested in ascribing the relevant ca- 

pacity for reasons that had to do with making 

moral judgments. Here is a response that was 

classified in this second category: 

He might want to know whether fish genuinely 
feel things because in doing his job, he does 
lots of things to the fish that might possibly hurt 
them if they can really feel things. It might be 

important to him to find out if he causes them 
pain because he might feel it is unethical or im- 
moral to cause harm to other things. He could 
hold this belief for several reasons such as 
religion. 

These two kinds of categorization were per- 

formed independently, so that any given re- 

sponse could be coded into one category, into 

both, or into neither. 

Overall, responses in the memory condition 

fit well with the traditional “grand vision’ about 

the function of folk psychology. Subjects over- 

whelmingly responded that the man would be 

interested in ascribing a capacity for memory 

because this ascription could enable him to 

predict, explain or control behavior. (100% of 

responses referred to prediction, explanation or 

control; 9% referred to moral judgment.) 

But responses in the consciousness condition 

were very different. In that condition, subjects 

did not refer to an interest in prediction, expla- 

nation or control. Instead, the overwhelming 

tendency was to explain these ascriptions in 

terms of an interest in moral judgment. (0% of 

responses referred to prediction, explanation or 
control; 100% referred to moral judgment.) 

Of course, it is possible that people will turn 

out to be mistaken here. That is, it is possible 

that people believe that they are interested in 

these questions primarily for moral reasons but 

that they are really interested in these questions 

primarily as a way of facilitating subsequent 

prediction, explanation and control. Yet, al- 

though this sort of mistake is possible, we see 

no specific reason to believe that it is taking 
place here. Indeed, we see no reason at all to 

think that ascriptions of consciousness are best 

understood as tools for the prediction, explana- 
tion and control of behavior. 

Vi. 

We therefore tentatively offer a more complex 
account of the function of these ascriptions. 
Suppose, e.g., that a person concludes 



INTUITIONS ABOUT CONSCIOUSNESS: EXPERIMENTAL STUDIES 667 

(7) George is feeling upset. 

The evidence provided above suggests that 

it would be a mistake to consider this judg- 

ment as a whole and ask what role it might 

serve in people’s lives. Instead, we need to 

break it down into two parts—an ascription 

of upsetness and an ascription of phenom- 

enal consciousness and consider each of them 

separately. It may very well turn out that as- 

criptions of upsetness serve primarily to fa- 

cilitate behavioral prediction, but it does not 

appear that this same approach can be help- 

fully applied to ascriptions of phenomenal 

consciousness. On the contrary, it seems that 

ascriptions of phenomenal consciousness are 

best understood in terms of their role in facili- 

tating moral judgment. 
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NOTES 

1. We thank Uriah Kriegel for his extremely helpful 
comments on the formulation of these distinctions. 

2. Here we want to single out for special praise the work 

of Block 1978, 1995. His pioneering research in con- 
sciousness studies has deeply influenced the experi- 

mental studies presented below. In fact, the very term 
‘phenomenal consciousness’ is borrowed from Block 

1995, where he argues explicitly that people grasp the 

distinction between phenomenal and non-phenomenal 

states. Of course, Block’s primary aim in those papers 
is somewhat different from our own, in that he is 
trying to use facts about people’s intuitions as part of 

an inquiry into the true nature of consciousness. 

3. For detailed methodological and statistical informa- 
tion, see Knobe and Prinz 2006. 

4, We were surprised that subjects gave such high 

ratings for ‘experiencing a sudden urge,’ and we 

therefore ran a quick follow-up study to get a better 

handle on the phenomenon. Some subjects received 

the sentence ‘Acme Corp. is experiencing a sudden 

urge to pursue internet advertising.’ Others received 

a sentence that was exactly the same except that 

the word ‘experiencing’ was replaced with ‘feel- 
ing.’ The mean rating for subjects who received the 
version with ‘experiencing’ was 2.9; the mean for 
subjects who received the version with ‘feeling’ was 
3.9. The overall mean was 3.5. These results suggest 

that the original ratings may have been artificially 

high as a result of sheer chance. 

5. In a striking development, Michael Bruno, Bryce 
Huebner, and Hagop Sarkissian (unpublished data) 
have conducted a cross-cultural study demonstrat- 
ing that this effect also arises among subjects in 

Hong Kong. (Even more interestingly, the study 

showed a significant effect such that the difference 

between ascriptions to groups and ascriptions to in- 
dividuals is smaller for Hong Kong subjects than it 

is for American subjects.) 
6. Here it is natural to wonder whether people would 

also be willing to ascribe phenomenal states to the 

corporation if it had been enchanted by a sorceress. 

We do not yet have any experimental data on this 
question, but Adam Arico and Shaun Nichols are 

designing a study to address the issue. 

7. As the researchers rightly emphasize, phenom- 

enal consciousness is specifically relevant to judg- 
ments of moral patiency (judgments about whether 

it would be wrong to do certain things to a given 

entity) rather than to judgments of moral agency 

(judgments about whether it would be wrong for 

the entity itself to do certain things). Judgments of 
moral agency appear to depend more on ascriptions 
of non-phenomenal states, such as beliefs, desires 
and intentions. 

On Being an Octopus 

Peter Godfrey-Smith 

If octopuses did not exist, it would be neces- 

sary to invent them. I don’t know if we could 

manage this, so it’s as well that we don’t have 

to. As we explore the relations between mind, 

body, evolution, and experience, nothing 

stretches our thinking the way an octopus does. 

In a famous 1974 paper, the philosopher 
Thomas Nagel asked: What is it like to be a 
bat? He asked this in part to challenge materi- 

alism, the view that everything that goes on in 

our universe comprises physical processes and 

nothing more. A materialist view of the mind, 
Nagel said, cannot even begin to give an ex- 
planation of the subjective side of our mental 
lives, an account of what it feels like to have 
thoughts and experiences. Nagel chose bats 
as his example because they are not so simple 
that we doubt they have experiences at all, but 
they are, he said, ‘a fundamentally alien form 
of life.’ 

From Boston Review, June 3, 2013. Reprinted by permission of the publisher. 
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Bats certainly live lives different from our 

own, but evolutionarily speaking they are our 

close cousins, fellow mammals with nervous 

systems built on a similar plan. If we want to 

think about something more truly alien, the oc- 

topus is ideal. Octopuses are distant from us in 

evolutionary terms, have a nervous system of 
very different design, and bodies with no bones 

and little fixed shape at all. What is it like to be 

an octopus? The question is intrinsically inter- 

esting and, beyond that, provides a good way 

to chip away at the problem Nagel raised for a 

materialist understanding of the mind. 

How do we approach questions about ‘what it’s 

like’ to be something or someone? One way 

of asking these questions makes them impos- 

sible to answer regardless of what minds might 

be made of. In this interpretation, to ask what 

it’s like to be a bat or an octopus is to ask for a 

description, given from a third-person point of 

view, that encapsulates the animal’s experience 

itself. But having an experience will always be 

different from having a description of it. This 

will be true if we are biochemical machines and 

true also if there is a soul-like extra ingredi- 

ent in the world. A gap between a first-person 

and a third-person point of view arises either 

way. Descriptions are not completely power- 

less, though, in helping us get a grip on what 

the experience of another might be like. What 

a description can do, often very effectively, is 

prompt memories and guide the imagination—it 

can elicit memories of experiences that one has 

actually had and guide the construction of varia- 

tions on these memories. Whenever one person 

describes an important experience to another, we 

rely on this sort of use of memory and imagina- 

tion. It is more difficult if someone or something 

cannot talk, cannot offer a usable description 

in their own words. Then if we want to get a 

sense of what their experience might feel like, 

we must draw on information about their other 

forms of behavior and about how their senses 
and nervous systems work. If what is going on 

in them can be mapped onto what is going on in 

us when we have an experience that we know 

firsthand, we can say something about what an 

experience is like for them. Doing this does rely 

on the assumption that there is a systematic rela- 

tion between how things feel and what goes on 

in the nervous system—just as listening to what 

someone says requires the assumption that real 

experiences lies behind her words. 
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The biologist Richard Dawkins offered a 

reply to Nagel’s challenge about bats in his 

1986 book The Blind Watchmaker. One of the 

main differences between bats and ourselves, 

emphasized by Nagel, is bats’ use of sonar, 

sound pulses, for navigation. Nagel said that 

this was unlike any sense that we possess, and 

we cannot reach bat experience by imagining 

ourselves to have a more elaborate form of 

hearing. Dawkins replied that the use of sound 
in both human hearing and bat sonar is an in- 

cidental matter. Instead, using sonar as a bat 

would feel similar to the way seeing feels for 

us. We should not imagine sonar as upgraded 

hearing, but as modified seeing. 

Dawkins based this claim on what sonar does 

for a bat. An animal that uses sonar constructs 

an internal model of the location of objects in 

space on the basis of stimuli from its environ- 

ment. The information made available by sonar 

is not exactly the same as that made available 

by vision, and the resulting internal models 

will certainly differ, but, Dawkins argues, the 

feel of vision results from the way it enables 

you to make your way through the world, and 

that gives us some indication of what it feels 

like to navigate with sonar. This argument does 

not require that the same parts of the brain be 

used for each sense. Strikingly though, a 2011 

brain-imaging study by Lore Thaler and her 

colleagues found that blind humans with some 

natural ability to echolocate using mouth-clicks 

were using parts of their brains normally dedi- 

cated to vision to process the clicks. 

To work out what it might feel like to be an- 

other animal, we have to find some way to jus- 

tify mappings between what goes on inside that 

animal and experiences that we can, through 

memory and imagination, partly conjure in 

ourselves. We do the same thing with humans 

who have different capacities and backgrounds 

from our own. Nagel accepted this claim about 

the human case but added that the more bio- 

logically distant the subject whose experiences 

we are inquiring into, ‘the less success one can 

expect with this enterprise.’ I agree that the 

more distant the subject, the more difficult the 

project becomes. But who’s to say that success 
must remain elusive? On to the octopus. 

An octopus has neurons, more or less like those 

of other animals, and many of them are orga- 

nized into a brain. This brain evolved on an 

evolutionary path far removed from our own. 
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All animals have common ancestors if we go 

back far enough in time, and the pattern of 

relatedness between different animal species 

takes the rough form of a tree, the ‘tree of life.’ 

Our common ancestor with octopuses lies back 

near the beginning of the evolution of complex 

animals, perhaps 600 million years ago. That 

ancestor was a small, simple, marine animal— 

probably a flattened worm. Its many descen- 

dants include, on one branch, humans and the 

other animals with backbones (dolphins, bats, 

birds), and on another branch, a huge range of 

invertebrate animals, including the octopus. 

The octopus’s evolutionary path from the 

ancestral worm is unusual among the inverte- 

brates because it led, as our path did, to a large 

nervous system. A common octopus has around 

500 million neurons. That is many fewer than 

we have, but it is in the same range as a dog’s 

brain, which has 600 million or so. The octo- 

pus, along with some of its cephalopod cousins, 

is an independent experiment in the evolution 

of a large nervous system, the only such experi- 

ment outside the vertebrates. 

The result is an animal that is curious and 

a problem-solver. Some octopuses carry pairs 

of coconut half-shells around to reconstruct 

as spherical shelters. Octopuses can recognize 

(and take a disliking to) individual human keep- 

ers in aquariums. They learn the layout of their 

environment and hunt on long loops that take 

them reliably back to a den. Octopuses have 

eyes built on a ‘camera’ design like ours, with 

a lens focusing an image. They also have sen- 

sitive chemical sensors in their suckers—they 

taste the world as they touch it. When watch- 

ing their eyes, it is natural to think that perhaps 

octopuses are a bit like us, just with more arms 

and no bones. Like other animals, they use their 

senses to track what is going on around them 

and to guide action. Would being an octopus 

be so different from being a bat, or any other 

animal with fine-tuned senses and a complex 

nervous system? 

Underneath the skin, though, octopuses 

have an organization that takes them even fur- 

ther from us than they appear on the outside. 

Invertebrates generally have less centralized, 

more ‘distributed’ nervous systems than verte- 

brates such as us. Octopuses are mollusks (like 

oysters and clams), and their nervous systems 

are organized in part into ganglia, little knots 

of nerve cells, with links between the knots. 

Most mollusks do not have much of a central 

brain. Starting out from a molluskan layout 
of this kind, evolution increased the size of 
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the octopus’ nervous system enormously. The 

outcome of this process was uncovered in the 

mid-twentieth century, especially by John 

Z. Young and Martin Wells, working at the 

Naples Zoological Station in Italy. They found 

a number of surprises, some of which had con- 

sequences for all of biology. In 1936 Young de- 

scribed nerve cells in squid that are vastly larger 

than those of other animals, so big that elec- 

trodes could be inserted directly into them to 

measure their electrical activity. Work on those 

neurons became the basis for our understanding 

of how all nerve cells function. 
Young, Wells, and their colleagues found 

that the octopus nervous system has three 

main parts. One is a central brain, which is a 

squashing-together of many expanded ganglia. 

There are also two optic lobes, large struc- 

tures directly behind each eye. But most of the 

neurons—about two-thirds of them—are not in 

the head at all, but in the arms themselves. The 

connections between the central brain and this 

more peripheral nervous system also seemed to 

these researchers to be quite slim. An octopus’s 

arms are packed with sensors responding to 

touch and chemistry, and the arms have enor- 

mous flexibility, able to bend in any direction at 

any point. So there is a lot going on in the arms, 

but the connections between arms and brain are 

apparently restricted to a narrow channel. From 

these anatomical facts and some experiments on 

behavior, the early researchers inferred that the 

arms have a good degree of independence from 

the central brain. They do their own sensing and 

their own responding. As Roger Hanlon and 

John Messenger summarized it in their 1996 

book Cephalopod Behavior, the arms seemed 

‘curiously divorced’ from the brain, at least 

with respect to the control of basic motions. 

This disrupts a first round of guesses about 

what it might be like to be an octopus. Working 

from our understanding of their senses and the 

way they live their lives, it’s natural to first 
imagine that the experience of an octopus is 

visually rich (though apparently in black-and- 

white) and augmented with elaborate chemi- 

cal sensing. Everything touched by the arms 
is tasted. We can imagine something about 
what it might be like to live in this bright and 
tasty world. But then we realize that this line 
of thought might be fundamentally mistaken, 
as it assumes that an octopus is the same kind 
of psychological unit that a person is. It as- 
sumes that the locus of octopus experience is 
a psychological se/f, though perhaps a simple 
one, where the senses converge to generate a 
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feeling of how the world is. This picture might 

be wrong because an octopus is not organized 

as we are. Vision certainly feeds into the central 

brain, but each arm also contains shorter arcs 
between sensing and action. 

This organization of the animal’s control 

systems is the most difficult barrier to working 

out what octopus experience might be like. The 

best work I know of that bears on these issues 

is coming out of Benny Hochner’s laboratory 

at Hebrew University in Jerusalem. In a 2011 

study from Hochner’s lab, Tamar Gutnick and 

her colleagues published a paper that looked at 

whether an octopus could guide a single arm 

along a complex maze-like path to a specific 

location to get food. The task was set up in such 

a way that the octopus could not merely let the 

arm’s sensors follow a chemical gradient to the 

food, as the arm had to leave the water at one 

point to reach the target location. But the maze 

walls were transparent and the target location 

could be seen. To solve the problem the octo- 

pus had to guide its arm through the maze with 

vision. Although it took a while, all but one 

of the octopuses in the experiment learned to 

get an arm through to the food. The study also 

noted, though, that when octopuses are doing 

well with this task, the arm finding the food 

does what looks like its own local exploration 

at various stages, crawling and feeling around. 

There may be a mixture of two forms of con- 

trol here: central contro] of the arm’s general 

path and fine-tuning of the search by the arm 

itself. Another possibility is that, by means of 

attention of some kind, the octopus is exerting 

control over all the details of movements that 

might usually be more autonomous. 

Suppose that the ‘mixed-control’ option, 

which Hochner tends to favor as an interpreta- 

tion, is right. What would octopus experience 

be like? A range of partial analogies can be 

drawn with the human case. I visited Hochner’s 

lab with another philosopher, Laura Franklin- 

Hall, who wondered: Would an octopus experi- 

ence its arms more as parts of its environment 

than as straightforward parts of itself? The arms 

would not be experienced entirely as environ- 

ment, because they can be centrally controlled 

to some extent—they are less ‘divorced’ from 

the brain than earlier researchers suspected. But 

once an arm has been sent in a certain direc- 

tion, to some extent it is on its own. An analogy 

might be drawn with actions such as blinking 

or breathing. These are activities that normally 
happen involuntarily, but through attention you 

can assert control over them. The analogy is 
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imperfect because although breathing is nor- 

mally involuntary, when you do intervene to 

do it voluntarily, the control can be very fine- 

grained. In that case, attention is used to take 

over what is normally an automatic process. 

In the octopus, if the mixed-control interpreta- 

tion is right, central guidance of the movements 

is never complete, and the peripheral system 

always has its say. Expressed too anthropomor- 

phically, you would send an arm out deliber- 

ately and hope the local fine-tuning goes right. 

Action by an octopus, then, would mix ele- 

ments that are usually distinct in animals like 

us. When we act, the border between self and 

environment is usually fairly clear. When we 

move an arm, the arm can be controlled both in 

its general path and in the details. You can then 

watch your arm move, but what you are watch- 

ing are the consequences of choices, or perhaps 

of habits that are the remnants of earlier choices. 

Various other things in the environment are not 

under your direct control at all, though they 

can be moved indirectly by manipulating them 

with your limbs. Uncontrolled movement by 

an object around you is usually a sign that it 

is not part of you at all (with partial exceptions 

for knee-jerk reflexes and the like). If you were 

an octopus, these distinctions would be blurred. 

Your arms would move in a way that is a mix 

of the centrally and peripherally controlled. 

To some extent you would guide them, and to 

some extent you would just watch them go. 

One might wonder whether the guided action 

seen in the Gutnick experiment is a normal 

behavior for an octopus or instead something 

entirely artificial. When searching for food, an 

octopus often puts all its arms around or under a 

rock and seems to just let them roam. If the ex- 

perimental behavior is unusual, that would not 

make the work uninteresting. The fact that the 

octopus can solve the problem—can pull itself 

together in this way—would still be significant. 

However, the behaviors in the experiment may 

not be that unnatural in any case. I once saw an 

octopus searching for food at a boulder under- 

neath which a large shark was resting. The oc- 

topus held its body well back and stretched one 

arm under the boulder, very long and straight, 

and seemed to watch its path closely. 

There is also a more directly skeptical re- 

sponse to these ideas about octopus experience 

and the self-environment relationship. I’ve as- 

sumed up to this point that it makes sense to 

think that an octopus could have a feeling of 
agency, a feeling that tracks the difference be- 
tween what it is controlling and what is merely 
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happening. But perhaps this is so sophisticated 

a form of experience that it is beyond any non- 

human animal? Although animals do act, per- 

haps they cannot feel that they are doing so; 

the contrast between actions and other events 

would not be apparent to them. 

For at least some animals, this is probably 

not true: they may indeed have awareness of 

a distinction between events they cause and 

those they do not. This has been the topic of 

a number of interesting recent experiments. In 

these studies chimps or monkeys first learn to 

play simplified video games, moving virtual 

objects by using a joystick, trackball, or another 

controller, trying to get certain objects to meet 

or collide and, in some cases, trying to get other 

objects to avoid collision. They then perform 

tasks of these kinds while another ‘distracter’ 

object moves on the screen in similar ways to 

the object they are controlling. The objects then 

freeze and the chimps’ second task—the one 

the experiment is set up to study—is to indicate 

which object was moving under their control. 

In a 2011 study by Takaaki Kaneko and 

Masaki Tomonaga, chimps did well on a task 

of this kind. They guided an object toward a 

moving target and then picked it out from a dis- 

tracter whose motions were those of an object 

that had been guided by a chimp on an earlier 

trial. It’s reasonable to wonder if chimps are 

a special case here, but Justin Couchman has 

done a related series of experiments on rhesus 

monkeys. Couchman’s experiment had _ the 

monkeys doing a harder task than the chimps 

were faced with, and one of his four monkeys 

clearly mastered it. 

Every report of this kind I have read raises 

interesting further puzzles. Kaneko and 

Tomonaga ran an additional experiment in 

which the chimps were controlling neither 

icon as it moved. Instead they were watching 

a recording of an entire earlier trial. Moving 

the trackball had no effect on any object. As 

expected, the chimps did better at choosing the 

right object when they were actually control- 

ling it. But surprisingly, they did not do too 

badly—performed better than chance—even 

when neither object was under their control. 
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How is this possible? What does it even mean 

to get the ‘right’ answer when neither object 

is being controlled? The ‘right’ object was the 

one that had been controlled in the earlier trial 
when it was recorded. The object being con- 

trolled at that time will tend to follow the target 

more closely than the object that had been a 

distracter in that trial. This difference in appar- 

ent goal-directedness might lead the chimps to 

be more inclined to choose that object. Given 

this, it is important that the chimps made better 

choices when they had real control of one of 

the objects. 

Nothing like these experiments has been tried 

in octopuses, as far as I know, and a chimp or a 

monkey is a very different animal from an oc- 

topus. But the experiments certainly tell against 

the idea that awareness of agency is beyond all 

non-human animals. 

Some philosophers working within a broadly 

materialist framework are opposed to asking 

questions about ‘what it’s like’ to have a par- 

ticular kind of mind. They regard this way 

of setting up the issues as misguided. I think 

these questions are good ones, as long as they 

are asked in a way that does not doom them to 

unanswerability from the start. The divide be- 

tween first-person and third-person points of 

view is real regardless of what minds are made 

of. Knowing how an animal’s body and brain 

are put together does not put you into a state 

that is similar to what is going on inside that 

animal, so in that sense no description can tell 

you ‘what it’s like to be’ that animal. Getting a 

sense of what it feels like to be another animal— 

bat, octopus, or next-door neighbor—must in- 

volve the use of memory and imagination to 

produce what we think might be faint analogues 

of that other animal’s experiences. This project 

can be guided by knowledge of how the animal 

is put together and how it lives its life. When 

the animal is as different from us as an octopus, 

the task is certainly difficult, but it is one worth 

undertaking. Doing so is part of the attempt to 

strike a balance between treating our minds as 

too private and mysterious to make scientific 
sense of at all, and treating them as less private 
and mysterious than they really are. 



The Self 

The problems of the self are multifarious. First, what is the self? Second, what is self- 

consciousness, the awareness of self? Third, what is it for a self or a person to persist 

over time. These three interconnected issues are often called the problem of the self, the 

problem of self-consciousness, and the problem of personal identity. 

Chapter 66 by Galen Strawson introduces these issues, focusing on the sense of self: 

the sense which he says ge normal human Poe tt have of being a self. Strawson sets 
Qur\unrenectve | 

JU s8008 ATIC S Own personz He argues that 

f, as is the sense o Seo as a single continuous 

being across time. He suggests that one’s sense of self can be episodic rather than nar- 
rative, without flow from one moment to the next. 

That view is ONT in the first five CHapiere of the book: re on 

the ‘Nem view of persons, Avicenna on self-consciousness, and Descartes and Elisabeth 

of Bohemia on mind-body dualism. Those chapters are also highly relevant here. 

enn panne en Seat 

mously said that there is no self, and this view has been at the core of Budchist Boas 
phy since then. A 

ie Ayes Siderits are 67) etcuetes 178 Buddhist 

conception of self and personal identity, clarifying the doctrine of no-self and drawing 

out Buddhist arguments for the doctrine. 

If there is a self, what is it? A common view is that one’s self is one’s brain. Andy 
Clark’s piece “I am John’s Brain” (chapter 68) brings out the many ways that the self 

and the brain seem to differ, from the brain’s SOU) of view. Patricia Churchland (chap- 

. ain. On Ghirshiand’ Ss view, aes 

nemaboloey | is the eh to fiends the self. 

Derek Parfit (chapter 70) discusses the question of personal identity: what makes a 

person the same person over time. If we were immaterial Cartesian egos, then being the 

same self would be a matter of being the same ego. But if we are not, then the issue of 

personal identity must be a matter of physical and psychological continuity over time. He 

considers cases involving teletransportation, where some or all of one’s body and one’s 

psychology is replaced. Is the teletransported being you? Parfit argues that sometimes 
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these questions have no answers, and that we need to revise our views about personal 

identity as a consequence. 

Greg Egan’s story “Learning to Be Me” (chapter 71) centers on a puzzling scenario 

involving personal identity and the self. Everyone has a “jewel” in their head, a sort of 

backup system that learns to function exactly like the brain. It seems that there are two 

selves present in every skull. Any given person can wonder whether they are the brain or 

the jewel. Or perhaps, while the brain and the jewel are synchronized, there is only one 

self? If the jewel and the brain become unsynchronized, does one person turn into two? 

When people switch to a mode where only the jewel is present and not the brain, does 

the original person then die? Any theory of the self can be tested on the rich puzzles that 

this story provides. 
Susan James (chapter 72) discusses personal identity from a feminist perspective. 

She argues that much work on personal identity has understated the role of the body in 

personal identity. She focuses especially on cases of brain transplantation, where many 

theorists have argued that psychological continuity matters more than bodily continuity. 

James argues that in separating these sorts of continuity and privileging the psychologi- 
cal over the bodily, theorists privilege the symbolically masculine over the symbolically 

feminine. On a feminist view, the body is more important to identity than these psycho- 

logical views allow. 
In recent years, “identity” has often been understood as referring to social identity: 

the socially significant categories such as gender, race, and nationality with which one 

identifies. The concept of social identity is not the same as the concept of personal iden- 
tity in the preceding chapters, but it is perhaps equally important to understanding the 

self and even more important in our lives. Kwame Anthony Appiah (section 73) offers 

an analysis of many dimensions and complexities of social identity and the roles that it 

plays in our lives. He also argues that behind many social identities there lie important 

philosophical assumptions that may turn out to be false, including an essentialist view 
of the self on which our identities are part of our true nature or essence. 
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The Sense of the Self 

Galen Strawson 

By the ‘sense of the self” I mean the sense that! SETS i 

(it is not a ‘Western’ pe- 
eqliaiey) It is perhaps most often vivid when 

owe are alone-and:thinking, but it can be equally 
vivid in a room full of shouting people. It con- 

nects with a feeling that most people have had 

at some time, that their body is just a vehicle 

or vessel for the mental thing they really are. 

(Neither physical activity nor pain need dimin- 

ish our sense of the independence of the self 

from the body; they’re just as likely to increase 

it.) ’'m not claiming that the sense of the self 

automatically incorporates belief in an immate- 

rial soul, or in life after bodily death. It doesn’t. 

Philosophical materialists have as strong a sense 

of self as anyone else, although they believe, as 

that-human consciousness evolved by purely 

Our natural, unreflective conception of the 

self seems to have at least six main elements. 

sense. 

ing each element in turn, I use the expression 
‘the self’ freely, as a loose name for all the un- 

deniably real phenomena that lead us to think 

and talk in terms of the self. This doesn’t rule 

out the possibility that the best thing to say, in 

the end, is that there is no such thing. 

, that the self is thought of as 

a thing, is, in a way, the least clear. The gen- 

eral idea is this: itasn’ 

ne a omreerovUtniommierenanlip ts 
“extent, there is nothing else for it to seem to 

Riaeliidaldiiaislyn = "0! a thing in the way 
that a stone or a chair is, some sort of ethereal 

concrete object, but a thing of some kind. It is 

thought of, in particular, as something that has 

the causal character of a thing; something that 

can undergo and do things. Bishop Berkeley’s 

characterisation of the self as a ‘thinking active 

principle’! seems as good as any. In this old use, 

a principle manages to sound like a thing with- 

out sounding like a table or a chair. 

vine Scan olaaen that the self is something 
mental, is also unclear, but the central idea is 

this: v 

_ grounded in its mental nature alone; it may 
also have a non-mental nature, as materialists 

suppose, but its being a thing is not thought to 

depend on its counting as a thing considered 

in its non-mental nature. The self is the mental 

self. It’s true that people naturally think of 

themselves as possessing both mental and non- 

mental properties, but this doesn’t affect the 

standard conception of the mental self. 

self can easily s seem to exist self-sufficiently i in 

a sphere of being quite other than that described 

by physics. Things are not as they seem, ac- 

cording to materialists; but they certainly seem 

as they seem, and this helps to explain how 

natural it is to think of the self as a specifically 
mental thing. 

is that the self is thought of 

as single. But in what way? Not as a single as- 

semblage or collectivity, as a pile of marbles is 

single, but rather, as a marble is single when 

compared with a pile of marbles. Furthermore, 

it is standardly thought to be single both when 

it is considered synchronically, i.e. as existing 

at a given time, and when it is considered dia- 

chronically, i.e. as a thing that persists through 

time. I will take ‘synchronic’ to apply to any 

consideration of the self during what is expe- 

rienced as a unitary or ‘hiatus-free’ period of 

consciousness. ‘Diachronic’ will then apply to 

any period that includes a break or hiatus. Truly 

From London Review of Books, vol. 18, no. 8, 18 April 1996; slightly revised. Reprinted by 
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unbroken periods of experience are, I suggest, 

almost invariably brief: a few seconds at most, 

a fraction of a second at the least. 

Po . Some, however, may 

claim to experience it as fragmentary or mul- 

tiple, and most of us have had experience that 

gives us—we feel—some understanding of 

what they mean. In fact there are reasons for 

thinking that the experience of multiplicity can 

only really affect the sense of the self diachron- 

ically considered, not synchronically. But this 

may be doubted: we may be subject to rapidly vores denis nan mera pr th 

changing and overlapping moods, and conflicts 

of desire. Our thought processes can become 

extraordinarily rapid and tumultuous, disparate 

contents tumbling over one another. This may 

be claimed to involve experience of the self as 

synchronically multiple. 

Sinannasinntionnaneanliatasingin 25 2 single 
thing that feels conflict precisely because it 

is single. What about the mind racing chaoti- 

cally? When this happens many people expe- 

rience themselves as helpless spectators of 

the pandemonium, which is more likely to 

increase than to diminish their sense of being 

single. Furthermore, any supposed experience 

of the self as synchronically multiple will have 

to be an episode of explicitly self-conscious 

thought; but there is a crucial sense in which 

such experience is incompatible with genuine 

self-conscious thought. “Phe subjective Pecan 

never be . . . divided, and it is this ‘I’ that we 
i inking,’ as Kant remarks.” 

Don’t believe anyone who tells you otherwise, 

especially if they come from Paris. 

| his is hardly surprising, at we take it 

that our personality is a matter of how we are 

mentally speaking; SQsifWesthinksthatourc- > 

1 

The fifth claim is that the self is thought of 

as ontologically distinct. From yal The Us 

tion has various answers. rc W i 

of onscious al g oh—thoughts, 

experiences, and so on. It fas thoughts andy 

. A stronger version of 
this view holds that the self is distinct not only 
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from any conscious mental goings-on, but also 

from any non-conscious mental features like 

beliefs, preferences, stored memories, charac- 

ter traits. Hume famously challenged the first 

of these views, proposing that a persisting self, 

if it exists at all, may be a series of mental go- 

ings-on. Ordinary thought rejects this ‘bundle’ 

theory, however, as Hume later did himself, and 

endorses the second, stronger version. 

the celfic ontological! 

: pay 

rar ah I res Sn et What is a sub- 
ject of experience? The ordinary notion seems 

pretty clear: independently of any metaphysical 

commitments, each of us has a very good idea 

of what a subject of experience is just in being 

one and being self-conscious. The self is clearly 

not the only thing that is thought of as a subject 

of experience: it’s just as natural (or more natu- 

ral) for us to say that a human being considered 

as a whole is a subject of experience—as are 

millions of non-human animals. Nevertheless, 

we have a tendency to think that in the human 

case it is above all the mental self that is the 

subject of experience. 

What about the view that the self is capable 

of action, in thinking and choosing, for exam- 

ple? Many: would wish to add a seventh; sepy 

the»will’Gn William James’ words.* This seems 
very plausible. 

Suppose these seven elements capture the 

conceptual core of the ordinary human sense 

of the self. Are they all essential to anything 

that could count as a genuine sense of the self? 

I will challenge the claims about personality 
and diachronic singleness. 

The principal point to be made against the 

personality claim is simple. We already have a 
natural way of conceiving of the self according 
to which it does not have a personality, but is, 
strictly speaking, a mere ‘locus’ of awareness 

_ucularity of character: as a mere point of view. 

or it n 
they wake up. It may be the temporary result 
of abstract thought or a hot bath. It is also a 
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_ common feature of severe depression, in which 
we experience ‘depersonalisation’—an accu- 

rate term. Depersonalisation is pathological, 

but it is experientially real, and one can imagine 

getting stuck in this condition. (Some people 

do.) Equally, one can imagine a race of alien 

beings for whom it is the normal condition, but 

who still have a clear sense of the mental self as 

the locus of consciousness. 

A very strong form of what may be lost in de- 

personalisation is recorded by Gerard Manley 

Hopkins, who talks of considering 

my self-being, my consciousness and feeling of 
myself, that taste of myself, of I and me above 
and in all things, which is more distinctive than 

the taste of ale or alum, more distinctive than the 
smell of walnut leaf or camphor, and is incommu- 

nicable by any means to another man. . . Nothing 
else in nature comes near this unspeakable stress 
of pitch, distinctiveness, and selving, this self- 

being of my own.’ 

I find this bewildering. I find it quite hard to 

believe that Hopkins is telling the truth and 

have yet to meet someone whose experience re- 

sembles his. Forimost people, their personality 

It is harder to dislodge the idea that a genuine 

sense of the self must incorporate a conception 

of it as something that has relatively long-term 

diachronic singleness or continuity. Yet that 

sense may be vivid and complete, at any given 

time, even if it has to do only with the pres- 

ent brief, hiatus-free stretch of consciousness. It 

may be said that although this is a formal possi- 

bility, it is remote from reality and from our in- 

terests: that life without any significant sense of 

the long-term continuity of the self is conceiv- 
able for aliens, but hardly for ourselves. Strictly 

speaking, all I need for my argument is the 

formal possibility; but it seems to me that life 

without any such sense of long-term continu- 

tothe 

Merion. Human 
eings differ deeply in a number of ways that 

may affect their experience of continuity. 

In considering these differences, I sometimes 

write ‘in the first person’ like William James, 

‘leaving my description to be accepted by those 
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to whose introspection it may commend itself 

as true, and confessing my inability to meet the 

demands of others, if others there be.’ Clearly 

James doesn’t really believe that there are others 

unlike himself, any more than Hume does when 

he pretends to allow that some people may per- 

ceive a simple and continuous mental self when 

they introspect, although he is ‘certain there is 

no such principle in me.’® My position is dif- 

ferent. When it comes to the differences I am 

about to discuss, I believe that there are others 

quite unlike myself. 

i i . Some 

people have an excellent ‘personal’ memory 

(as philosophers call memory of one’s own 

past) and an unusual capacity for vivid recol- 

lection. And their personal memory may not 

be just reliable and retentive: it may also be 

highly active and regularly intrude into their 

present thoughts. Others have a very poor per- 

sonal memory, which may also be quiescent, 

and almost never intrude. MHése differences of, 
match by eq differences 

people live in narrative mode, and wrongly 

assume that everyone else does the same: they 

experience their lives in terms of something 

that has shape and story, a narrative trajectory. 

Some of them keep diaries with posterity in 

mind and imagine future biographies. Some are 

self-narrators in a stronger sense: they regularly 

rehearse and revise their interpretations of their 

lives. Some are great planners and knit up their 

lives with long-term projects. Others have no 

early ambition, no later sense of vocation, no 

interest in climbing a career ladder, no tendency 

to see their life as constituting a story or devel- 

opment. Some merely go from one thing to 

another, living life in a picaresque or episodic 

fashion. Some people make few plans and are 

little concerned with the future. Some live in- 

tensely in the present, some are simply aimless. 

This can be a basic fact of character or the out- 
come of spiritual discipline; it can be a response 

to economic destitution—a devastating lack of 

opportunities—or vast wealth. There are lotus- 

eaters, drifters, lilies of the field, mystics, and 

people who work hard in the present moment. 

There are many possibilities. Some people are 

creative although they lack ambition or long- 

term aims and go from one small thing to the 

next, or produce large works without planning 

to, by accident or accretion. Some people are 

very consistent in character, whether or not 
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they know it, a form of steadiness that may 

underwrite experience of the self’s continuity. 

Others are consistent in their inconsistency and 

feel themselves to be continually puzzling and 

piecemeal. Some go through life as if stunned. 
I’m somewhere down towards the episodic 

end of this spectrum. I have no sense of my life 

as a narrative with form and very little interest 

in my own past. My personal memory is very 

poor and rarely impinges on my present con- 

sciousness. I make plans for the future and to 

that extent think of myself perfectly adequately 

as something with long-term continuity. But I 

experience this way of thinking of myself as 

remote and theoretical, given the most central 

or fundamental way in which I think of myself, 

which is as a mental self or someone. Using ME 

to express the way in which I think of myself, I 

can accurately express my experience by saying 

that I do not think of ME as being something in 

the future. 

It is January as I write this. The thought that I 

have to give a Wolfson College lecture in March 

causes me some anxiety, and this has familiar 

Phy sioloziea manifestations. I feel the anxiety 

Sac Indeed it seems plain 

alse to say that it will be ME. And this is how 

it feels. It’s not just something I happen to be- 

lieve for theoretical reasons. So why do I feel 

anxiety? Doubtless because my susceptibility to 

it is innate and ‘hard-wired’ connected with the 

instinct for self-preservation: my concern for 

my future, which is within the normal human 

range, is biologically grounded and autono- 

mous in such a way that it persists as something 

immediately felt even though it is not supported 

by any emotionally backed sense on the part of 

ME now that ME will be there in the future. 

“My experience of the self is just one kind 

t matters here only inso- 

far as it supports the claim that a sense of the 

self need not necessarily involve experience of 

it as something with long-term continuity. This 

experience may be common, but it is not uni- 

versal, it fades over time in some and is with- 

ered, in others, by reflection. 

Some think that conscious experience flows, 

that this is simply given prior to any theo- 

retical suppositions. According to James, 
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A ‘river’ or a ‘stream’ are the metaphors 

by which it is most naturally described . . «set 

——_—-4 This a a = move in 
1890, given the dominant psychological atom- 

ism that inspired the metaphors of trains and 

chains, collections, bundles, and heaps. But 

perhaps we have now been misled in the op- 

posite direction, into thinking consciousness 

more fluent than it is. This is importants for if? 

the metaphor of the 

stream 1s Gap even though streams contain 

pools and falls—not to mention weeds and 

stones. Thought has very little natural continu- 

ity or experiential flow—if mine is anything to 
go by. It keeps slipping from mere conscious- 

ness into self-consciousness and out again. It is 

always shooting off, shorting out, spurting, and 

stalling. James likened it to ‘a bird’s life... an 

alternation of flights and perchings’® (the idea 

is beautifully developed), but even this image 

retains strong continuity insofar as a bird traces 

a spatio-temporally continuous path, and it fails 

to take adequate account of the fact that trains 

of thought are constantly interrupted by de- 

tours, fissures, by blows and white noise. 

This is especially so when we are just sitting 

thinking. Things are different if our attention is* 

d, like a fast and ex- 

citing game, or music. 

cm may still cut out and restart, or flash 

with extraneous matter from time to time, and it 

is arguable that the case of solitary speculative 

thought merely reveals in a relatively dramatic 

way something that is true to a greater or lesser 

extent of all thought. Some will think that James 

Joyce’s use of full stops in Ulysses makes his 

depiction of consciousness more accurate in the 

case of Leopold Bloom and Stephen Dedalus 

(many full stops) than in the case of Molly 
Bloom (none; some will find that her great flood 
of words resembles speech more than thought). 
There may be some difference between the 
sexes—Virginia Woolf claimed that Dorothy 
Richardson had ‘invented the psychological 
sentence of the feminine gender’’—but I doubt 
that they are significant. 

Radical disjunctions in the process of con- 
sciousness don’t occur only at the level of con- 
tent. Switches of subject-matter can be absolute 
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and still be seamless in that they involve no 

sensible temporal gap or interruption of con- 

sciousness. It seems to me that the experience 

ically disjunct even when it is the same thought 

(or nearly the same thought) that I return to after 

an episode of nN grr ry cece 
i ing. It keeps banging out of 

nothingness; it is a series of comings-to. 

Some hiatuses involve complete switches of 

focus and subject-matter. Others occur between 

thoughts that are connected in subject-matter, 

or when we are attending to something in such a 

way that we hardly notice the hiatus because the 

content of experience is more or less the same 

afterwards as before. In this case, the hiatus may 

be a mere caesura, an entirely accidental feature 

of the mechanism of consciousness. But it is 

likely that it is also functional in some way, part 

of a basic process of regirding attention: a new 

‘binding’ of the mental manifold, a new synthe- 

sis in the Kantian sense. The hiatus is often fast: 

it’s not hard to overlook the absolute fugues and 

interstitial vacancies of consciousness—just as 

we overlook the blinks of our eyes. But they are 

easily noticeable when attended to, available to 

memory in our current state of consciousness. 

Perhaps this is a rash generalisation from my 

own case, or an unwitting confession of schizo- 

rrr 

But perhaps the experience of disjunction is 

an artefact of introspection: perhaps the facts 

get distorted by the attempt to observe them. 

Perhaps unexamined consciousness has true 

flow. The reply to this objection is, first, that 

even if the appearance of disjunction were 

partly—or even largely—an artefact, this 

would be a striking fact about how conscious- 

ness appears to itself, important when consider- 

ing the underpinnings of a sense of continuity. 

A second reason the objection seems wrong is 

that awareness of disjunction can surface spon- 

taneously: we can become aware that this is 

what has been happening, rather than seeing 

it happen only when we look. In a sense, the 

of seamlessness is relatively rare. When" I’m, 

rere The (invariably 
rief) periods of true continuity are usually rad- 

_all the interrupted thoughts and experiences but 
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issue is undecidable, for in order to decide it 

we would need to be able to observe something 

while it was unobserved. 

Insofar as it finds support in the moment-to- 

moment nature of consciousness, then, the sense 

of continuity does not derive from a phenom- 

enon of steady flow, but from other sources— 

such as the constancies and coherences of 

content that often link up experiences through 

time, and, by courtesy of short-term memory, 

across the radical jumps and breaks of flow. I 
work in a room for an hour; I look up at the rain 

on the window and turn back to the page; I hold 

the same pen throughout. Examined in detail, 

the processes of my thought may be scatty. And 

yet I am experientially in touch with a great 

pool of constancies and steady processes of 

change in my environment, which includes my 

body. These constancies and steadinesses in the 

contents of consciousness may seem like funda- 

mental characteristics of its operation, although 

they are not. And this in turn may support the 

sense of the self as something truly continuous 

throughout the waking day and smooth the path 

to the idea of it as an entity that may be con- 

tinuous also during sleep, and so from week to 

week to month to year. 

When we first try to think 

about our sense of the self—and to think about 

it, rather than simply have it, is already diffi- 

cult—our first reaction may well be that it does 

present the self as a single thing continuing 

throughout the waking day: something, that.has, 

2 aia ; lead 

ties, and"sovon. In my case, however, the reac- 

tion is weak and soon undermined. As I think 

further about my mental life, I’m met by the 
6T? 

sense that there is no ‘I’ that goes on through 
the.waking-day (and beyond). Ifeeldshave;con- 
tinuity-onlyas"an embodied human being. If | 
consider myself as a mental subject of experi- 

ence, my sense is that I am continually new. 

I don’t mean new or different in respect of 

personality and outlook. I have a perfectly ad- 

equate grasp of the similarities that characterise 

me from day to day. But when | consider the 

fundamental experience of myself as a mental 

self, my feeling is that I am continually new. In 

his autobiography, John Updike writes: ‘I have 
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panei ing. : Ks seems exactly right. The 
67? 

times, (I suggest) fundamental and universally 

available, although it is occluded for many by 

familiar and contrary habits of thought, and may 

emerge clearly only on reflection. I feel I’m a 

nomad in time, although the metaphor is intus- 

susceptive, because it is the ‘I’ itself that has 

the transience of abandoned camping-grounds. 

Research by Poéppel shows that the ‘con- 

scious now’ is about three seconds long: this is 

the most we can hold together at any one time, 

experientially speaking.'! ‘In this sense,’ writes 

Miroslav Holub, ‘our ego lasts three seconds.’ !” 

His claim is tangential to mine. I don’t think 

that the brevity of the “conscious now’ neces- 

sarily contributes to the sense of hiatus or new- 

ness. Our experience could resemble a narrow 

beam of light sweeping smoothly and continu- 

ously along. The length of the ‘conscious now’ 

may set an upper limit on hiatus-free periods 

of thought, but it doesn’t follow that there will 

always be conscious experience of hiatus within 

any four-second period (there may be none for 

days). Nor, crucially, am I claiming that the self 

will never appear to last longer than the ‘con- 

scious now,’ when reflected on. My use of the 

word ‘long-term’ is vague but intentionally so: 

the self can certainly be felt to persist through- 

out a period of time that includes a break or 

hiatus, and its temporal extent may appear very 

different in different contexts of thought (fear 

of death raises interesting questions). 

Some may doubt my claims about how I ex- 

perience consciousness; those who do not may 

think I’m part of a small minority. Experience 

like mine may be thought to be the unnatural 

result of doing philosophy, or drugs. But even 

if the experience of disjunction was specifically 

ll : if jalism i 5 

think it-does, although the full argument would 

THE SELF 

the result of philosophical reflection, it wouldn’t 

follow that it resulted from philosophy distort- 

ing the data.~Pha i 

‘not follow that it gives a less accurate picture 

sof how things dre; for many natural experiences 
represent things inaccurately. More important, 

the experience may be natural in the sense that 

any ordinary human being who considers the 

matter will find that he or she comes to have it. 

Human beings, then, can have a vivid sense 

of the self without having any sense of it as 

something that has either personality or long- 

term continuity. i 

require a careful statement of what it is to be 

a genuine, realistic materialist (a realistic ma- 

terialist is fully realist about consciousness), 

and, further inquiry into the notion of a thing, 

and a challenge to the problematic distinction 

between things including processes. Perhaps 

the best account of the existence of the self is 

one that may be given by certain Buddhists. It 

allows that the self exists, at any given moment, 

while retaining all the essential Buddhist criti- 

cisms of the idea of the self. It gives no reas- 

surance to those who believe in the soul, but 

it doesn’t leave us with nothing. It stops short 

of the view defended by many analytic philos- 

ophers, according to which the self is a myth 

insofar as it is thought to be different from the 

human being considered as a whole. It leaves us 

with what we have, at any given time—a self 

that is both materialistically’ respectable, and 
distinctively mental, and as real as a stone. 
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Non-Self: Empty Persons (Excerpt) 
Mark Siderits 

The Buddha holds that we experience the suf- 

fering of samsdra because of our ignorance of 

the three characteristics: impermanence, suffer- 

ing, and non-self. Of these three, it is the char- 

acteristic of non-self that plays the central role 

in his diagnosis. According to early Buddhism, 

there is no self, and persons are not ultimately 

real. This may be put somewhat cryptically as: 

we are empty persons, persons who are empty 
of selves. In this chapter we will investigate this 

claim. We will look at some of the arguments 

found in early Buddhist texts for the claim that 

there is no self. And we shall try to determine 

what it means to say that persons are not ul- 

timately real. But before we can do either of 

these things we need to determine what it would 

mean to say that there is a self. The word ‘self 

gets used in several different ways, only one of 

which is relevant to the Pe eg, Sane 

the Buddha is trying to answer. We can avoid 

much confusion about what Buddhists mean by 

their doctrine of non-self if we begin by getting 

clear concerning what they mean when they 

speak of a self. 

cea 

By ‘the self,’ what Buddhists mean is the es- 

sence of a person—the one part whose con- 

tinued existence is required for that person to 

continue to exist. This is the definition of ‘self? 

that we will use. But what does it mean? It 

might be helpful to think of the view that there 

is a self as one possible answer to the ques- 

tion what it is that the word ‘T’ refers to. I am 

a person. And persons are made up of a variety 

of constituents: parts making up the body, such 

as limbs and organs, and parts making up the 

mind, such as feelings and desires. Now per- 

sons are things that continue to exist for some 

time—at least a lifetime, if not longer. But not 

all the parts of a person must continue to exist 

in order for that person to continue to exist. I 

could survive the loss of a finger or toe. And I 

might lose my desire for coffee without ceas- 

ing to exist. So apparently not all the parts of a 

person are necessary to the continued existence 

of a person. To say there is a self is to say that 

there is some one part that is necessary. This 

one part would then be what the word ‘I’ really 

named. The other parts would more properly 

be called ‘mine’; only that one essential part 

would count as the true ‘me.’ The alternative 

to this would be to say that ‘I’ refers to all the 

parts collectively. Let us call this alternative the 

view that ‘I’ is the name of the person, where by 

‘person’ we mean the whole that consists of all 

the parts that make up my body and mind over 

the duration of my existence. So either ‘I’ is the 

name of some one essential part of the person 

or else it refers to the person as a whole. (Of 

course this applies to the other words we use to 

refer to persons as well, such as names.) 

To say there is a self is to say that there is 

some one part of the person that accounts for 

the identity of that person over time. If there 

were a Self, then the person whose self it was 

would continue to exist as long as that self 

continued to exist. The self would then be the 

basis of a person’s identity over time. It would 

be what explained why this present person, me, 

is the same person as some earlier person. But 

we need to be careful with the expression ‘same 

person.’ For the English word ‘same’ is am- 

biguous. When we say ‘x and y are the same,’ 

there are two things we might mean. We could 

mean that x and y are qualitatively identical, 

or we could mean that x and y are numerically 

identical. To say that x and y are qualitatively 

identical is to say that they share the same 

qualities, that they resemble one another or are 

alike. To say that x and y are numerically iden- 

tical is to say that they are one and the same 

thing, that ‘x’ and ‘y’ are really just two names 

for one entity. So there can be cases of qualita- 

tive identity but numerical distinctness, as with 

two T-shirts that come out of the factory look- 

ing exactly alike. And there can also be cases 

of numerical identity but qualitative distinct- 

ness, as with a leaf that in summer is green and 

smooth but in autumn is red and crinkled. We 

said above that according to the self-theorist, a 

self is what explains why some person existing 
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now is the same person as someone who existed 

earlier. The key thing to keep in mind is that 

here ‘same’ is meant in the sense of numerical 

identity.' 
Like many other things, persons can undergo 

very significant qualitative changes and yet 

continue to exist. I can continue to exist as one 

and the same person, me, even though the prop- 

erties I now have are quite different from those 
I used to have. Thanks to the ambiguity of the 

English word ‘same,’ we can put this as, ‘He is 
the same person but not the same.’ When we 

say this we are not contradicting ourselves. The 

first ‘same’ (‘the same person’) is used in the 

sense of numerical identity. The second ‘same’ 

is used in the sense of qualitative identity; ‘not 

the same’ means qualitatively distinct. It is one 

person, me, who once had the property of liking 

coffee, but now has the very different prop- 

erty of disliking coffee. A person can undergo 

qualitative change while retaining numerical 

identity. Since the self is supposed to be what 

explains numerical identity over time of per- 

sons, perhaps a self could undergo qualitative 

change. What it could not undergo is numerical 

change, that is, going out of existence and being 

replaced by another self. 

If there is a self, it is “what makes me me,’ 

‘the true me,’ that which “gives me my identity.’ 

These ways of describing what a self is are all 

open to a common misinterpretation. People 
often speak of ‘discovering their self,’ of “find- 

ing their true identity.” What they often mean by 

this is figuring out which characteristics seem 

most important or valuable. So someone might 

say that they have come to realize their iden- 

tity isn’t tied up with physical appearance but 

with less superficial things like artistic talent 

or communication skills. Discoveries like this 

are probably important to personal growth. But 

they have nothing to do with what the Buddhists 

mean by a self. We can see this from the fact 

that even if there is no self, we can still ask 

which of a person’s characteristics are most im- 

portant to that person’s happiness. To speak of 

a self is to speak of some one part of the person, 

the part that must always exist as long as the 

person exists. To speak of an ‘identity’ that can 

be ‘found’ is to speak of characteristics or prop- 

erties, of what a person is like. There might very 

well be no single part of the person that must 

continue to exist in order for that person to con- 

tinue to exist. (This is exactly what the Buddha 

is going to argue for.) But it might still be true 

that some characteristics of a person play a 

more important role in their life than others. 

NHE SEER 

Otherwise it wouldn’t make sense to say that a 

person has ‘lost their identity.’ Perhaps my life 

would be less meaningful if I were to lose those 

traits that now have great importance to me. But 

it would still be my life. I could survive that 

qualitative change. I might be a very different 

kind of person. But I would still be me. 

There is another misinterpretation that arises 

in connection with the idea that the self is what 
gives me my ‘identity.’ It is common to think 

that someone’s identity is what sets that person 

apart from all others. Add to this the idea that 

one’s identity consists in what one is like, one’s 

characteristics or properties. The result is the 

notion that a self would be what makes one 

different from everyone else. Now the word 

‘different’ is ambiguous in the same way that 

‘same’ is: there is numerical difference or dis- 

tinctness, and there is qualitative difference. If 

it’s numerical distinctness that is meant, then 

it’s true that the self would be what makes one 

different from others. If we have selves, then 

my self and yours must be two distinct things, 

not one. But it’s not true if what’s meant by 

‘different’ is qualitative difference. It is not true 

that if we had selves, each would have to be 

unique in the sense of being unlike every other. 

Two selves could be perfectly alike, like two 

peas in a pod, and still serve to make one person 

numerically distinct from another. 

The difficulty with the idea that the self must 

be qualitatively unique is that it once again con- 

fuses the notion of the self with the notion of 
what one is like, one’s properties or character- 

istics. And properties may be shared between 

two things, whereas numerical identity may 

not. The leaf on this branch of this tree today 

might be exactly like the leaf that was here last 

year—same color, same shape, same pattern 
of veins, etc. But they are numerically distinct 

leaves all the same. Perhaps no two persons are 

ever exactly qualitatively alike. Even twins who 

share DNA patterns have physical differences, 

such as different fingerprints. Still there is no 

contradiction involved in supposing that there 

might be two persons who are exactly qualita- 
tively alike. Imagine for instance that each of us 
has lived countless lives in the past. Given the 
innumerably many beings there may be in the 
universe, it does not seem unlikely that some- 
one somewhere might once have lived a life just 
like the one I am now living. Yet that would 
have been someone else, not me. So if what 
makes me the person I am is my self, then my 
self is not what makes me qualitatively unlike 
other people. 
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Suppose, moreover, that each person is quali- 

tatively unlike every other. This could be true 

even if there were no selves. Indeed it could 

be true if there were selves that were all quali- 

tatively identical. This is actually something 

that many non-Buddhist Indian philosophers 

hold. On their view, the self is something that 

is simple or impartite (lacking parts). The self 

is just the subject of experiences, the part of 

us that is aware of the different experiences 

we have. Your self and mine would then be 

just like those two peas in a pod. It’s common 

to suppose that what makes different people 

qualitatively different is that they have different 

experiences. But on this view of the self, the 

different experiences that people have would 

not make their selves qualitatively different. 

Since the self is simple, it cannot be changed by 

the experiences it is aware of. It is other parts 

of the person that are changed by those expe- 

riences. The experience of eating changes the 

shape of my body. The experience of smelling 

coffee changes a desire in my mind. My self is 

unaffected by these changes, it is simply aware 

of them. Someone holding this view of the self 

who also thought that persons are qualitatively 

unique could say that their uniqueness is ex- 

plained by facts about those parts of the person 

that are not the self. Someone who denied the 

existence of a self could explain the qualitative 
uniqueness of persons in the same way. 
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In order to show that the self does not exist, 

we need to know what we are looking for, and 

where to look. We now know that a self would 

be that part of the person that ‘I’ is consistently 

used to refer to. So we can tell what to look for 

by seeing how we actually use words like ‘I.’ 

For instance, we say things like ‘I was born in 

New York, now live in the Midwest, and will 

move to Arizona when I retire.’ So if ‘I’ refers 

to the self, the self would have to be some one 

numerically identical thing that continues to 

exist throughout the past, present and future 

history of the person. There are more clues to 

be found in the ways we use this word, but this 

tells us enough for present purposes. Where 

should we look? Since the self is supposed to 

be a part of the person, we obviously need to 

look among the parts that make up persons. It 

would be helpful if we had a list of the basic 

categories of person-parts. This is just what the 

Buddha provides with his doctrine of the five 
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skandhas. (The word skandha is here used in its 

sense of ‘bundle.’) These are: 

¢ Ripa: anything corporeal or physical;? 

* Feeling: sensations of pleasure, pain and 
indifference; 

¢ Perception: those mental events whereby 

one grasps the sensible characteristics of 

a perceptible object; e.g., the seeing of 

a patch of blue color, the hearing of the 

sound of thunder; 

¢ Volition: the mental forces responsible for 

bodily and mental activity, for example, 

hunger, attentiveness, and 

* Consciousness: the awareness of physical 

and mental states. 

A word of caution is necessary concerning these 

categories. Their names are here being used as 

technical terms, with precise definitions. Do not 

confuse these with the ordinary meanings of 

these words. For instance, the second skandha, 

feeling, refers only to the three kinds of hedonic 

sensation: pleasure, pain and indifference (nei- 

ther pleasure nor pain). It does not include most 

of the things that are often called ‘feelings,’ such 

as the emotions of anger and jealousy. Those 

emotions go under the very different skandha 

of volition. Likewise by ‘consciousness’ is here 

meant just the awareness itself, and not what it 

is that one is aware of. So when I am conscious 

of a pain sensation, there are two skandhas 
involved: the pain, which goes under feeling 

skandha, and the consciousness that is aware 

of it, which goes under consciousness skandha. 

Again, we sometimes use the word ‘perception’ 

to refer to our beliefs about and attitude toward 

something. So someone might say, ‘My percep- 

tion of the new government is that it is weak 

and will soon fall.’ This is not the sort of thing 

that would go under perception skandha. This 

is a complex mental state, whereas an instance 

of perception skandha is a simple mental event. 

A perception in this technical sense is just the 

occurrence of a sensory content to the mind: the 

simple thought of a patch of blue or the smell 

of lemon. 

The five skandhas are sometimes referred to 
collectively as ndma-rapa (sometimes trans- 

lated as ‘name and form’). Here ndma refers to 

the four skandhas other than rapa. The literal 

meaning of ndma is ‘name,’ but here it means 

‘that which can only be named.’ The idea is that 

while rapa can be perceived by the external 

senses, the members of the four other catego- 
ries cannot be seen or touched. Because they 

are not publicly observable, we cannot explain 
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what they are by pointing; we can only com- 

municate about them through the names we 

have learned to use for these private states. 

What this tells us is that the doctrine of the 

five skandhas expresses a kind of mind-body 

dualism. The Buddha is claiming that in ad- 

dition to those parts of the person that we can 

see and touch—the parts of the body—there 

are other constituents that are not themselves 

physical. Some philosophers today hold the 

view called ‘physicalism,’ according to which 

all that exists is physical. On this view there is 

no more to a person than the physical constitu- 

ents, their body and brain. What we think of as 

mental events, such as thoughts and emotions, 

are really just complex brain events. When the 

Buddha says that in addition to ripa skandha 

there are the four nama skandhas, he is in effect 

denying that physicalism is true. On his ac- 

count, mental events are separate non-physical 

kinds of things. We will be looking at this claim 

more carefully later on. 

The Buddha uses the doctrine of the five 

skandhas as a tool in his search for a self. He 

goes through each skandha in turn and tries to 

show that nothing included in that category 

could count as a self. But this raises a new 

question: would this really show that there is 

no self? Isn’t it possible that the self exists 

elsewhere than among the five skandhas? In 

order for the Buddha’s strategy to work, he 

will have to show that the doctrine of the five 

skandhas gives an exhaustive analysis of the 

parts of the person. We will call this the ‘ex- 

haustiveness claim.’ 

The exhaustiveness claim is this: every con- 

stituent of persons is included in one or more of 
the five skandhas. 

In the following passage, the later commen- 

tator Buddhaghosa argues in support of this 

claim. 

The basis for the figment of a self or of any- 
thing related to a self, is afforded only by these, 
namely rapa and the rest. For it has been said 
as follows: 

When there is rapa, O monks, then through 

= 

attachment to ripa, through engrossment in, 

rapa, the persuasion arises, ‘This is mine; | 

this am I; this is myself.’ 

When there is feeling . .. when there is per- 
ception .. . when there are volitions . . . when 
there is consciousness, O monks, then through 
attachment to consciousness, through en- 
grossment in consciousness, the persuasion 
arises, “This is mine; this am J; this is my self.’ 

Accordingly he laid down only five skandhas, 
because it is only these that can afford a basis 
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for the figment of a self or of anything related 

to a self. 
As to other groups which he lays down, 

such as the five of conduct and the rest, these 
are included, for they are comprised in volition 
skandha. Accordingly he laid down only five 
skandhas, because these include all other clas- 

sifications. After this manner, therefore, is the 

conclusion reached that there are no less and no 

more. [VM xiv.218] 

This at least makes clear that Buddhists rec- 
ognize the need to support the exhaustiveness 

claim. But it is not clear how good an argument 

this is. The idea seems to be that these are the 

only things we are aware of when we are aware 

of persons and so come to believe that persons 

have selves. Is this true? And if it were true, 

would it show that the exhaustiveness claim is 

true? We will return to this question. 
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Let us now look at how the Buddha formu- 

lates his arguments for non-self. In the follow- 

ing passage the Buddha is addressing his five 

former companion sramanas. . . . It contains 

two distinct arguments. The first is what we will 

call the argument from impermanence, since it 

-’ ig based on the claim that all five skandhas are 

impermanent or transitory. But there is also a 

second argument here. 

Then The Blessed One addressed the band of 
five sramanas: 

‘Ripa, O monks, is not a self. For if now, 
O monks, this rapa were a self, then this 
ripa would not tend towards destruction, 
and it would be possible to say of rapa, ‘Let 
my ripa be this way; let not my rapa be that 

way!’ But inasmuch, O monks, as rapa is not 
a self, therefore does rapa tend towards de- 
struction, and it is not possible to say of rapa, 
‘Let my rapa be this way; let not my ripaa be 
that way!’ 

‘Feeling . . . perception . . . volitions . . . 
consciousness, is not_a self. For if now, O 

monks, this consciousness were a self, then 
would not this consciousness tend towards 
destruction, and it would be possible to say of 

way; let not my consciousness be that way!” 
But inasmuch, O monks, as consciousness is 
not a self, therefore does consciousness tend 
towards destruction, and it is not possible to 
say of consciousness, ‘Let my consciousness 
be this way; let not my consciousness be that 
way!’ . 
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‘What do you think, O monks? Is rapa per- 
manent, or transitory?’ 

‘It is transitory, Reverend Sir.’ 

‘And that which is transitory—is it painful, 
or is it pleasant?’ 

‘It is painful, Reverend Sir.’ 

‘And that which is transitory, painful, and 

liable to change—is it possible to say of it: 
‘This is mine; this am I; this is my self’ ?’ 

‘Certainly not, Reverend Sir.’ 
‘Is feeling .. . perception. . . volition. . . 
consciousness, permanent, or transitory?’ 
‘It is transitory, Reverend Sir.’ 

‘And that which is transitory—is it painful, 
or is it pleasant?‘ 
‘It is painful, Reverend Sir.’ 
‘And that which is transitory, painful, and 

liable to change—is it possible to say of it: 

‘This is mine; this am I; this is my self?’ 

‘Certainly not, Reverend Sir.’ 
“Accordingly, O monks, as respects all rapa 

whatsoever, past, future, or present, be it sub- 
jective or existing outside, gross or subtle, mean 

_or exalted, far or near, the correct view in the 
light_of t i e is as follows: 

iy ine; this am I not; this is not my 

self.’ 

Be As respects all feeling whatsoever . . . as re- 
spects all perception whatsoever . . . as respects 

all volitions whatsoever. . . as respects all con- 
sciousness whatsoever, past, future, or present, 
be it subjective or existing outside, gross or 
subtle, mean or exalted, far or near, the correct 

view in the light of the highest knowledge is as 
follows: ‘This is not mine; this am I not; this is 

not my self.’ 
‘Perceiving this, O monks, the learned and 

noble disciple conceives an aversion for riipa, 
conceives an aversion for feeling, conceives 

an aversion for perception, conceives an aver- 
sion for volitions, conceives an aversion for 
consciousness. And in conceiving this aversion 
h divested of passion, and by the ab- 
sen SiO become and when he 

~_is free he becomes aware that he is free; and 
he knows that rebirth is exhausted, that he has 

ived the holy li done what it be- 

hooved him to and is no more for 

is world.’ 
Thus spoke The Blessed One, and the de- 

lighted band of five Sramanas applauded the 
speech of The Blessed One. Now while this 
exposition was being delivered, the minds 
of the five Sramanas became free from at- 
tachment and delivered from the depravities. 

[S U1.66-68] 

= 

Here the Buddha cites two different sorts of rea- 

sons why the skandhas are not the self: they are 

impermanent (‘subject to destruction,’ ‘transi- 

tory’), and_they are not under one’s control 
Pe a RE Ee ee ee ee 
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a possible to say of x, ‘Let my 

Xbe this way ...””). To separate out the argument 

from impermanence from the second argument, 

let’s ignore the claims about the five skandhas 

not being under one’s control (we’ll discuss 

this in section 4), and focus on the claims about 

their being subject to destruction and transitory. 

If we add the exhaustiveness, claim as an im- 

plicit premise,* the argument is then: 

Rapa is impermanent. 

Sensation is impermanent. 

Perception is impermanent. 

Volition is impermanent. 

Consciousness is impermanent. 

if there were a self it would be permanent. 

IP (There _is no more to the person than the 

five skandhas.) 

C Therefore there is no self 
, 

This argument is valid or logically good. That 

is, if the premises are all true, then the conclu- 

sion will also be true. So our job now will be to 

determine if the premises really are all true. But 

before we can do that, there is one major point 

that needs clarifying: just what do ‘permanent’ 

and ‘impermanent’ mean here? Once again the 
doctrine of karma and rebirth becomes relevant. 

For those like the Buddha and his audience who 
‘ 

accepted the doctrine, permanent’ would mean 

eternal, and ‘impermanent’ would_mean_any- 

‘thing Tess than eternal, This 1s because if we 
belave Tris the sel that undergoes rebirth, and 
we also believe that liberation from rebirth is 

possible, then we will hold as well that the self 

is something that continues to exist over many 

lives, and can even exist independently of any 

form of corporeal life. This is probably what 

the Buddha had in mind with premise 6. And 

in that case, all that would be needed to show 

that something is not a self is to establish that 

it does not las er—even if it did last a 
longtime. So if, for instance, the ripa that is my 

dy does not last forever, then it is not my self. 

And of course my body does go out of existence 

when I die, so this would be sufficient to show 

that it is not my self. 

What about those of us who do not accept 

the doctrine of karma and rebirth? To believe 

in rebirth is to believe that the person exists 

both before and after this life. If we do not be- 

lieve in rebirth, then may believe that the 

person exists only a single lifetime. In that case, 

a self would not have to exist any longer than a 

lifetime in order to serve as the basis of a per- 

son’s numerical identity over time. So all that 

NDNnBWN 
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‘permanent’ in premise 6 could mean is ‘exist- 

pe arlenstcwhole ifetime’ Trcould not mean 
‘eternal.’ Likewise, to show that a skandha is 

impermanent in the relevant sense, we would 

have to show that it does not exist for the entire 

duration of a person’s life. Does this mean that 

the argument won’t work without the assump- 

tion of karma and rebirth? After all, isn’t it true 

that our bodies last for our entire lives? 

Not necessarily. First, we need to remember 

that the self is supposed to be the essential part 

of the person, and the body is a whole made 

of parts. Which of these parts—the organs that 

make up the body—is the essential one? There 

doesn’t seem to be any single organ that I could 

not live without. Granted I could not survive 

without a heart. But as heart replacement sur- 

ery shows, I don’t need this heart in order to 

continue to exist. If my heart were my self, then 

when I got a replacement heart I would cease 

to exist and someone else would then be living 

in my body. That replacement heart came from 

someone else, so it would be that person’s self. 

But surely if I chose to have heart replacement 

surgery I would not be committing suicide! 

What about the brain? Not only can I not live 

without a brain; there is no such thing as brain 

replacement surgery, so I cannot live without 

this brain. But here the problem seems to be en- 

tirely practical, not an ‘in-principle’ difficulty. 

If we knew how to reprogram an entire brain, 

then we might be able to replace a diseased 

brain with a healthy one while preserving all 

of a person’s psychology. This would be like 

copying the contents of the failing hard drive of 

your computer, replacing the hard drive, then 

reinstalling everything onto the new hard drive. 

This brain-replacement scenario might seem 

too science-fictional to support premise 1. But 

there’s a second reason someone might give for 

denying that the body is permanent in the rel- 

evant way. This is that all the parts of the body 

are constantly being replaced—at the level o 

the molecules that make up our cells. We’ ve all 

heard it said that none of the atoms that made 

up our body seven years ago is among those 

as metabolism and meiosis involve the con- 

stant, piecemeal replacement of the parts that 

make up a life-form. After these processes have 

gone on long enough, all the matter making up 

a given organ is new: the atoms now making 

up that organ are numerically distinct from 

the atoms that made it up earlier. Given this, it 

could be said that the body and brain [have now 
are not numerically identical with the body and ee eee ee 
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brain I had seven years ago. Ripa would then 

be impermanent in the relevant sense. 
We have been discussing how to interpret 

premise 6, the premise that a self would have 

to be permanent, and how premise 1, which 

says that ripa is impermanent, might be true 

in light of our interpretation of 6. Our general 

practice in examining arguments will be to first 

look at what reason there might be to think that 

the premises are true, and then to evaluate the 

argument overall. How might someone defend 

the remaining premises, 2-5? These are not 

affected by the question of karma and rebirth 

in the way that premise | is. For regardless of 

whether we interpret ‘permanent’ to mean eter- 

nal, or just to mean lasting a single lifetime, the 

four nama skandhas will all count as imperma- 

nent. This is the point the Buddha makes in the 

following passage: 

It would be better, O monks, if the uninstructed 

worldling regarded the body which is composed 
of the four elements as a self, rather than the 
mind. And why do I say so? Because it is evi- 
dent, O monks, that this body which is com- 

posed of the four elements lasts one year, lasts 
two years, lasts three years, lasts four years, 

lasts five years, lasts ten years, lasts twenty 

years, lasts thirty years, lasts forty years, lasts 
fifty years, lasts a hundred years, and even 
more. But that, O monks, which is called mind, 
intellect, consciousness, Keeps up an incessant 

round by day and by night of perishing as one 
thi ingi as another. 

Here the learned and noble disciple, O 

monks, attentively considers dependent origi- 
nation: ‘this exists when that exists, this origi- 
nates from the origination of that; this does 
not exist when that does not exist, this ceases 

from the cessation of that.’ O monks, a pleas- 
ant feeling originates in dependence on contact 
with pleasant objects; but when that con- 
tact with pleasant objects ceases, the feeling 
sprung from that contact, the pleasant feeling 
that originated in dependence on contact with 
pleasant objects ceases and comes to an end. O 
monks, an unpleasant feeling . . . an indiffer- 
ent feeling originates in dependence on contact 
with indifferent objects; but when that contact 
with indifferent objects ceases, the feeling 
sprung from that contact, the indifferent feel- 
ing that originated in dependence on contact 
with indifferent objects ceases and comes to 
an end. 

Just as, O monks, heat comes into existence 
and flame into being from the friction and con- 
cussion of two sticks of wood, but on the sepa- 
ration and parting of these two sticks of wood 
the heat sprung from those two sticks of 
wood ceases and comes to an end; in exactly 
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the same way, O monks, a pleasant feel- 
ing originates in dependence on contact with 
pleasant objects; but when that contact with 
pleasant objects ceases, the feeling sprung 

from that contact, the pleasant feeling that 
originated in dependence on contact with 
pleasant objects, ceases and comes to an end. 

An unpleasant feeling . . . an indifferent feel- 
ing originates in dependence on contact with 
indifferent objects; but when that contact with 
indifferent objects ceases, the feeling sprung 
from that contact, the indifferent feeling that 

originated in dependence on contact with in- 

different objects ceases and comes to an end. 
[S 11.96f] 

Of course the Buddha knows that reflective 

people are more likely to consider the mind 

the self than the body. In the Western philo- 

sophical tradition this is just what Descartes 

did. He concluded that the true ‘I’ is not the 

body but the mind—a substance that thinks 

(that is, is conscious), endures at least a 

lifetime, and is immaterial in nature. Many 

Indian philosophers reached somewhat simi- 

lar conclusions. The Buddha’s point is tha 

the conclusion that the mind endures at least a 

lifetime rests on an illusion. For what we call 

“the mind is really a continuous series of dis- 
tinct events, each lasting just a moment, but 

each immediately followed by others, There 

is no such thing as the mind that has these dif- 

erent nts, there are just the events them- 

selves. But because they succeed one another 

in unbroken succession, the illusion is cre- 

ated of an enduring thing in which they are 

all taking place. 

The eighteenth-century British philosopher 

David Hume said something similar in response 

to Descartes. Descartes claimed to be aware of 

the mind as something that is aware, that cog- 

nizes, perceives, wills, believes, doubts—that is 

the subject of all one’s mental activities. Hume 

responded that when he looked within, all he 

ever found were particular mental contents, 

each of them fleeting, and never an enduring 

substance that has them. He concluded that it 

is just the relations among those mental events 

that make us invent the fiction of the self as an 

enduring subject of experience. The Buddha 
claims something similar. And like Hume, he 

uses the relation of causation to support his 

claim. 
In the last chapter we saw how the doctrine 

of dependent origination is used to explain the 

origin of suffering. In the passage we are look- 

ing at, that doctrine gets put to a different use. 
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Dependent origination is the relation between 

-an effect and its causes and conditions. Where 

this relation holds, the effect will arise when 

the causes and conditions obtain, and the effect 

will not occur when the causes and conditions 

do not. The Buddha asserts that all the nama 

skandhas are dependently originated. He uses 

the example of feeling, but this example gen- 

eralizes to the other kinds of mental events as 

well. Consider the feeling of pleasure I derive 

from eating my favorite kind of ice cream. This 

feeling originates in dependence on contact 

between my sense of taste (located in the taste 

buds on my tongue) and the ice cream. Before 

that contact there was no feeling of pleasure, 

and when the contact ceases so does the feel- 

ing. I may have a feeling of pleasure in the next 

moment, but that occurs in dependence on a 

new event of sense-object contact—say, when 

I take my next bite of ice cream. So that feeling 

is numerically distinct from the first, for it has 

a different cause. One feeling has gone out of 

existence and been replaced by another. Now 
the senses are by nature restless, always making 

contact with new objects. This means that there 

will stream of feelings and 

other me events, It is easy to mistake this 

stream_for a single enduring thing. But the sucam Tor g g 
Buddha claims that if we attend to the individ- 

ual events making up this stream, then seeing 
SIT OMT y are dependently originated will help 
us overcome the illusion of a persisting subject 
of experience. 

€ appeal to dependent origination is meant 

to show two things: that there is no such thing 

as the mind over and above the mental events 

making up the mental stream; and that each 

of those events is very short-lived. Suppose 

we agreed with the Buddha on the first point. 

How successful is this appeal with regard to the 

second point? It is relatively easy to agree that 

feelings of pleasure and pain are transitory, We 

don’t really need to use dependent origination 

to prove this. And since they are transitory, they 

could not be the self. Likewise for perceptions. 

But what about volitions? Granted my desire 

for some new soft drink may last only as long 

as the effects of the commercial I just saw. But 

we also seem to have volitions that endure, 

such as my desire for coffee. To this it could 

be replied that this is an acquired volition, one 

cnegial ci eines gnaiblcteeyel 
_getrid of. So the opponent must look for voli- 

tions that seem to endure a whole lifetime. They 

might suggest what are sometimes called ‘in- 

stinctual desires,’ such as the desire to escape 

as 
Were 



v 

it claims that some desir inue to exist 

hidden away in a dark er emi en 
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life-threatening situations. Might this not be a 

volition that is permanent in the relevant sense? 

The Buddha will reply that what we are then de- 

scribing is not one enduring volition, but rather 

a pattern of recurring volitions, each lasting 

only a brief while before ceasing. This is shown 

—by the fact that I am only aware of a desire to 

escape danger when I perceive a threatening 

situation. The desire thus originates in depen- 

dence on a specific sense-object contact event, 

and ceases to exist when that event ceases. The 

opponent will then want to know what explains 

the pattern of recurring volitions. What the op- 

ponent suspects is that this pattern can only be 

explained by supposing that there is one endur- 

ing volition, a permanent desire to escape life- 

threatening situations, that is always present in 

me. My perception of a life-threatening situa- 

tion brings the volition out into the part of my 

mind that is illuminated by consciousness, but it 

persists even when I am not aware of it. 

Since we have no evidence that the Buddha 

was ever presented with this line of objec- 

tion, we don’t know how he would have re- 

sponded. But later Buddhist philosophers do 

show us how it might be answered. What we 

have here is a certain phenomenon—a pattern 

of recurring desires over the course of a per- 
son’s lifetime—and two competing theories as 

to how to explain the phenomenon. Call the op- 

ponent’s theory the ‘in-the-closet’ theory, since 

not observed. It explains the phenomenon by 

claiming that itis a single continuoush-existing 

volition that manifest t times 

as the desire to duck a falli esire to 

Godge a runaway car, etc. The Buddhist denen- 
dent origination theory, by contrast, claims that 

explains the pattern by appealing to the ways in 

which the parts of a person’s body are arranged. 

onsider the thermostat that controls the heat 

in a house. It is because of the way in which 

the parts of the thermostat are put together that 

whenever the temperature goes below a certain 

threshold, the thermostat signals the furnace to 

go on. It is not as if the signal for the furnace 

to go on waits in the thermostat’s closet until 

= the room gets too cold. By the same token, the, y 

Buddhist would say, itis because of the way 

that the human body is organized that a danger 

stimulus causes a danger-escaping volition.‘ 

Now this seems like a plausible explanation. It 

makes sense to suppose that, for instance, it is 

because of the way in which certain neurons in 
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the brain are arranged that we have this desire 

to escape whenever we sense danger. But the 

in-the-closet theory also seems plausible to 

many people, so which should we choose? 

There is a principle that governs cases like 

this. It is known in the West as Ockham’s Razor, 

but Indian philosophers call it the Principle 

of Lightness, for it dictates that we choose 

the ‘lighter’ of two competing theories. The 

Principle of Lightness may be stated as follows: 

given two competing theories, each of which is 

equally good at explaining and predicting the 

relevant phenomena, choose the lighter theory, 

that is, the theory that posits the least number of 

unobservable entities. 

To posit an unobservable entity is to-say that 

something exists even though we never directly 

observe that thing. Now you might think that 

positing an unobservable entity is always a bad 

idea. Why believe something exists when no 

one can see or feel it? But modern physics tells 

us that there are subatomic particles like elec- 

trons and protons, and no one has ever seen or 

felt such things. Does that make modern phys- 

ics an irrational theory? No. What the Principle 

of Lightness tells us is that we should only posit 

unobservable entities when we have to, when 

there is no other way_to explain what we ob- 

serve. We accept the theory that says there are 

subatomic particles because no other theory 

does as good a job of explaining the phenom- 

ena. In the case of the phenomenon of recurring 

desires, though, things are different. We said 

that the in-the-closet theory and the Buddhist 

dependent origination theory give equally good 

explanations of this phenomenon. But the in- 

the-closet theory posits an unobservable entity 

that the dependent origination theory does not. 

The former theory says that volitions continue 

to exist in our minds even when we are not 

aware of them. The latter theory speaks instead 

of patterns of neurons in the brain—something 
that can be observed. This makes the latter 

theory lighter, and so it is the theory that we 
ought to choose. 

The Principle of Lightness would help the 

Buddhist answer the objection about seem- 
ingly permanent volitions. It can also be used 
in defense of premise 5, the premise that says 
consciousness is impermanent. In the following 
passage the Buddha claims that consciousness 
also originates in dependence on sense-object 
contact: 

Just as, O monks, fire is named from that in 
dependence on which it burns. The fire which 
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burns in dependence on logs of wood is called a 
log-fire. The fire which burns in dependence on 
chips is called a chip-fire. The fire which burns 
in dependence on grass is called a grass-fire. The 
fire which burns in dependence on cow-dung is 
called a cow-dung fire. The fire which burns in 

dependence on husks is called a husk-fire. The 
fire which burns in dependence on rubbish is 

called a rubbish-fire. In exactly the same way, 

O monks, consciousness is named from that 

in dependence on which it comes into being. 

~The consciousness which comes into being in 

respect_of color-and-shape in dependence on 

the eye is called eye-consciousness. The con- 

sciousness which comes into being in respect of 
sounds in dependence on the ear is called ear- 
consciousness. The consciousness which comes 
into being in respect of odors in dependence on 
the nose is called nose-consciousness. The con- 
sciousness which comes into being in respect 
of tastes in dependence on the tongue is called 
tongue-consciousness. The consciousness 

which comes into being in respect of things tan- 
gible in dependence on the body is called body- 
consciousness. The consciousness which comes 
into being in respect of dharmas in dependencé 

_on the mind is called mind-consciousness. [M 
1.259-60)] 

To this someone might object that we experi- 

ence consciousness as some one thing that en- 

dures. That when I first see and then take a bite 

of ice cream, it is one and the same conscious- 

ness that is first aware of the color of the ice 

cream and is then aware of the taste of the 

ice cream. The Buddhist would respond by 

pointing out that there are periods in a person’s 

‘life when there seems to be no consciousness 

“at all occurring. If the opponent were to-claim 

that consciousness continues to exist even 

then—only in the closet—the Buddhist could 

reply that their theory of dependent origination 

gives a lighter explanation of the apparent con- 

tinuity of consciousness.° 

But the Principle of Lightness would also 

help the Buddhist defend their claim that 

the mind_i sated fiction. As both the 

uddha and Hume point out, we are never actu- 

_ally aware of the mind as something standing 

behind-such mental events as feeling, perceiv- 
| ng and willing. We are just aware of the feel- 

_ing S, perceptions, and volitions themselves. So 

“the rad is unobservable. And it is the causal 
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relations among these mental events that the 

Buddha says explain all the facts about our 

mental lives. So the mind becomes an unneces- 

sary, unobservable posit.® 

Why, though, should we accept the Principle 

of Lightness? The idea behind this principle is 

that what makes some statement true has to 

objective: the truth of a statement is not deter- 

mined by such subjective factors as our inter- 

ests, or limitations in our cognitive capacities, 

but rather just by facts that are in ependent of 

our interests and limitations. The thought is that 

when it comes to finding out what the facts are, 

we should let the world outside our mind dictate 

what it is that we believe. To think that factors 

in my mind could determine what the facts are 

‘would be to indulge in magical thinking. By the 
same token, we could say that positing unob- 

servable entities is inherently suspect. Why be- 

lieve that something exists when no one could 

possibly observe it? Because saying so makes 

it easier for us to explain what we do observe? 

This is letting what seems to us like a good 

explanation determine what we say the mind- 

independent facts are. This is letting our cog- 

nitive limitations determine what statements 

we believe are true. Magical thinking. The 

Principle of Lightness says we should resort to 

positing unobservable entities only when the 

world tells us we have no alternative. 
We are now done with our review of the 

explicit premises in the argument from imper- 

manence. There still remains the one implicit 

premise, the exhaustiveness claim. If we accept 

this, then it seems we must say the argument 

from impermanence succeeds in establishing 

that there is no self. There is one important 

objection to the exhaustiveness claim. Many 

find this claim unacceptable because it leaves 

unexplained the sense we have that there is an 

{ ‘Tl’ that has a body and various mental states. If 

the exhaustiveness claim were true, then while 

there would be a body and various mental states 

such as feelings and desires, these would not be 

the body and mental states of anyone or any- 

thing. They would be ownerless states without a 

subject. And this strikes many as absurd. Is this 

a valid objection to the exhaustiveness claim, 

and so to the argument from impermanence? 

will defer this question. 

NOTES 

1, The ambiguity of ‘same’ is often resolved by con- 
text. When we say ‘x and y are the same P,’ what is 

meant is numerical identity. When we say ‘x and y 

are the same,’ what is often meant is qualitative iden- 
tity. So I might say that this is the same leaf as the 
one I showed you yesterday, meaning that they are 
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one and the same leaf. Or I might say that this leaf is 
the same as the one that was on this branch last year, 

meaning that the two leaves are qualitatively identi- 

cal. Other languages lack this ambiguity. In German, 
for instance, one says das selbe for numerical iden- 

tity, and das gleiche for qualitative identity. 
2. The literal meaning of rapa is ‘form’ or ‘shape,’ 

and you will sometimes see the word rendered as 

‘form’ in translations of Buddhist texts. But as the 
name of the first skandha, rijpa actually means ‘that 
which has form or shape,’ that is, anything material 

or physical. This is one case where it’s best to slick 

with the Sanskrit original rather than try to come up 
with an acceptable English translation. 

3. Animplicit premise is an unstated premise that must be 
supplied for an argument to work, and that the author 
of the argument did not state because they thought it 
would be redundant—typically because it seemed to 
the author to be common knowledge that the author 
and the audience shared. We will follow the practice 
of putting implicit premises in square brackets. 

4. No Buddhist text actually says this. This repre- 

sents an extrapolation from what members of the 
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Sautrantika school of Abhidharma say about conti- 

nuity of karmic seeds during meditational states in 
which there is no consciousness. Their approach to 
that problem is dictated by their overall aversion to 

talk of dispositions or powers as real things. 
5. The Buddha’s argument in the passage we just 

looked at is slightly different. It depends on the 
claim that there are six distinct kinds of conscious- 
ness, corresponding to the six senses and their re- 

spective objects. These twelve items (vision and 
the visible, hearing and the audible, etc.) are collec- 

tively referred to as the dyatanas. 
6. Remember, though, that early Buddhism is dualist. 

One can deny the existence of the mind and still be 

a dualist. The most familiar form of dualism is sub- 
stance dualism, the view that there are two kinds of 
substance, physical substance and mental substance. 

Descartes was a substance dualist. Buddhists deny 

the existence of the mind. But they affirm the ex- 
istence of mental events, such as feeling and per- 
ception, as things that are distinct from the physical 
(rapa). While early Buddhism denies substance du- 

alism, it affirms what could be called event dualism. 

| am John’s Brain’ 

Andy Clark? 

Tam John’s? brain. In the flesh, I am just a rather 
undistinguished looking grey/white mass of 

cells. My surface is heavily convoluted, and I 

am possessed of a fairly differentiated internal 

structure. John and I are on rather close and in- 

timate terms; indeed, sometimes it is hard to tell 

us apart. But at times, John takes this intimacy 

a little too far. When that happens, he gets very 

confused about my role and functioning. He 

imagines that I organize and process informa- 

tion in ways which echo his own perspective on 

the world. In short, he thinks that his thoughts 

are, in a rather direct sense, my thoughts. There 

is some truth to this of course. But things are 

really rather more complicated than John sus- 

pects, as I shall try to show. 

In the first place, John is congenitally blind 

to the bulk of my daily activities. At best, he 

catches occasional glimpses and distorted shad- 

ows of my real work. Generally speaking, these 

fleeting glimpses portray only the products of 

my vast subterranean activity, rather than the 

processes which give rise to them. Such prod- 

ucts include the play of mental images or the 

steps in a logical train of thought or flow of 
ideas. 

John’s access to these products is, moreover, 

itself a pretty rough and ready affair. What fil- 

ters into his conscious awareness is somewhat 

akin to what gets on to the screen display of a 

personal computer. In both cases, what is dis- 

played is just a specially tailored summary of 

the results of certain episodes of internal activ- 

ity: results for which the user has some particu- 

lar use. Evolution, after all, would not waste 

time and money (search and energy) to display 

to John a faithful record of inner goings-on 
unless they could help John to hunt, survive, 
and reproduce. John, as a result, is appraised 
of the bare minimum of knowledge about my 
inner activities. All he needs to know is the 
overall significance of the upshot of a select 
few of these activities: that part of me is in a 
state which is associated with the presence of a 

From Journal of Consciousness Studies 2:144-8, 1995. Reprinted by permission of the 
publisher. 
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dangerous predator and that flight is therefore 

indicated, and other things of that sort. What 

John gets from me is thus rather like what a 

driver gets from an electronic dashboard dis- 

play: information pertaining to those few inner 

and outer parameters to which the gross activity 

of the agent can make a useful difference. 

John, however, begs to differ. He thinks this 

is a crazy parallel since in his case there is no 

further agent to be informed by any ‘dashboard 

display.’ There is no ‘driver’ apart from me, his 

brain. But despite this undoubted fact, I insist 

that there is a dashboard display of sorts. The 

display consists of those select products of my 

activities which are able to play a role in those 

projects and decisions which the world at large 

ascribes to John-the-person (as opposed to 

those, like the maintenance of blood flow, as- 

cribed not to John’s decisions, but to John-the- 

biological-organism). The dashboard display 

thus consists of those products of my activity 

which are able to figure in what other humans 

would identify as John’s plans, his choices and 

projects. Thus if one of my many sub-systems 

is appraised of some item of information, that 

item may or may not become available to sup- 

port John’s conscious planning and deliberate 

action. Information which is made available for 

such purposes can, of course, figure in John’s 

on-going reflections on his own life and goals, 

while the rest, though often vital for John’s 

continued success, remains invisible to John- 

the-agent. The fact that John has only limited 

access to my operations means, of course, that 

John can sometimes be unaware of the true 

causes of his own actions. In such cases, John 

is driven to create complex stories or narratives 

which try to make sense of his self-observed be- 

haviours. This is a hard task, since the roots of 

much of that behaviour lie, I am proud to report, 

in those other activities of mine to which John 

has no conscious access. As a result, his sto- 

ries are often wildly imaginative (that is to say, 

false) attempts to make sense of his own activi- 
ties on the restricted basis of the ‘dashboard dis- 

play’ types of information. 

And it gets worse. For John’s reports, even 

of the favoured ‘dashboard display’ products of 

my activity, are themselves filtered through the 

distorting lens of John’s biased and limited vo- 

cabulary for reporting these facts to others. Thus 

John thinks (falsely) that introspection reveals 

the presence of entities he calls ‘beliefs,’ others 

he calls ‘desires,’ still others he calls ‘hopes’ 

and so on and so on. John is even inclined (in 

more philosophical moments) to picture these 

691 

putative inner entities as sharing the basic struc- 

ture of the very sentences he would use to report 

such facts to others. He thinks he finds in him- 

self the belief that Rome is pretty, and the hope 

that St. Louis is pretty. And just as these sen- 

tences share a word ‘pretty,’ so John believes 
the internal states which ‘carry’ the thoughts 

must share a component too. I do not know why 

John thinks this, although at times he has such 

a loose idea of a ‘component’ that what he says 

cannot help but be true. I assure you, however, 

that on any non-trivial reading, what he says 

is false. John should beware of confusing the 

structure of the language he uses to report his 

beliefs with the structure of my own encodings. 

I like to store information in ways which make 

my unseen labours easier and which come natu- 

rally given my evolutionary history—a proud 

and long one for most of which the recent fad of 

language-use had not even been invented. My 

modes of information storage and retrieval, I 

can safely say, bear no deep resemblance what- 

ever to these new-fangled linguistic vehicles 

with which John is so misleadingly familiar. 

A further complex of misapprehensions 

centres on the question of the provenance of 

thoughts. John thinks of me as the point source 

of the intellectual products he identifies as his 

thoughts. But, to put it crudely, I do not have 

John’s thoughts. John has John’s thoughts, 

and I am just one item in the array of physical 

events and processes which enable that think- 

ing to occur. John is an agent whose nature is 

fixed by a complex interplay between a mass of 

internal goings-on (including my activity) and 

a particular kind of physical embodiment and 

a certain embedding in the world. The combi- 
nation of embodiment and embedding provides 

for persistent informational and physical cou- 

plings between John and his world; couplings 

which leave much of John’s ‘knowledge’ out in 

the world and available for retrieval, transfor- 

mation and use as and when required. 

Take a simple example. A few days ago, 

John sat at his desk and worked rather hard for 

a sustained period of time. Eventually he got up 

and left his office, satisfied with his day’s work. 

‘My brain,’ he reflected (for he prides himself 

on his physicalism), ‘has done very well. It has 
come up with some neat ideas.’ John’s image of 

the events of the day depicted me as the point 

source of those ideas; ideas which he thinks he 

captured on paper as a mere convenience and a 
hedge against forgetting. I am, of course, grate- 

ful that John gives me so much credit. He attri- 

butes the finished intellectual products directly 
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to me. But in this case, at least, the credit should 

be extended a little further. My role in the origi- 

nation of these intellectual products is certainly 

a vital one: destroy me and the intellectual pro- 

ductivity will surely cease! But my role is more 

delicately constituted then John’s simple image 

suggests. Those ideas of which he is so proud 

did not spring fully formed out of my activity. 

If truth be told, I acted rather as a mediating 

factor in some rather complex feedback loops 

encompassing John and selected chunks of his 

local environment. Bluntly, I spent the day in a 

variety of close and complex interactions with 

a number of external props. Without these, the 

finished intellectual products would never have 

taken shape. My role, as best I can recall, was 

to support John’s re-reading of a bunch of old 

materials and notes, and to react to those mate- 

rials by producing a few fragmentary ideas and 

criticisms. These small responses were stored 

as further marks on paper and in margins. Later 

on, I played a role in the re-organization of 

these marks on clean sheets of paper, adding 

new on-line reactions to the fragmentary ideas. 

The cycle of reading, responding and external 

re-organization was repeated again and again. 

At the end of the day, the ‘good ideas’ (with 

which John was so quick to credit me) emerged 

as the fruits of these repeated little interactions 

between me and the various external media. 

Credit thus belongs not so much to me as to the 

spatially and temporally extended process in 

which I played a role. 

On reflection, John would probably agree to 

this description of my role on that day. But I 

would caution him that even this can be mis- 

leading. For so far I have allowed myself to 

speak as if I were a unified inner resource con- 

tributing to these interactive episodes. This is 

an illusion which the present literary device en- 

courages and one which John seems to share. 

But once again, if truth be told, I am not one 

inner voice but many. I am so many inner 

voices, in fact, that the metaphor of the inner 

voice must itself mislead. For it surely suggests 

inner sub-agencies of some sophistication and 

perhaps possessed of a rudimentary kind of 

self-consciousness. In reality, I consist only of 

multiple mindless streams of highly parallel and 

often relatively independent computational pro- 

cesses. I am not a mass of little agents so much 

as a mass of non-agents, tuned and responsive 

to proprietary inputs and cleverly orchestrated 

by evolution so as to yield successful purpo- 

sive behaviour in most daily settings. My single 

voice, then, is no more than a literary conceit. 

lie SEE 

At root, John’s mistakes are all variations on 

a single theme. He thinks that I see the world as 

he does, that I parcel things up as he would, that 

I think the way he would report his thoughts. 

None of this is the case. I am not the inner echo 

of John’s conceptualizations. Rather, I am their 

somewhat alien source. To see just how alien I 

can be, John need only reflect on some of the 

rather extraordinary and unexpected ways that 

damage to brains like me can affect the cog- 

nitive profiles of beings like John. Damage 

to me could, for example, result in the selec- 

tive impairment of John’s capacity to recall 

the names of small manipulable objects, yet 

leave unscathed his capacity to name larger- 

scale ones. The reason for this has to do with 

my storing and retrieving heavily visually ori- 

ented information in ways distinct from those 

I deploy for heavily functionally oriented in- 

formation; the former mode helps pick out the 

large-scale items and the latter the small-scale 

ones. The point, at any rate, is that this facet 

of my internal organization is altogether alien 

to John—it respects needs, principles, and op- 

portunities of which John is blissfully unaware. 

Unfortunately, instead of trying to comprehend 

my modes of information storage in their own 

terms, John prefers simply to imagine that I 

organize my knowledge the way he, heavily 

influenced by the particular words in his lan- 

guage, organizes his. Thus he supposes that I 

store information in clusters which respect what 

he calls ‘concepts’—generally, names which 

figure in his linguistic classifications of worldly 

events, states and processes. Here, as usual, 

John is far too quick to identify my organiza- 

tion with his own perspective. Certainly I store 

and access bodies of information; bodies which 
together, if I am functioning normally, sup- 

port a wide range of successful uses of words 

and a variety of interactions with the physical 

and social worlds. But the ‘concepts’ which so 

occupy John’s imagination correspond only to 

public names for grab-bags of knowledge and 

abilities whose neural underpinnings are in fact 

many and various. John’s ‘concepts’ do not 

correspond to anything especially unified as far 
as | am concerned. And why should they? The 
situation is rather like that of a person who can 
build a boat. To speak of the ability to build a 
boat is to use a simple phrase to ascribe a whole 
panoply of skills whose cognitive and physical 
underpinnings are highly various. The unity 
exists only insofar as that particular grab-bag 
of cognitive and physical skills has special sig- 
nificance for a community of sea-faring agents. 
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John’s ‘concepts,’ it seems to me, are just like 

that: names for complexes of skills whose unity 

rests not on facts about me, but on facts about 
John’s way of life. 

John’s tendency to hallucinate his own per- 

spective on to me extends to his conception 

of my knowledge of the external world. John 

walks around and feels as if he commands a 

stable, 3D image of his immediate surround- 

ings. John’s feelings notwithstanding, I com- 

mand no such thing. I register small regions of 

detail in rapid succession as I fixate first on this, 

and then on that aspect of the visual scene. And 

I do not trouble myself to store all that detail in 

some internal model in need of constant main- 

tenance and updating. Instead, I am adept at 

re-visiting parts of the scene so as to re-create 

detailed knowledge as and when required. As 

a result of this trick, and others, John has such 

a fluent capacity to negotiate his local environ- 

ment that he thinks he commands a constant 

inner vision of the detail of his surroundings. 

In truth, what John sees has more to do with the 

abilities I confer on him to interact constantly, 

in real time, with rich external sources of infor- 

mation than with the kind of passive and en- 

during registration of information in terms of 

which he conceives his own seeings. 

The sad fact, then, is that almost nothing 

about me is the way John imagines it to be. 
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We remain strangers despite our intimacy (or 

perhaps because of it). John’s language, in- 

trospections, and over-simplistic physicalism 

incline him to identify my organization too 

closely with his own limited perspective. He 

is thus blind to my fragmentary, opportunis- 

tic, and generally alien nature. He forgets that 

I am in large part a survival-oriented device 

which greatly pre-dates the emergence of lin- 

guistic abilities, and that my role in promoting 

conscious and linguaform cognition is just a 

recent sideline. This sideline is, of course, a 

major root of his misconceptions. Possessed 

as John is of such a magnificent vehicle for 

the compact and communicable expression of 

knowledge, he often mistakes the forms and 

conventions of that vehicle for the structure 

of thought itself. 

But hope springs eternal (more or less). I 

am of late heartened by the emergence of new 

investigative techniques such as non-invasive 

brain imaging, the study of artificial neural net- 

works, and the use of real-world robotics. Such 

techniques bode well for a better understand- 

ing of the very complex relations between my 

activity, the local environment, and the patch- 

work construction of the sense of self. In the 

meantime, just bear in mind that despite our in- 

timacy, John really knows very little about me. 

Think of me as the Martian in John’s head. 

NOTES 

1. The ideas and themes pursued in this little fan- 
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Sejnowski, The Computational Brain (Cambridge, 
MA: MIT Press, 1992); and P. S. Churchland, V. S. 

Ramachandran, and T. J. Sejnowski, “A critique of 
pure vision,” in Large-scale Neuronal Theories of 
the Brain, C. Koch and J. Davis, eds., (Cambridge, 

MA: MIT Press, 1994). 

Explicit supporting references seemed out of 
place given the literary conceit adopted, but they 
would include especially: D. Dennett, Brainstorms 

(Cambridge, MA: MIT Press, 1980); D. Dennett, 
Consciousness Explained (Boston, MA: Little 

Brown, 1991); M. Minsky, The Society of Mind 

(New York: Simon & Schuster, 1985); P. M. 
Churchland, A Neurocomputational Perspective 
(Cambridge, MA: MIT Press, 1989); J. Haugeland, 

“Mind embodied and embedded,” in Mind and 

Cognition: Proceedings of the First International 
Conference on Mind and Cognition, Yu-Houng 
Houng, ed., (Taipei: Academia Sinica,, to appear); 

R. Brooks, “Intelligence without representation,” 

Artificial Intelligence 41 (1991): pp. 139-59; G. 

Ryle, The Concept of Mind (London: Hutchinson, 

1949); and C. Warrington and R. McCarthy, 

“Categories of knowledge; further fractionations 
and an attempted integration,’ Brain 110 (1987): 

pp. 1273-96. 
For my own pursuit of some of these themes, 

see A. Clark, Associative Engines: Connectionism, 

Concepts and Representational Change (Cambridge, 
MA: MIT Press, 1993) and A. Clark, “Moving 

minds: situating content in the service of real- 

time success,” in Philosophical Perspectives, 10, 

J. Tomberlin, ed., (Atascadero, CA: Ridgeway, 
forthcoming). 

2. Thanks to Daniel Dennett, Joseph Goguen, Keith 
Sutherland, David Chalmers, and an anonymous 

referee for support, advice, and suggestions. 
3. Or Mary’s, or Mariano’s, or Pepa’s. The choice 

of the classic male English name is intended only 
as a gentle reference to those old Reader’s Digest 
articles with titles like, “I am John’s Liver,” “I am 

John’s Kidney,” etc. 



The Brain and Its Self 

Patricia Smith Churchland 

Snaking out of the MRI tube where I had lain 

for the past half hour, I glimpsed Dr. Hanna 

Damasio studying the lab’s display screen. 

Off the gurney, I went to her side and stared at 

the image of my brain on the screen. ‘Is that— 

me?’ Well, yes, in a certain sense. And yet not 

simply, or merely, me. Certainly not familiarly 

me. Here is what I thought: ‘Somehow, starting 

in infancy, my brain built a story about itself— 

its body, its history, its ‘now,’ and its world. 

From the inside, I know that story—though I 

think of it as reality, not just a story. Indeed, it 

is my inner reality. So how does this happen? 
What is it for me to be a construction of my 

brain?’ 

In one form or another, these questions have 

had a long and convoluted history, born in the 

unflinching curiosity of the ancient Greeks, and 

finding voice in diverse cultures. Until recently, 

the only explanatory resources for addressing 

puzzling behavior depended on mythologizing 

in the case of others, and myth-filtered intro- 

spection in the case of oneself. Not surpris- 

ingly, early explanations invoked possession by 

devils or, if you were luckier, divine forces, to 

account for epileptic seizures or schizophrenic 

hallucinations. In the absence of understand- 

ing, the punishment theory of mental dysfunc- 

tion commanded widespread belief, yet it was 

wholly untestable—and essentially untested. 

Melancholia (what we now call chronic de- 

pression) and phobias were often surmised to 

be essentially character flaws—flaws that might 

be overcome with sufficient gumption. The ex- 

istence of witches, hexes, curses, and spells 

had a far longer history as brute fact than does 

our appreciation of such potent neurochemi- 

cals as serotonin. Obsessive hand-washing, a 

mere fifteen years ago, was widely assumed 

to be a manifestation of repressed sexuality. 

Nevertheless, even as early as 400 BC, the great 

Greek physician, Hippocrates, was convinced 

that events such as sudden paralysis or creep- 

ing dementia had their originating causes in 

brain damage—which implied, in his view, that 

normal movement and normal speech had their 

originating causes in the well-tempered brain. 

Brains, however, are not easy organs to figure 

out. Imagine Hippocrates, dissecting the brain 

of a dead warrior after autopsy, and ponder- 

ing an area of sword-destroyed tissue. To what 

theoretical resources could he reach to begin 

to make sense of something so complex as the 

relation between fluent speech and the pinkish 

tissue found in the skull? Remember, in 400 

BC nothing was understood about the nature 

of the cells that make up the body, let alone of 

the special nature of the cells that make up the 

brain. Techniques for isolating neurons—brain 

cells—to see what they looked like could begin 

only in the nineteenth century. Techniques for 

isolating /iving neurons to explore their func- 

tion did not appear until well into the twentieth 

century. 
Figuring out how neurons do what they do 

requires high-level technology. And that, need- 

less to say, depends on immense infrastructural 

science; on cell biology, advanced physics, and 

twentieth-century chemistry. It requires sophis- 

ticated modern notions like molecule and pro- 

tein, and modern tools like the light microscope 

and the electron microscope. 

What is most important, making progress 

on how brains work depended on understand- 

ing electricity. This is because what makes 

brain cells special is their capacity to signal 

one another by causing fast micro changes in 

each other’s electrical state. Living as we do in 

an electrical world, it is sobering to recall that 

as late as 1800, electricity was typically con- 

sidered deeply mysterious and quite possibly 

occult. Only after discoveries by Ampére and 

Faraday at the dawn of the nineteenth century 

was electricity clearly understood to be a physi- 

cal phenomenon, behaving according to well- 

defined laws, and capable of being harnessed 

for practical purposes. 

In this century, modern neuroscience and 

psychology allow us to go beyond myth and 
introspection to approach the ‘self’ as a natural 
phenomenon whose causes and effects can be 
addressed by science. Helped by new experi- 
mental techniques and new explanatory tools, 
we can pry loose real understanding of how 

Excerpted from Proceedings of the American Philosophical Society, Vol. 155, No. 1, March 
2011.' Reprinted by permission of the publisher. 
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the brain comes to know its own body, how it 

builds a coherent model of its world, and how 

changes in brain tissue can entail changes in 

the very self itself. Neurobiology is beginning 

to reveal why some brains are more susceptible 

than others to alcohol or heroin addiction, or 

why some brains slide into incoherent world- 

models. Progress is visible on the staged emer- 

gence of self in childhood, as well as the cruel 

inch-by-inch loss of self in dementia. Though 

well short of full answers, neuroscience has 

discovered much about the effects of localized 

brain lesions on complex decision making or 
speech or voluntary behavior. 

All these developments are part of the story 

of the neuroself. True enough, neuroscience has 

not advanced enough to yield complete and de- 

tailed answers to the whole range of questions. 

Perhaps some questions will forever exceed the 

neurobiological reach, though it may be hard 

to tell whether such problems are just ‘as yet 

unsolved’ or whether they are truly unsolvable. 

In any case, incomplete but powerful answers 

anchored in data can often provide a foothold 

for the next step. And then, in turn, for the next 

step thereafter. That is how science proceeds— 

one step at a time. 

As I watched the computer monitor showing 

my brain tilted at various angles and cut at vari- 

ous slices, what stirred was the idea that I might 

come to know my neuroself at least as well 

as I know my psyche-self. Or, at least, some- 

one in the next generation might. I imagined 

Hippocrates, looking at the image of his brain, 

agog with excitement and eager to experiment 

further. 

1. Isn’t ‘The Brain-Made Self’ 

Paradoxical? 

The question ‘How does my brain make 

myself?’ does have a sort of ‘snake-with-tail-in- 
mouth’ quality. To evade the paradox, I adopt 

a pair of pragmatic principles: (1) ask instead, 

‘How does a brain make a self?’ thereby put- 

ting the paradox at arm’s length, and (2) follow 

the facts first, and let the paradoxes fend for 
themselves. As a neurophilosopher, I predict 

that the paradoxes might well vaporize once the 

neuroscience gets a bit clearer. 

This is not just wishful thinking. I had seen 
other ostensible paradoxes about the world dis- 

solve as so much candy floss in a flame. Once 

the relevant science revealed the reality behind 

the mystifying appearances, what had seemed 

695 

counterintuitive came to be familiar and largely 

obvious. The idea that the Earth moves or that 

living things are made of dead molecules—each 

lost its patina of paradox in the gentle light of 

experiment and explanation. My hunch is that 

this could happen here, too. Consequently, con- 

fronting the wheelie snake is something I gladly 

defer until the science is a bit further along. 

2. What Kind of Thing Is 
the Self? 

It is this question that makes philosophers of us 

all, at some time or other. Not everyone wonders 

late into the night what the stars are made of or 

how the immune system works. But wondering 

what it is that makes me me, is never very far 

from one’s elbow. Philosophers since Plato in 

the fifth century BC have tried to make prog- 

ress in coming up with satisfying answers—or, 

more minimally, with ways of structuring the 

question to avoid spiraling down into confu- 

sion. The great eighteenth-century Scottish phi- 

losopher David Hume gave the questions their 

clearest analysis and set the stage for modern 

scientific investigation. 

Hume came to the quite shocking realization 

that if you look inwardly to try to observe a dis- 

tinctly ‘self thing, there does not seem to be 

any self thing there to perceive. What there is, 

is a continuously changing flux of visual per- 

ceptions, sounds, smells, emotions, thoughts, 

and so forth. Amongst all those, however, there 

does not exist a single, continuous ‘felt’ sensa- 

tion that one can attend to and say, ‘That’s the 

self,’ as one can attend to a felt sensation and 

say, ‘That’s a pain.’ 

Yet nothing could be more evident than that 

there seems to be a single thread of ‘me-ness’ 

that runs through the entire fabric of experi- 

ence. We all have a robust and undeniable 

self-representation. We generally awake from 

a deep sleep knowing who we are, even if we 

are confused about when and where we are. 

Normally, we do not doubt that “I am essen- 

tially the same person today as I was yesterday, 

and the day before that.’ Normally, we know 

without pausing to figure it out that ‘this body is 

my own’—that ‘this hand and this foot are both 
parts of my body.’ When I talk to myself about 

becoming a marathon runner, I know that it is 

me talking to myself. We know very well that 

if we fail to plan for future contingencies, our 

future selves may suffer, and we care now about 

that future self. 
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Here is Hume’s conundrum: I know myself 

about as well as I know anything, yet my self 

is not anything that I can ever observe—at least 

not in the way that I can observe touches or 

warmth or fatigue. The dilemma can be put this 

way: on what is the idea of the self based, if 

not on a continuous sensation? If it is an ab- 

stract kind of thing—not an observable kind of 

thing—what are its properties and where does 

it come from? 

As neuroscience and experimental psychol- 

ogy have progressed in this century, an up- 

dated version of Hume’s problem has emerged: 

how does the brain—a network of trillions of 

cells—generate this representation of a unitary 

self? What are the neural mechanisms under- 

lying such self-representation? One important 

source of information will be pathologies in- 
volving self-representation. Some insight can 

be garnered from stroke patients who deny 

that these hands are in fact their hands, or who 

have lost all memory of life events before the 

brain damage or who feel that they have lost 

their ‘will.’ Schizophrenics or patients on the 

anesthetic ketamine often suffer “depersonali- 

zation’ feelings—feelings that they are dead or 

possessed. These phenomena, too, indicate how 

the ‘self-evidence’ of the self is underpinned by 

complex brain activity. By revealing the frac- 

ture lines of the self-representation, these kinds 

of cases allow us to see what is well hidden in 

the normal case. 

3. Brains Emulate Body 
and Self 

A. The General Idea 

Referring to ‘the self? suggests the self must be 

a kind of thing, such as a specific organ in the 

brain, the way that the spleen or the pancreas is 

a specific organ in the body. Clearly, however, 

the ‘pancreas paradigm’ for thinking about the 

self won’t work. The self is not an organ in the 

brain; nor, so far as we know, is there a discrete 

region of the brain that ‘makes’ the self. But if 

the self is not a thing like the pancreas, and if it 

is not a continuous sensation, what is it? 

The best hypothesis is that it involves a com- 

plex idea (representation) that the brain gener- 

ates through activity in various different regions, 

including the regions representing the body and 

a representation using memory of the past. The 

brain activity that we know introspectively as 

‘myself’ is probably part of a set of larger pat- 

terns of activity the brain deploys for making 
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sense of and getting by in its world. Given these 

considerations, it is preferable to talk about the 

problem of self-representation rather than 

the problem of the se/f. But what is it for the 

brain to represent anything, let alone ‘self’? 

Must there not be a self if the brain represents it? 

B. Representation in the Brain 

Part of the major business of nervous systems, 

from crayfish to humans, is to make good 

predictions about food, mates, enemies, and 

friends, so that the body can live on to repro- 

duce. Poor predictors often end up as meals for 

better predictors. Imposing structure on our sen- 

sory stimuli in the service of better prediction is 

what representation is all about. Using internal 

representations allows for much more sophis- 

ticated behavior than mere stimulus-response 

reflexes. Using internal representations is a 

common strategy that nervous systems have de- 

veloped as part of evolution’s way of favoring 

adaptive structures. 

The philosopher Rick Grush? has developed a 

useful tool for getting a handle on this. Suppose 

I am running a huge construction crane, which 

is a very high-tech crane that I can operate from 

the comfort of my office a mile away. It would 

be a good idea for the engineer to design it so 

that I have access to a small-scale model that 

shows where the hook will be if I give the order 

for a certain movement. That way I can correct 

my movement without waiting for feedback 

from the gigantic hook-in-the-world. The emu- 

lator in my office generates internal feedback 

that helps me predict. Even better, the designer 

could allow me to fiddle with the model so that 

I can test possible movements before I choose 

the best, thereby maximizing the accuracy of 

the movement when I do finally make the actual 

hook move. Very crudely, this is what Grush 

thinks brains do. They build ‘emulators’ of the 

world and of their bodies in that world. 

Of course if you looked in my brain you 

would not see a miniature world of tiny trees 

and dogs and so forth—just cells connected to 
cells, signaling each other and displaying pat- 
terns of activity. Nor is there a little person in 
my head who sits and watches a screen. That 
part of the emulator story does not at all fit what 
brains do. What we can take from the emulator 
story is the similarity in function. Some patterns 
of neuronal activity seem to be performing the 
same function as the crane-emulator. 

Exactly how this works is not known. 
Nevertheless, it seems evident that inner 
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modeling of the body and its world is an evo- 

lutionary achievement that means the organ- 

ism can do smarter things than otherwise. Not 

all aspects of the organism’s world need be 

emulated in its brain—only those that matter 

to it, given its way of making a living.’ Bees 

can detect ultraviolet light, and that helps them 

forage among flowers. Humans do not percep- 

tually represent that aspect of the world, unless 

we build a tool to do it for us. In a similar vein, 

I shall not need all aspects of the crane-world 

explicitly emulated—just those relevant to get- 

ting the job done. Some world-emulation will 

be online, as when the brain displays percep- 

tual construction and filling-in. Thus we see a 

Dalmatian in the leafy background even though 

the stimulus itself is degraded. We see the 

tomato as uniformly red even though it is shad- 

owed and highlighted and partially occluded; 

we hear our names spoken in a noisy room. 

Off-line, so to speak, we remember where we 

cached the food by the river; we plan how to 

cross a turbulent stream; we daydream and 

fantasize. 

On the Grush hypothesis, the brain emulates 

the ecologically relevant—the ‘relevant-to-my- 

kind-of-creature’—features of the world, and 

then manipulates these emulations to plan, hide, 

forage, and so forth. I may consider the problem 

of crossing the turbulent stream, go on to imag- 

ine a route that would be easier if a log were 

stretched from one rock to another, and go on 

to imagine the size of the log needed and how 

to get it into place. This involves manipulation 

of the image or, as we may say, of the river- 

crossing emulation. 

C. Body Models 

So far we have focused on emulations that cap- 

ture features of the outside world, but brains 

can also emulate aspects of the body. You can, 

for example, imagine your body standing when 

you are sitting, or the size it was when you 

were five. Sexual fantasies are potent instances 

in which real body effects can be produced by 

the brain’s manipulation of a two-body emula- 
tion. Imaginary tennis and golf have been dem- 

onstrated to be highly significant in improving 

one’s actual game. 

Hiding your body from another viewer re- 

quires enormous representational sophistica- 

tion. You need some understanding of the 
visual aspect of your body, its proportions rela- 

tive to the shield. Most critically, you need to 

grasp how the scene will look from another's 
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viewpoint. Remember playing hide-and-seek, 

and the importance of knowing the visibility of 

one’s body from various perspectives. From the 

perspective of whoever is ‘it,’ there must be no 

feet sticking out, no hair showing above, though 

visibility to our fellow hiders doesn’t matter. 

A very young child may think she is hidden 

from others when she puts her hands over her 

eyes. She does not yet have a representation 

of how she looks from another’s eyes. But 

she probably has spent lots of time watching 

her fingers manipulate food, toys, the dog, 

and her own toes, and probably her visually- 

anchored body-schema is still emerging. An 

integrated body-schema, with both visual and 

somatosensory dimensions, will have begun 

to develop from her very early days, even if 

she cannot yet manage all the subtleties of the 

difference between ‘I can see me’ and ‘You 

can see me.’ 

D. Self-Models 

Additionally, complex brains can emulate as- 

pects of what the brain itself is doing, and the 

‘self,’ I suggest, is one such result. That is, 

it may have a model of the brain’s activities, 

perhaps cast in perceptual images resembling 

familiar external events. As the philosopher 

Patricia Kitcher sees it, something like this is 

what Kant had in mind as the basis for ‘self.’ 

The metaphors in common use give some 

inkling of how those emulations are structured. 

When faced with a difficult choice, people refer 

to inner struggles or tug-of-war games; forget- 

ting may be likened to the fading of print or 

blocking by a barrier. Desires may be said to 

overpower one, or to have a grip or a hold; they 

may possess one and one may surrender to them. 

They may be repressed (‘pushed below the sur- 

face’) only to bob up in a new disguise. Fears can 

run away with or dominate oneself; knowledge 

is seeing; hope can spring eternal in the human 

breast. And so on. 

In short, the hypothesis I favor is that the self 

is a kind of emulation, constructed by the brain, 

for integrating and making sense of the inner 

world of the brain in its relation to the exter- 

nal world, including the other-person-world. 

Minimally, it has (1) a body component, (2) 

a ‘what-I-am-aware-of-now’ component, (3) 

a stable but modifiable background of prefer- 

ences, habits, skills, temperament, and so forth, 

and (4) a memory-based autobiographical com- 

ponent.* These components are interrelated, but 

are also, to some extent, dissociable. 
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This is obviously not a precise character- 

ization. For that, we need to understand much 

more about the details of brain function at many 

levels of organization, from the single cell to 

the whole brain. The notion of ‘representation,’ 

like the notion of an emulator, is more like a 

place-holder waiting for a detailed theory of 

brain function than a precise term in a well- 

developed theoretical framework. Nevertheless, 

we do have some clear ideas on the general role 

it needs to fill, and the important task will be to 

find experiments to test the hypothesis.° 

4. ‘How can you have any 
self-esteem if you think you 
are just a piece of meat?’ 

So asked a forthright student. My answer is 

that first, brains are not just pieces of meat. 
The human brain is what makes humans ca- 

pable of painting the Sistine Chapel, of design- 

ing airplanes and transistors, of skating and 

reading and playing Chopin. To that degree, 

it is a truly astonishing and magnificent kind 

of ‘wonder-tissue,’ as Dan Dennett puts it. 

Whatever self-esteem justly derives from our 

accomplishments does so because of the brain, 

not in spite of it. 

Second, if we thought of ourselves as glori- 

ous creatures before we knew that the brain is 

responsible, why not continue so to feel after the 

discovery? Why does the knowledge not make 

us more interesting and remarkable, rather than 

less so? We can be thrilled by the spectacle of 

a volcano erupting or a calf being born or bone 

healing before we understand what volcanoes 

are and how reproduction or healing works. 

Being the creatures we are, however, com- 

monly we are even more thrilled in the embrace 

of the knowledge about volcanoes and birth and 

bones. 

5. Concluding Remarks 

Self-representation in humans is a highly com- 

plex business. Richly layered in language, em- 

bedded in a social context, and backed by a 

detailed, if selective, autobiographical history, 

it is also replete with the qualitative features 

of conscious experience. We talk to ourselves: 

‘Do I really want a cigarette?’ ; ‘Why did I allow 

myself to get angry?’ We think about ourselves 
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in culturally shared metaphors: ‘I hid my true 

self from myself’; ‘I lost control of myself’; ‘I 

struggled to keep myself from falling apart.’ 

We have important self-regulating feelings not 

directly linked to a particular sensory modality: 

we can feel comfortable, uneasy, unfamiliar, 

confident, ashamed, embarrassed, and so on.° 

The neurobiology of consciousness is a central 

topic that ideally should be discussed in this 

context. Limitations of space, however, make 

that a topic for another occasion. 
Much—so very much—remains to be discov- 

ered, and my theoretical resources are limited 

to drawing on where cognitive neuroscience is 

now. There are few puzzles about the brain that 

we can say are flat-out solved, and I have too 

much of the farm in me to count hens in ad- 

vance of the hatch. Even so, it is well known 

that discoveries in the last three decades have 

allowed us new insights undreamt of in our phi- 

losophy, and it will be surprising if more are not 

to come. Will we come to think of ourselves in 

a different light? 

The retrofitting of time-honored ideas is al- 

ready visible, and some questions now routinely 

researched by graduate students were uncon- 

ceived of a mere twenty years ago. What further 

changes can be expected, or in what directions, 

is anybody’s guess. From where I stand now, 

it seems to me likely that our understanding of 

what it is to be ‘in control’ of one’s behavior, 

of what consciousness, personality, and charac- 

ter are, will change, perhaps quite profoundly. 

As with many other developments in human in- 

tellectual history, I expect there will be struggles 

between superstition and science, between the 

old and familiar on the one hand, and the new 

and unfamiliar on the other. Just as cell biol- 

ogy and molecular biology achieved humaniz- 

ing results by overturning demonic-possession 

and punishment theories of disease, so I predict 

neuroscience will have humanizing effects as it 

reveals more of what it is that makes us human. 

Part of what makes science so intriguing is 

the unpredictability of how things will look 

after the next bend in the river. Intriguing, too, 

is the creation of new thought-tools provoked 
by totally unpredictable results but needed to 
get to the heart of the puzzle. Scientifically, we 
are the lucky ones. We are alive as the twenti- 
eth century—the greatest century for science— 
gives birth to the twenty-first. We have a chance 
to follow the river, and find out what really is 
the lay of our land. 
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Reductionism and Personal Identity’ 
Derek Parfit 

We can start with some science fiction. Here 

on Earth, I enter the Teletransporter. When I 

press some button, a machine destroys my 

body, while recording the exact states of all 

my cells. The information is sent by radio to 

Mars, where another machine makes, out of 

organic materials, a perfect copy of my body. 

The person who wakes up on Mars seems to re- 

member living my life up to the moment when 

I pressed the button, and he is in every other 

way just like me. 

Of those who have thought about such cases, 

some believe that it would be I who would wake 

up on Mars. They regard Teletransportation as 

merely the fastest way of travelling. Others 

believe that, if I chose to be Teletransported, I 

would be making a terrible mistake. On their 

view, the person who wakes up would be a 

mere Replica of me. 

That is a disagreement about personal identity. 

To understand such disagreements, we must 

distinguish two kinds of sameness. TWO" Whitet 

billiard balls may be qualitatively identical, on 
exactly similar, But they are not numerically 

identical, or one and the same ball. If I paint 
one of these balls red, it will cease to be quali- 

tatively identical with itself as it was; but it will 

still be one and the same ball. Consider next a 

claim like, er 

* That involves both senses of 

identity. It Be she, one and the same 

person, is not now-the same person. That is not 

identical person is now qualitatively different. 
When psychologists discuss identity, they 

are typically concerned with the kind of person 

someone is, or wants to be. That is the ques- 

tion involved, for example, in an identity crisis. 

But, when philosophers discuss identity, it 

is numerical identity they mean. And, in our 

concern about our own futures, that is what 

we have in mind. I may believe that, after my 

marriage, I shall be a different person. But that 

does not make marriage death. Howévermuch 

cera SSE Similarly, if 
was Teletransported, my Replica on Mars 

would be qualitatively identical to me; but, on 

the sceptic’s view, he™wouldnitebesmeniashalls 

<0, 
Excerpted from “The Unimportance of Identity,” in Identity, edited by H. Harris (Oxford 

University Press, 1995), pp. 13-28, with permission from Oxford University Press. Copyright © 

1995 Oxford University Press. 
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Questions about our numerical identity all 

take the following form. We have two ways of 

referring to a person, and we ask whether these 

are ways of referring to the same person. Thus 

we might ask whether Boris Nikolayevich is 

Yeltsin. In the most important questions of this 

kind, 
outa person at different times. Thus we might 
ask whether the person to whom we are speak- 

ing now is the same as the person to whom we 
spoke on the telephone yesterday. These are 

questions about identity over time. 

To answer such questions, 

th teri. i ity; the relation 

between a person at one time, and a person at 

another time, which makes these one and the 

same person. 
Different criteria have been advanced. On 

one view, what makes me the same, throughout 

my life, ismyshaving the same body, This cri- 
terion requires uninterrupted bodily Continuity. 
There is no such continuity between my body 

on Earth and the body of my Replica on Mars; 

so, on this view, my Replica would not be me. 

Other writers appeal to - 

gityaThus Locke claimed that, if I was conscious 

of a past life in some other body, I would be the 

person who lived that life. On some versions of 

this view, my Replica would be me. 

Supporters of these different views often 

appeal to cases where they conflict. Most of 

these cases are, like Teletransportation, purely 

imaginary. S6mé'philosophers Object thaty/sinée 

-factssawaywhagree’ But I believe that, for a dif- 

ferent reason, it is worth considering such cases. 

We can use them to discover, not what the truth 

is, but what we believe. We might have found 

that, when we consider science fiction cases, 

we simply shrug our shoulders. But that is not 

so, Many of us find that we have certain beliefs 
about what kind of fact personal identity is.” 

These beliefs are best revealed when we 

think about such cases from a first-person point 

of view. So, when I imagine something’s hap- 

pening to me, you should imagine its happening 

to you. Suppose that I live in some future cen- 

tury, in which technology is far advanced, and 

I am about to undergo some operation. Perhaps 

my brain and body will be remodelled, or par- 

tially replaced. There will be a resulting person, 

who will wake up tomorrow. I ask, ‘Will that 

person be me? Or am I about to die? Is this 

the end?’ I may not know how to answer this 

T disagree You can Still Feat 
SoMewhark Yoursers 

question. But it is natural to assume that there 

must be an answer. The resulting person, it may 

seem, must be either me, or someone else! 

If that person is in pain 

tomorrow, this pain cannot be partly mine. So, 

we may assume, either I shall feel that pain, or 

I shan’t. 
If this is how we think about such cases,*we 

We assume that, in every imaginable case, 

questions about our identity must have an- 

swers, which must be either, and quite simply, 

Yes or No. 

Let us now ask: ‘Can this be true?’ There is 

one view on which it might be. On this view, 

there are 1 sMOL 

Cartesian Egos. 

. And such an Ego is what 

each of us really is. 

Unlike several writers, I believe that such 

a view might have been true. But we have no 

good evidence for thinking that it is, and some 

evidence for thinking that it isn’t; so I shall 

assume here that no such view is true. 

If we do not believe that there are Cartesian 

Egos, or other such entities, we should accept 

the kind of view which I have elsewhere called 

(1) |A person’s existence just consists in the 

existence of a body, and the occurrence 

of a series of thoughts, experiences, and 

other mental and physical events. 

Some Reductionists claim 

(2) Persons just are bodies. 

This view may seem not to be Reductionist, since 

it does not reduce persons to something else. 

But that is only because it ishyperReductionis® 
‘it reduces persons to bodies in so strong a way: 
that it doesn’t even distinstish betweensthem: 
We can call itVdentifying Reductionism 

Such a view seems to me too simple. I be- 
lieve that we should combine (1) with 

@MA person is an entity that has a body, and 

has thoughts and other experiences. 

On this view, though a person is distinct from 
that person’s body, and from any series of 
thoughts and experiences, the person’s exis- 
tence just consists in them. So we can call this 
view Constitutive Reductionism. 
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It may help to have other examples of this 

kind of view. If we melt down a bronze statue, 

we destroy this statue, but we do not destroy 

this lump of bronze. So, though the statue just 

consists in the lump of bronze, these cannot 

be one and the same thing. Similarly, the exis- 

tence of a nation just consists in the existence 

of a group of people, on some territory, living 

together in certain ways. But the nation is 

not the same as that group of people, or that 
territory. 

Consider next Eliminative Reductionism. 

Such a view is sometimes a response to argu- 

ments against the Identifying view. Suppose we 

start by claiming that a nation just is a group 

of people on some territory. We are then per- 

suaded that this cannot be so: that the concept 

of a nation is the concept of an entity that is dis- 

tinct from its people and its territory. We may 

conclude that, in that case, there are really no 

such things as nations. There are only groups of 
people, living together in certain ways. 

In the case of persons, some)BUddhistitextsy mental Substances, may be dualists.) 
_takesansBliminative view!) According to these 
texts 

(4) There really aren’t such things as per- 

sons: there are only brains and bodies, 

and thoughts and other experiences. 

For example: 

Buddha has spoken thus: ‘O brethren, actions 
do exist, and also their consequences, but the 
person that acts does not. . . . There exists no 
Individual, it is only a conventional name given 

to a set of elements.’ 

Or: 

The mental and the material are really here, 

But here there is no person to be found. 

® For it is void and merely fashioned like a 
= 

doll, 
Just suffering piled up like grass and Sticks. 

Eliminative Reductionism is sometimes justi- 

fied. Thus we are right to claim that there were 

really no witches, only persecuted women. But 

Reductionism about some kind of entity is not 

often well expressed with the claim that there 

are no such entities. We should admit that there 

are nations, and that we, who are persons, exist. 

Rather than claiming that there are no entities 

of some kind, Reductionists should distinguish 

kinds of entity, or ways of existing. When the 

existence of an X just consists in the existence 

of a Y, or Ys, though the X is distinct from the 

Y or Ys, it is not an independent or separately 
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existing entity. Statues do not exist separately 

from the matter of which they are made. Nor do 

nations exist separately from their citizens and 

their territory. Similarly, I believe, 

(5) Though persons ate distinct from their 
bodies, and from any series of mental 
_ events, they are not independent or sepa- 
rately existing entities. 

Cartesian Egos, if they existed, would not only 

be distinct from human bodies, but would also 

be independent entities. Such Egos are claimed 

to be like physical objects, except that they are 

wholly mental. If there were such entities, it 

would make sense to suppose that they might 

cease to be causally related to some body, 

yet continue to exist. But, on a Reductionist 

view, persons are not in that sense indepen- 

dent from their bodies. (That is not torelaim 

Reductionists, while not believing in purely 

We can now return to personal ee over 

time, or what constitutes the continued exis- 

tence of the same person. One question here 

is this. What explains the unity of a person’s 

mental life? What makes thoughts and experi- 

ences, had at different times, the thoughts and 

experiences of a single person? According to 

some Non-Reductionists, this question cannot 

be answered in other terms. We must simply 
claim that these different thoughts and experi- 

ences are all had by the same person. This fact 

does not consist in any other facts, but is a bare 

or ultimate truth. 

If each of us was a Cartesian Ego, that might 

be so. Since such an Ego would be an indepen- 

dent substance, it could be an irreducible fact 

that different experiences are all changes in the 

states of the same persisting Ego. But that could 

not be true of persons, I believe, if, while dis- 

tinct from their bodies, they are not separately 

existing entities. A person, so conceived, is not 

the kind of entity about which there could be 

such irreducible truths. When experiences at 

different times are all had by the same person, 

this fact must consist in certain other facts. 

If we do not believe in Cartesian Egos, we 

should claim 

(6) Personal identity over time just con- 

That claim could be filled out in different 

ways. On one version of this view, what makes 
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different experiences the experiences of a single 

person is their being either changes in the states 

of, or at least directly causally related to, the 

same embodied brain. That must be the view of 

those who believe that persons just are bodies. 

And we might hold that view even if, as I think 

we should, we distinguish persons from their 

bodies. But we might appeal, either in addition 

or instead, to various i | On Constitutive Reincioniant the fact of 

personal identity is distinct from these facts 

about physical and psychological continuity. 

But, since it just consists in them, it is not an 

independent or separately obtaining fact. It is 

not a further difference in what happens. 

To illustrate that distinction, consider a sim- 

pler case. Suppose that I already know that sev- 

eral trees are growing together on some hill. I 

then learn that, because that is true, there is a 

copse on this hill. That would not be new fac- 

tual information. I would have merely learnt 

that such a group of trees can be called a 

‘copse.’ My only new information is about our 

language. That those trees can be called a copse 

is not, except trivially, a fact about the trees. 

Something similar is true in the more com- 

plicated case of nations. In order to know the 

facts about the history of a nation, it is enough 

to know what large numbers of people did and 

said. Facts about nations cannot be barely true: 

they must consist in facts about people. And, 

once we know these other facts, any remaining 

questions about nations are not further ques- 

tions about what really happened. 

I believe that, in the same way, facts about 

people cannot be barely true. Theiftfuthamnust! 

about various interrelated mental and physical’ 
events.)If we knew these other facts, we would 

have all the empirical input that we need! 1f' we | then-now=or-wontd-berablesocWoreGue Rie 
. truth of any further claims about the existence 

“A cimeat 
That is the barest sketch of a Reductionist 

view. These remarks may become clearer if we 

return to the so-called ‘problem cases’ of per- 

sonal identity. In such a case, we imagine know- 

ing that, between me now and some person in 
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the future, there will be certain kinds or degrees 

of physical and/or psychological continuity 

or connectedness. 

Since we may disagree on which the prob- 

lem cases are, we need more than one ex- 

ample. Consider first the range of cases that I 

have elsewhere called the Physical Spectrum. 

In each of these cases, some proportion of my 

body would be replaced, in a single operation, 

with exact duplicates of the existing cells. In the 

case at the near end of this range, no cells would 

be replaced. In the case at the far end, my whole 

body would be destroyed and replicated. That is 

the case with which I began: Teletransportation. 

Suppose we believe that in that case, where 

my whole body would be replaced, the resulting 

person would not be me, but a mere Replica. 

If no cells were replaced, the resulting person 

would be me. But what of the cases in between, 

where the percentage of the cells replaced 

would be, say, 30, or 50, or 70 per cent? Would 

the resulting person here be me? When we con- 

sider some of these cases, we will not know 

whether to answer Yes or No. 

Suppose next that we believe that, even in 

Teletransportation, my Replica would be me. 

We should then consider a different version of 

that case, in which the Scanner would get its in- 

formation without destroying my body, and my 

Replica would be made while I was still alive. 

In this version of the case, we may agree that 

my Replica would not be me. That may shake 

our view that, in the original version of case, he 

would be me. 

If we still keep that view, we should turn to 
what I have called the Combined Spectrum. In 

this second range of cases, there would be all 

the different degrees of both physical and psy- 

chological connectedness. The new cells would 

not be exactly similar. The greater the propor- 

tion of my body that would be replaced, the 

less like me would the resulting person be. In 

the case at the far end of this range, my whole 

body would be destroyed, and they would make 

a Replica of some quite different person, such 

as Greta Garbo. Garbo’s Replica would clearly 
not be me. In the case at the near end, with no 
replacement, the resulting person would be me. 
On any view, there must be cases in between 
where we could not answer our question. 

For simplicity, I shall consider only the 
Physical Spectrum, and I shall assume that, in 
some of the cases in this range, we cannot answer 
the question whether the resulting person would 
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be me. My remarks could be transferred, with 

some adjustment, to the Combined Spectrum. 

As I have said, ittsisynaturalstovassumeythaty 

Tr is natural to believe that, if the 

resulting person will be in pain, either I shall 

feel that pain, or I shan’t. But this range of 

cases challenges that belief. In the case at the 

near end, the resulting person would be me. In 

the case at the far end, he would be someone 

else. How could it be true that, in all the cases 

in between, he must be either me, or someone 

else? For that to be true, there must be, some- 

where in this range 

ease, with only just a few more cells replaced, 

"it would be, not me, but a new person. That is 

Here is another fact, which makes it even 

harder to believe. Even if there were such a bor- 

derline, no one could ever discover where it is. 

I might say, ‘Try replacing half of my brain and 

body, and I shall tell you what happens.’ ‘But 

we know in advance that, in every case, since 

he would be inclined to believe that he was me. 
And this could not'show that he'wasme; since 

Even if such cases actually occurred, we 

would learn nothing more about them. So it 

does not matter that these cases are imaginary. 

We should try to decide now whether, in this 

range of cases, personal identity could be de- 

terminate. Could it be true that, in every case, 

the resulting person either would or would not 

be me? 

If we do not believe that there are Cartesian 

Egos, or other such entities, we seem forced to 

answer No. It is not true that our identity must 

be determinate. We can always ask, “Would 

that future person be me?’ But, in some of these 

cases, 

(7) This question would have no answer. It 

would be neither true nor false that this 

person would be me. 

And 

(8) This question would be empty. Even 

without an answer, we could know the 

full truth about what happened. 

If our questions were about such entities as 

nations or machines, most of us would accept 
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such claims. But, when applied to ourselves, 
they can be hard to believe. How could it be 

neither true nor false that I shall still exist to- 

morrow? And, without an answer to our ques- 

tion, how could I know the full truth about my 

future? 

Reductionism gives the explanation. We 

naturally assume that, in these cases, there are 

different possibilities. The resulting person, 

we assume, might be me, or he might be some- 

one else, who is merely like me. If the resulting 

person will be in pain, either I shall feel that 

pain, or I shan’t. If these really were different 

possibilities, it would be compelling that one 

of them must be the possibility that would in 

fact obtain. How could reality fail to choose be- 

tween them? But, on a Reductionist view, 

you question is not about different pos- 

sibilities. There is only a single possibil- 

ity, or course of events. Our question is 

merely about different possible descrip- 

tions of this course of events. 

That is how our question has no answer. We 

have not yet decided which description to 

apply. And, that is why, even without answer- 

ing this question, we could know the full truth 

about what would happen. 

Suppose that, after considering such ex- 

amples, we cease to believe that our identity 

must be determinate. That may seem to make 

little difference. It may seem to be a change of 

view only about some imaginary cases, that will 

never actually occur. But that may not be so. 

We may be led to revise our beliefs about the 

nature of personal identity; and that would be a 

change of view about our own lives. 

In nearly all actual cases, questions about 

personal identity have answers, so claim (7) 

does not apply. If we don’t know these answers, 

there is something that we don’t know. But 

claim (8) still applies. Even without answering 

these questions, we could know the full truth 

about what happens. We would know that truth 

if we knew the facts about both physical and 

psychological continuity. “Tfamplausiblyyswes 

“still didn’t know the answer to a question about 

plies? When we know the other facts, there are 
never different possibilities at the level of what 

happens. In all cases, the only remaining pos- 

sibilities are at the linguistic level. Perhaps it 

would be correct to say that some future person 

would be me. Perhaps it would be correct to say 

that he would not be me. Or perhaps neither 
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would be correct. I conclude that in all cases. 

‘if we know the other facts, we should regar 
questions about our identity as merely ques- 

Uons about language. . 
That conclusion can be misunderstood. First, 

when we ask such questions, that is usually be- 

cause we don’t know.the other facts. Thus, when 

we ask if we are about to die, that is seldom a 

conceptual question. We ask that question be- 

cause we don’t know what will happen to our 

bodies, and whether, in particular, our brains 

will continue to support consciousness. Wh Note next that, in certain cases, “the relevant 

facts go beyond the details of the case we are 

considering. Whether some concept applies 

may depend on facts about other cases, or on 

a choice between scientific theories. Suppose 
we see something strange happening to an un- 

known animal. We might ask whether this pro- 

cess preserves the animal’s identity, or whether 

the result is a new animal (because what we are 

seeing is some kind of reproduction). Even if 

we knew the details of this process, that ques- 

tion would not be merely conceptual. The 

answer would depend on whether this process 

is part of the natural development of this kind 

of animal. And that may be something we have 

yet to discover. 

If we identify persons with human beings, 

whom we regard as a natural kind, the same 

would be true in some imaginable cases involv- 

ing persons. But these are not the kind of case 

that I have been discussing. My cases all involve 

artificial intervention. No facts about natural de- 

velopment could be relevant here Thusyanemy 

Since that is so, it would be clearer to ask 

these questions in a different way. Consider 

the case in which I replace some of the compo- 

nents of my audio system, but keep the others. I 

ask, ‘Do I still have one and the same system?’ 

That may seem a factual question. But, since I 

already know what happened, that is not really 

so. It would be clearer to ask, ‘Given that I have 

replaced those components, would it be correct 

to call this the same system?’ 

The same applies to fesmmuen identity. | 
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“Will that person’bemme?’ But that is a mislead- 

ing way to put my question. _—_—___—_—4 

2?’ That would 

remind me that, if there’s anything that I don’t 

know, that is merely a fact about our language. 

I believe that we can go further. Such ques- 

tions are, in the belittling sense, merely verbal. 

Some conceptual questions are well worth dis- 

cussing. But questions about personal identity, 

in my kind of case, are like questions that we 

would all think trivial. It is quite uninteresting 

whether, with half its components replaced, I 

still have the same audio system. In the same 

way, we should regard it as quite uninteresting 

whether, if half of my body were simultane- 

ously replaced, I would still exist. As questions 

about reality, these are entirely empty. Nor, as 

conceptual questions, do they need answers. 

We might need, for legal purposes, to give 

such questions answers. Thus we might decide 

that an audio system should be called the same 

if its new components cost less than half its 

original price. And we might decide to say that 

I would continue to exist as long as less than 

half my body were replaced.“Butethesevaremot 

_answers to conceptual questions; they are mere, 
\ 

(Similar remarks apply if we are Identifying 

Reductionists, who believe that persons just 

are bodies. There are cases where it is a merely 

verbal question whether we still have one and 

the same human body. That is clearly true in the 

cases in the middle of the Physical Spectrum.) 

It may help to contrast these questions with 

one that is not merely verbal. Suppose we are 

studying some creature which is very unlike 

ourselves, such as an insect, or some extrater- 

restrial being. We know all the facts about this 

creature’s behaviour, and its neurophysiology. 

The creature wriggles vigorously, in what seems 

to be a response to some injury. We ask, ‘Is it 

conscious, and in great pain? Or is it merely 

like an insentient machine?’ Some Behaviourist 

might say, “That is a merely verbal question. 
These aren’t different possibilities, either of 
which might be true. They are merely different 
descriptions of the very same state of affairs.’ 
That I find incredible. These descriptions give 
us, I believe, two quite different possibilities. It 
could not be an empty or a merely verbal ques- 
tion whether some creature was unconscious or 
in great pain. 

It is natural to think the same about our own 
identity. If I know that some proportion of my 
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cells will be replaced, how can it be a merely 

verbal question whether I am about to die, or 

shall wake up again tomorrow? It is because 

that is hard to believe that Reductionism is 

worth discussing. If we become Reductionists, 

that may change some of our deepest assump- 

tions about ourselves. 

These assumptions, as I have said, cover 

actual cases, and our own lives. But they are 

best revealed when we consider the imaginary 

problem cases. It is worth explaining further 

why that is so. 

Jn,ordinary*cases, questions about our iden- 

tity have answers. In such cases, theresisvasfaet 

an inuity. We may find 

it hard to decide whether we accept this view, 

since it may be far from clear when one fact 

just consists in another. We may even doubt 

whether Reductionists and their critics really 

disagree. 

In the problem cases, things are different. 

When we cannot answer questions about per- 
sonal identity, it is easier to decide whether we 

accept a Reductionist view. We should ask: Do 

we find such cases puzzling? Or do we accept the 

Reductionist claim that, even without answering 

these questions, if we knew the facts about the 

continuities, we would know what happened? 

Most of us do find such cases puzzling. 

We believe that, even if we knew those other 

facts, if we could not answer questions about 

our identity, there would be something that we 

didn’t know. That suggests that, on our view, 

personal identity does not just consist in one 

or both of the continuities, but is a separately 
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obtaining fact, or a further difference in what 

happens. The Reductionist account must then 

leave something out. So there is a real disagree- 

ment, and one that applies to all cases. 

Many of us do not merely find such cases 
puzzling. We are inclined to believe that, in all 

such cases, questions about our identity must 

have answers, which must be either Yes or No. 

For that to be true, personal identity must be a 

separately obtaining fact of a peculiarly simple 

kind. It must involve some special entity, such 

as a Cartesian Ego, whose existence must be 

all-or-nothing. 

When I say that we have these assumptions, 

I am not claiming that we believe in Cartesian 

Egos. Some of us do. But many of us, I sus- 

pect, have inconsistent beliefs. If we are asked 

whether we believe that there are Cartesian 

Egos, we may answer No. And we may accept 

that, as Reductionists claim, the existence of a 

person just involves the existence of a body, 

and the occurrence of a series of interrelated 

mental and physical events. But, as our reac- 

tions to the problem cases show, we don’t fully 

accept that view. Or, if we do, we also seem to 
hold a different view. 

Such a conflict of beliefs is quite common. 

At a reflective or intellectual level, we may be 

convinced that some view is true; but at another 

level, one that engages more directly with our 

emotions, we may continue to think and feel as 

if some different view were true. One example 

of this kind would be a hope, or fear, that we 

know to be groundless. Many of us, I suspect, 

have such inconsistent beliefs about the meta- 

physical questions that concern us most, such 

as free will, time’s passage, consciousness, and 

thie’selian ey 

NOTE 

1. Some of this essay draws from Part Three of my 
Reasons and Persons (New York, Oxford University 

Press, 1984). 



Learning to Be Me 

Greg Egan 

I was six years old when my parents told me 

that there was a small, dark jewel inside my 

skull, learning to be me. 

Microscopic spiders had woven a fine 

golden web through my brain, so that the jew- 

el’s teacher could listen to the whisper of my 

thoughts. The jewel itself eavesdropped on my 

senses, and read the chemical messages carried 

in my bloodstream; it saw, heard, smelt, tasted 

and felt the world exactly as I did, while the 

teacher monitored its thoughts and compared 

them with my own. Whenever the jewel’s 

thoughts were wrong, the teacher—faster than 

thought—rebuilt the jewel slightly, altering it 

this way and that, seeking out the changes that 

would make its thoughts correct. 

Why? So that when I could no longer be me, 

the jewel could do it for me. 

I thought: if hearing that makes me feel 

strange and giddy, how must it make the jewel 

feel? Exactly the same, I reasoned; it doesn’t 

know it’s the jewel, and it too wonders how 

the jewel must feel, it too reasons: “Exactly the 

same; it doesn’t know it’s the jewel, and it too 

wonders how the jewel must feel . . .’ 

And it too wonders— 

(I knew, because / wondered) 

—it too wonders whether it’s the real me, or 

whether in fact it’s only the jewel that’s learn- 

ing to be me. 

As a scornful twelve-year-old, I would have 

mocked such childish concerns. Everybody had 

the jewel, save the members of obscure reli- 

gious sects, and dwelling upon the strangeness 

of it struck me as unbearably pretentious. The 

jewel was the jewel, a mundane fact of life, as 

ordinary as excrement. My friends and I told 

bad jokes about it, the same way we told bad 

jokes about sex, to prove to each other how 

blasé we were about the whole idea. 

Yet we weren’t quite as jaded and imperturb- 
able as we pretended to be. one day when we 

were all loitering in the park, up to nothing in 

particular, one of the gang—whose name I’ve 

forgotten, but who has stuck in my mind as 

always being far too clever for his own good— 

asked each of us in turn: ‘Who are you? The 

jewel, or the real human?’ We all replied 

unthinkingly, indignantly—‘The real human!’ 

When the last of us had answered, he cackled 

and said, ‘Well, I’m not. J’m the jewel. So you 

can eat my shit, you losers, because you'll all 

get flushed down the cosmic toilet—but me, 

I’m gonna live forever.’ 

We beat him until he bled. 

By the time I was fourteen, despite—or per- 

haps because of—the fact that the jewel was 

scarcely mentioned in my teaching machine’s 

dull curriculum, I’d given the question a great 

deal more thought. The pedantically correct 

answer when asked ‘Are you the jewel or the 

human?’ had to be ‘The human’—because only 

the human brain was physically able to reply. 

The jewel received input from the senses, but 

had no control over the body, and its intended 

reply coincided with what was actually said 

only because the device was a perfect imitation 

of the brain. To tell the outside world ‘I am the 

jewel’—with speech, with writing, or with any 

other method involving the body—was patently 

false (although to think it to oneself was not 

ruled out by this line of reasoning). 

However, in a broader sense, I decided that 

the question was simply misguided. So long as 

the jewel and the human brain shared the same 

sensory input, and so long as the teacher kept 

their thoughts in perfect step, there was only 

one person, one identity, one consciousness. 

This one person merely happened to have the 

(highly desirable) property that if either the 

jewel or the human brain were to be destroyed, 

he or she would survive unimpaired. People 

had always had two lungs and two kidneys, and 

for almost a century, many had lived with two 

hearts. This was the same: a matter of redun- 
dancy; a matter of robustness, no more. 

That was the year that my parents decided 

I was mature enough to be told that they had 

both undergone the switch—three years before. 
I pretended to take the news calmly, but I hated 
them passionately for not having told me at the 
time. They had disguised their stay in hospital 
with lies about a business trip overseas. For 
three years I had been living with jewel-heads, 

From Axiomatic (Millenium, 1995). Reprinted by permission of the publisher. 
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and they hadn’t even told me. It was exactly 

what I would have expected of them. 

‘We didn’t seem any different to you, did 

we?’ asked my mother. 

‘No,’ I said—truthfully, but burning with re- 
sentment nonetheless. 

‘That’s why we didn’t tell you,’ said my father. 

‘If you’d known we’d switched, at the time, you 

might have imagined that we’d changed in some 

way. By waiting until now to tell you, we’ve 

made it easier for you to convince yourself that 

we're still the same people we’ ve always been.’ 

He put an arm around me and squeezed me. I 

almost screamed out, ‘Don’t touch me!’ but 

I remembered in time that I’d convinced myself 

that the jewel was No Big Deal. 

I should have guessed that they’d done it, long 

before they confessed; after all, I'd known for 

years that most people underwent the switch in 

their early thirties. By then, it’s downhill for the 

organic brain, and it would be foolish to have the 

jewel mimic this decline. So, the nervous system 

is rewired; the reins of the body are handed over 

to the jewel, and the teacher is deactivated. For 

a week, the outward-bound impulses from the 

brain are compared with those from the jewel, 

but by this time the jewel is a perfect copy, and 

no differences are ever detected. 

The brain is removed, discarded, and re- 

placed with a spongy tissue-cultured object, 

brain-shaped down to the level of the finest 

capillaries, but no more capable of thought than 

a lung or a kidney. This mock-brain removes 

exactly as much oxygen and glucose from the 

blood as the real thing, and faithfully performs 

a number of crude, essential biochemical func- 

tions. In time, like all flesh, it will perish and 

need to be replaced. 

The jewel, however, is immortal. Short of 

being dropped into a nuclear fireball, it will 

endure for a billion years. 

My parents were machines. My parents were 

gods. It was nothing special. I hated them. 

When I was sixteen, I fell in love, and became 

a child again. 
Spending warm nights on the beach with Eva, 

I couldn’t believe that a mere machine could 

ever feel the way I did. I knew full well that if 

my jewel had been given control of my body, 

it would have spoken the very same words as 

I had, and executed with equal tenderness and 

clumsiness my every awkward caress—but I 

couldn’t accept that its inner life was as rich, 

as miraculous, as joyful as mine. Sex, however 

pleasant, I could accept as a purely mechanical 
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function, but there was something between us 

(or so I believed) that had nothing to do with 

lust, nothing to do with words, nothing to do 

with any tangible action of our bodies that 

some spy in the sand dunes with parabolic mi- 

crophone and infrared binoculars might have 

discerned. After we made love, we’d gaze up 

in silence at the handful of visible stars, our 

souls conjoined in a secret place that no crystal- 

line computer could hope to reach in a billion 

years of striving. (If I'd said that to my sensible, 

smutty, twelve-year-old self, he would have 

laughed until he haemorrhaged.) 

I knew by then that the jewel’s ‘teacher’ 

didn’t monitor every single neuron in the brain. 

That would have been impractical, both in terms 

of handling the data, and because of the sheer 

physical intrusion into the tissue. Someone-or- 

other’s theorem said that sampling certain criti- 

cal neurons was almost as good as sampling the 

lot, and—given some very reasonable assump- 

tions that nobody could disprove—bounds on 

the errors involved could be established with 

mathematical rigour. 

At first, I declared that within these errors, 

however small, lay the difference between 

brain and jewel, between human and machine, 

between love and its imitation. Eva, however, 

soon pointed out that it was absurd to make a 

radical, qualitative distinction on the basis of 

the sampling density; if the next model teacher 

sampled more neurons and halved the error 

rate, would its jewel then be ‘half-way’ between 

‘human’ and ‘machine’? In theory—and even- 

tually, in practice—the error rate could be made 

smaller than any number I cared to name. Did 

I really believe that a discrepancy of one in a 

billion made any difference at all—when every 

human being was permanently losing thousands 

of neurons every day, by natural attrition? 

She was right, of course, but I soon found 

another, more plausible, defence for my posi- 

tion. Living neurons, I argued, had far more in- 

ternal structure than the crude optical switches 

that served the same function in the jewel’s so- 

called ‘neural net.’ That neurons fired or did not 

fire reflected only one level of their behaviour; 

who knew what the subtleties of biochemistry— 

the quantum mechanics of the specific organic 

molecules involved—contributed to the nature 

of human consciousness? Copying the abstract 

neural topology wasn’t enough. Sure, the jewel 

could pass the fatuous Turing test—no outside 
observer could tell it from a human—but that 
didn’t prove that being a jewel felt the same as 

being human. 
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Eva asked, ‘Does that mean you'll never 

switch? You'll have your jewel removed? 

You'll let yourself die when your brain starts 

to rot?’ 

‘Maybe,’ I said. ‘Better to die at ninety or 

a hundred than kill myself at thirty, and have 

some machine marching around, taking my 

place, pretending to be me.’ 

‘How do you know / haven’t switched?’ she 

asked, provocatively. ‘How do you know that 

I’m not just ‘pretending to be me?’ 

‘IT know you haven’t switched,’ I said, 

smugly. ‘I just know.’ 

‘How? I’d look the same. I’d talk the same. 

I’d act the same in every way. People are 

switching younger, these days. So how do you 

know I haven't?’ 

I turned onto my side towards her, and gazed 

into her eyes. “Telepathy. Magic. The commu- 

nion of souls.’ 

My twelve-year-old self started snickering, 

but by then I knew exactly how to drive him 

away. 
At nineteen, although I was studying finance, 

I took an undergraduate philosophy unit. The 

Philosophy Department, however, apparently 

had nothing to say about the Ndoli Device, 

more commonly known as ‘the jewel.’ (Ndoli 

had in fact called it ‘the dual,’ but the acciden- 

tal, homophonic nick-name had stuck.) They 

talked about Plato and Descartes and Marx, 

they talked about St. Augustine and—when 

feeling particularly modern and adventurous— 

Sartre, but if they’d heard of Godel, Turing, 

Hamsun, or Kim, they refused to admit it. Out 

of sheer frustration, in an essay on Descartes I 

suggested that the notion of human conscious- 

ness as ‘software’ that could be ‘implemented’ 

equally well on an organic brain or an optical 

crystal was in fact a throwback to Cartesian du- 

alism: for ‘software’ read ‘soul.’ My tutor su- 

perimposed a neat, diagonal, luminous red line 

over each paragraph that dealt with this idea, 

and wrote in the margin (in vertical, bold-face, 

20-point Times, with a contemptuous 2 Hertz 

flash): IRRELEVANT! 

I quit philosophy and enrolled in a unit of 

optical crystal engineering for non-specialists. 

I learnt a lot of solid-state quantum mechan- 

ics. I learnt a lot of fascinating mathematics. I 

learnt that a neural net is a device used only for 

solving problems that are far too hard to be un- 

derstood. A sufficiently flexible neural net can 

be configured by feedback to mimic almost any 

system—to produce the same patterns of output 

from the same patterns of input—but achieving 
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this sheds no light whatsoever on the nature of 

the system being emulated. 

‘Understanding,’ the lecturer told us, ‘is an 

overrated concept. Nobody really understands 

how a fertilized egg turns into a human. What 

should we do? Stop having children until onto- 

genesis can be described by a set of differential 

equations?’ 

I had to concede that she had a point there. 

It was clear to me by then that nobody had 

the answers I craved—and I was hardly likely to 

come up with them myself; my intellectual skills 

were, at best, mediocre. It came down to a simple 

choice: I could waste time fretting about the mys- 

teries of consciousness, or, like everybody else, I 

could stop worrying and get on with my life. 

When I married Daphne, at twenty-three, Eva 

was a distant memory, and so was any thought 

of the communion of souls. Daphne was thirty- 

one, an executive in the merchant bank that 

had hired me during my Ph.D., and everyone 

agreed that the marriage would benefit my 

career. What she got out of it, I was never quite 

sure. Maybe she actually liked me. We had an 

agreeable sex life, and we comforted each other 

when we were down, the way any kind-hearted 

person would comfort an animal in distress. 

Daphne hadn’t switched. She put it off, 

month after month, inventing ever more ludi- 

crous excuses, and I teased her as if I’d never 

had reservations of my own. 

‘Tm afraid,’ she confessed one night. “What 

if I die when it happens—what if all that’s left is 

a robot, a puppet, a thing? I don’t want to die.’ 

Talk like that made me squirm, but I hid my 

feelings. ‘Suppose you had a stroke,’ I said glibly, 

‘which destroyed a small part of your brain. 

Suppose the doctors implanted a machine to take 

over the functions which that damaged region 

had performed. Would you still be ‘yourself’ ?” 
‘Of course.’ 

‘Then if they did it twice, or ten times, or a 

thousand times —’ 

‘That doesn’t necessarily follow.’ 

‘Oh? At what magic percentage, then, would 

you stop being ‘you’?’ 
She glared at me. ‘All the old clichéed argu- 

ments —’ 

‘Fault them, then, if they’re so old and 
clichéed.’ 

She started to cry. ‘I don’t have to. Fuck you! 
I’m scared to death, and you don’t give a shit!’ 

I took her in my arms. ‘Sssh. I’m sorry. But 
everyone does it sooner or later. You mustn’t be 
afraid. I’m here. I love you.’ The words might 
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have been a recording, triggered automatically 
by the sight of her tears. 

“Will you do it? With me?’ 

I went cold. ‘What?’ 

‘Have the operation, on the same day? Switch 
when I switch?’ 

Lots of couples did that. Like my parents. 

Sometimes, no doubt, it was a matter of love, 

commitment, sharing. Other times, I’m sure, 

it was more a matter of neither partner wish- 

ing to be an unswitched person living with a 
jewel-head. 

I was silent for a while, then I said, ‘Sure.’ 

In the months that followed, all of Daphne’s 

fears—which I’d mocked as ‘childish’ and 

“superstitious’—rapidly began to make perfect 

sense, and my own ‘rational’ arguments came 

to sound abstract and hollow. I backed out at 

the last minute; I refused the anaesthetic, and 

fled the hospital. 

It won’t be easy. He met a woman on the 

beach, the day I came into being. Her name is 

Cathy. They’ve slept together three times, and 

he thinks he loves her. Or at least, he’s said it 

to her face, he’s whispered it to her while she 

slept, he’s written it, true or false, into his diary. 

I feel nothing for her. She’s a nice enough 

person, I’m sure, but I hardly know her. 

Preoccupied with my plight, I’ve paid scant at- 

tention to her conversation, and the act of sex 

was, for me, little more than a distasteful piece 

of involuntary voyeurism. Since I realised what 

was at stake, I’ve tried to succumb to the same 

emotions as my alter ego, but how can I love 

her when communication between us is impos- 

sible, when she doesn’t even know / exist? 

If she rules his thoughts night and day, but 

is nothing but a dangerous obstacle to me, how 

can I hope to achieve the flawless imitation that 

will enable me to escape death? 

He’s sleeping now, so I must sleep. I listen 

to his heartbeat, his slow breathing, and try 

to achieve a tranquillity consonant with these 

rhythms. For a moment, I am discouraged. Even 

my dreams will be different; our divergence is 

ineradicable, my goal is laughable, ludicrous, 

pathetic. Every nerve impulse, for a week? My 

fear of detection and my attempts to conceal it 

will, unavoidably, distort my responses; this 

knot of lies and panic will be impossible to hide. 

Yet as I drift towards sleep, I find myself be- 

lieving that I will succeed. I must. I dream for 

a while—a confusion of images, both strange 

and mundane, ending with a grain of salt pass- 

ing through the eye of a needle—then I tumble, 

without fear, into dreamless oblivion. 
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I stare up at the white ceiling, giddy and con- 

fused, trying to rid myself of the nagging con- 

viction that there’s something I must not think 

about. 

Then I clench my fist gingerly, rejoice at this 

miracle, and remember. 

Up until the last minute, I thought he was 

going to back out again—but he didn’t. Cathy 

talked him through his fears. Cathy, after all, 

has switched, and he loves her more than he’s 

ever loved anyone before. 

So, our roles are reversed now. This body is 

his strait-jacket, now... 

I am drenched in sweat. This is hopeless, 

impossible. | can’t read his mind, I can’t guess 

what he’s trying to do. Should I move, lie still, 

call out, keep silent? Even if the computer mon- 

itoring us is programmed to ignore a few trivial 

discrepancies, as soon as he notices that his 

body won’t carry out his will, he’ll panic just as 

I did, and I'll have no chance at all of making 

the right guesses. Would he be sweating, now? 

Would his breathing be constricted, like this? 

No. lve been awake for just thirty seconds, and 

already I have betrayed myself. An optical-fibre 

cable trails from under my right ear to a panel 

on the wall. Somewhere, alarm bells must be 

sounding. 

If I made a run for it, what would they do? 

Use force? I’m a citizen, aren’t I? Jewel-heads 

have had full legal rights for decades; the sur- 

geons and engineers can’t do anything to me 

without my consent. I try to recall the clauses 

on the waiver he signed, but he hardly gave it a 

second glance. I tug at the cable that holds me 

prisoner, but it’s firmly anchored, at both ends. 

When the door swings open, for a moment I 

think I’m going to fall to pieces, but from some- 

where I find the strength to compose myself. 

It’s my neurologist, Dr Prem. He smiles and 

says, ‘How are you feeling? Not too bad?’ 

I nod dumbly. 

‘The biggest shock, for most people, is that 

they don’t feel different at all! For a while 

you'll think, ‘It can’t be this simple! It can’t be 

this easy! It can’t be this normal!’ But you'll 

soon come to accept that it is. And life will go 

on, unchanged.’ He beams, taps my shoulder 

paternally, then turns and departs. 

Hours pass. What are they waiting for? The 

evidence must be conclusive by now. Perhaps 

there are procedures to go through, legal and 

technical experts to be consulted, ethics com- 

mittees to be assembled to deliberate on my 

fate. I’m soaked in perspiration, trembling un- 

controllably. I grab the cable several times and 
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yank with all my strength, but it seems fixed in 

concrete at one end, and bolted to my skull at 

the other. 
An orderly brings me a meal. ‘Cheer up,’ he 

says. ‘Visiting time soon.’ 

Afterwards, he brings me a bedpan, but I’m 

too nervous even to piss. 
Cathy frowns when she sees me. ‘What’s 

wrong?’ 
I shrug and smile, shivering, wondering why 

I’m even trying to go through with the charade. 

‘Nothing. I just . . . feel a bit sick, that’s all.’ 

She takes my hand, then bends and kisses me 

on the lips. In spite of everything, I find myself 

instantly aroused. Still leaning over me, she 

smiles and says, ‘It’s over now, okay? There’s 

nothing left to be afraid of. You’re a little shook 

up, but you know in your heart you’re still who 

you’ve always been. And I love you.’ 

I nod. We make small talk. She leaves. I whis- 

per to myself, hysterically, ‘I’m still who I’ve 

always been. I’m still who I’ ve always been.’ 
Yesterday, they scraped my skull clean, and 

inserted my new, non-sentient, space-filling 

mock-brain. 
I feel calmer now than I have for a long time, 

and | think at last I’ ve pieced together an expla- 

nation for my survival. 

Why do they deactivate the teacher, for the 

week between the switch and the destruction 

of the brain? Well, they can hardly keep it run- 

ning while the brain is being trashed—but why 

an entire week? To reassure people that the 

jewel, unsupervised, can still stay in synch; to 

persuade them that the life the jewel is going 

to live will be exactly the life that the organic 

brain ‘would have lived’—whatever that could 
mean. 

Why, then, only for a week? Why not a 

month, or a year? Because the jewel cannot stay 

in synch for that long—not because of any flaw, 

but for precisely the reason that makes it worth 

using in the first place. The jewel is immor- 

tal. The brain is decaying. The jewel’s imita- 

tion of the brain leaves out—deliberately—the 

fact that real neurons die. Without the teacher 

working to contrive, in effect, an identical dete- 

rioration of the jewel, small discrepancies must 

eventually arise. A fraction of a second’s dif- 

ference in responding to a stimulus is enough 

to arouse suspicion, and—as I know too well— 

from that moment on, the process of divergence 

is irreversible. 

No doubt, a team of pioneering neurolo- 

gists sat huddled around a computer screen, 

fifty years ago, and contemplated a graph 
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of the probability of this radical divergence, 

versus time. How would they have chosen one 

week? What probability would have been ac- 

ceptable? A tenth of a percent? A hundredth? 

A thousandth? However safe they decided to 

be, it’s hard to imagine them choosing a value 

low enough to make the phenomenon rare on a 

global scale, once a quarter of a million people 

were being switched every day. 

In any given hospital, it might happen only 

once a decade, or once a century, but every in- 

stitution would still need to have a policy for 

dealing with the eventuality. 

What would their choices be? 

They could honour their contractual obliga- 

tions and turn the teacher on again, erasing their 

satisfied customer, and giving the traumatised 

organic brain the chance to rant about its ordeal 

to the media and the legal profession. 
Or, they could quietly erase the computer 

records of the discrepancy, and calmly remove 

the only witness. 

So, this is it. Eternity. 

I'll need transplants in fifty or sixty years’ 

time, and eventually a whole new body, but that 

prospect shouldn’t worry me—/ can’t die on 

the operating table. In a thousand years or so, 

I'll need extra hardware tacked on to cope with 

my memory storage requirements, but I’m sure 

the process will be uneventful. On a time scale 

of millions of years, the structure of the jewel 

is subject to cosmic-ray damage, but error-free 

transcription to a fresh crystal at regular inter- 

vals will circumvent that problem. 

In theory, at least, I’m now guaranteed either 

a seat at the Big Crunch, or participation in the 
heat death of the universe. 

I ditched Cathy, of course. I might have 

learnt to like her, but she made me nervous, and 

I was thoroughly sick of feeling that I had to 
play a role. 

As for the man who claimed that he loved 
her—the man who spent the last week of his 

life helpless, terrified, suffocated by the knowl- 

edge of his impending death—I can’t yet decide 

how I feel. I ought to be able to empathise— 

considering that I once expected to suffer the 
very same fate myself—yet somehow he simply 
isn’t real to me. I know my brain was modelled 
on his—giving him a kind of causal primacy— 
but in spite of that, I think of him now as a pale, 
insubstantial shadow. 

After all, I have no way of knowing if his 
sense of himself, his deepest inner life, his ex- 
perience of being, was in any way comparable 
to my own. 
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Feminism in Philosophy of Mind 
The Question of Personal Identity 
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1. Introduction 

A great deal of recent feminist work on phi- 

losophy of mind has been grounded on a central 

ole that the key oppositions between body* 

for fftis view comes gine at gens two sources. 

First, ren se have in the 

ground their judgements on their emotional re- 
sponses. These authors have been repeatedly op- 
posed by defenders of women, whether male or 

female. Secondly, feminists have explored ways 

in which gendered oppositions are at work even 

in the writings of philosophers who do not ex- 

plicitly differentiate the mental capacities of men 

and women or connect women with the bodily 

work of reproduction and domestic labour. By 

studying the metaphorical structures of philo- 

sophical texts, looking at what may appear to be 

digressions from the main line of argument, and 

payane attention to examples, they have identi 
atterns of association running’ 

ugh history nilosophy. These pat- 

ems can fluctuate from century to century, from 

author to author, from work to work, and even 

from paragraph to paragraph, but they keep crop- 

ping up. They indicate that the terms associated 

eminine are persistently marginalized 
by comparison with those associated with mas- 

_ culinity, as when the rational powers of human, 
Boh at OER as more valuable 
__ than their emotional skills.’ 

In the Het of. this goal, many feminists 

in various ways. Rarities 

rey hive bencires existing, influential theo- 

ries of body and mind; sometimes they have 

reconceptualized particular topics within the 

philosophy of mind; and sometimes they have 

drawn on the work of authors who have written 

‘against the grain.’ 

A prominent example of the first approach 

has been the engagement of feminist philoso- 

phers with the phenomenological tradition, and 

particularly with the work of Merleau-Ponty.’ 

However, by far the most Ng case of this 
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Diverse eOrotors 5 ine diecneston eve 

drawn not only on the ideas of Freud himself, 

but also on those of Klein, Winnicott and Lacan 

eee in (ean and need in . other eran 

of psychoanalytic thought, has been stimu- 

lated by the work of some extremely influential 

French authors, notably Luce Irigaray and Julia 

Kristeva.° 
Turning to the second approach, feminist 

writers have Tirectlyraddresseduthesoppositions » 1) 
a? ® 

ae A snipe of influential contrition 

to this project have focused on the distinction 

between sex and gender. Originally coined to 

mark a division between the biological and 

social characteristics differentiating men and 

women, this distinction has been repeatedly 

questioned, to the point where there is now 

widespread doubt as to whether it is fruitful to 
By to keep these two groups of properties spe 

From Miranda Fricker & Jennifer Hornsby, eds., The Cambridge Companion to Feminism in 

Philosophy (Cambridge University Press, 2000). Reprinted by permission of the publisher. 
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Directing their attention to the relation be- 

tween reason and emotion, ASE pales 

pues have ‘argued th otion 1 ‘al te 

-acdeldseaeabiien in aaah ee Hae 

taken a step which characterizes a good deal of 

feminist work in philosophy of mind, and is one 

of its claims to originality. By charting the ways 

in which particular emotions are held to be ap- 

propriate in men and inappropriate in women, 

or appropriate in women and inappropriate in 

men, they have linked together issues which 

have generally been held apart, and shown how 

political philosophy and philosophy of mind are 

connected.’ 

2. Personal identity 

Several of these themes can be traced in con- 

temporary feminist writing about personal iden- 

tity, which has tended to draw on the insights of 

psychoanalysis and postmodernism to explore 

the ways in which selves are embodied, discon- 

tinuous, malleable and socially constructed. = 
aS the same time, ‘anglophone theo f 

ima It 1s Pen’ to suppose ae Hee 

two groups are addressing different questions: 

that feminists are for the most part interested 

in the variety of ways in which identity can be 

moulded, lived, or transformed; and that theo- 

rists of personal identity are concerned with the 

prior question of what it is to have an identity at 

all. But this suggested division of labour is too 

simple. Feminist explorations of the self are, 
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didcontniiey they aim to put pressure on the 

cultural alliance between unity and masculinity. 

From a feminist perspective, therefore, the con- 

tinued dependence of personal identity theorists 

on various oppositions that feminist philosophy 

aims to dismantle is at least suspicious. In this 

chapter I shall explore some of the grounds for 
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this suspicion, and suggest ways in which it 1s 

well-founded. 
Within the analytic tradition, discussion of 

persons focuses largely on the question: what 

criteria have to be satisfied in order for it to be 

true that a person at tl survives at t2? Or: what 

criteria have to be met for a person at t1 to be the 

same person at t2?!? Until recently, these were 
generally taken to be questions about personal 

identity, and it was widely assumed that any re- 

lation specifying continuing personhood would 

have to share some key features of the identity 

relation, such as transitivity and being one- 

one. ‘Feminists who have argued that philoso- 

found:this objectionable. But in any case, Derek 

Parfit’s work has prompted a reconsideration of 

this claim. What matters, he has suggested, is 

survival.'> And if persons can survive without 

being identical, the way is open to allow that 

survival may be a matter of degree. We reach 

the possibility of a more flexible conception of 

selfhood which is consonant with at least some 

feminist arguments. 

At the same time, contributors to the debate 

have found it helpful to distinguish two criteria 

for continuing personal identity—=bodilysconti, 

and in this 

way to separate body and mind. Among femi- 

nists, this sort of approach is widely regarded 

as worthy of scrutiny, assitas"sometimes™thé} 

. In this 

particular case it is undoubtedly the prelude to 

a manoeuvre which reinforces the mind/body 
divide, namely the construction of thought ex- 

periments which press these two apart. In the 

last few years, a good deal of weight has been 

placed on imaginary examples which suggest 

that psychological as opposed to bodily con- 

tinuity is what constitutes a person’s survival. 

One kind of example, in particular, has been 

crucial in securing this view: the much-cited 

cases in which, by some means or other, one 

person’s character and memories are trans- 

planted into a second person’s body.'* Although 
other scenarios such as fission and fusion are 
also appealed to,' transplant cases are a crucial 
resource on which theorists of various persua- 
sions rely, and are used to create a framework 
within which different accounts of survival can 
be discussed. 

To make a case for the view that the debate 
about personal identity marginalizes the 
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feminine, and is one of the ways in which phi- 

losophy privileges the symbolically masculine 

over its feminine counterpart, I shall concen- 

trate on these examples. I shall not discuss the 

relative merits of psychological and bodily 

continuity as conditions of survival, nor shall 

I consider the relation between survival and 

identity. Instead, I shall try to show how imagi- 

nary examples of character transplant are used 

to sustain a symbolically masculine conception 
of personhood. Shall take up four points:one® 

3. Delineation of character 

- Imaginary cases in which one person’s char- 

acter is transplanted into another person’s 

body generally assume that character has to be 

lodged in a material body of some sort. It may 

‘be a whole human body, a brain, or half a brain. 

The body in question may be inorganic, as 

when an imaginary machine stores the informa- 

tion from one brain and prints it off in another.'° 
But in all these versions the body is thought of 

as a container or receptacle for character. ‘They 

Sedeatig® Equally, : a lin ee: eopies eine 

information from one brain and prints it into 

another is a receptacle for storing psychologi- 

cal states. 

Several contributors to the literature on per- 

sonal identity acknowledge that thinking of 

the body as a receptacle may be an excessive 

oversimplification, but brush this thought aside. 

In “The Self and the Future,’ for example, 

Bernard Williams notes that body swapping be- 

tween people of different sexes may be hard to 

imagine, but comments ‘Let us forget this,’'’ so 

turning his back on a point he makes elsewhere, 

that it may be impossible for an emperor to ex- 

press his personality when his body is that of a 

peasant.'* Other writers, such as Noonan, note 

the problem, but bypass it by specifying that the 

bodies in question are either only numerically 

distinct, or extremely similar.'? Any character- 

istics that might enable the body to disrupt the 

psychological continuity of the character trans- 

planted into it are removed, with the result that 

bodies are regarded, for the purposes of the ex- 

periment, as uniform. They do of course differ 
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in various ways, but these differences are held 

to be irrelevant. 

Making the body anonymous in this way si- 

multaneously affirms a particular view of what 

character is. Dhegthingsithatreally:matteryabout 

PRE rea naan 
their psychological continuity, do not depend; 

-on their having a particular body, or a body with 
~wany™ particular» properties! Anthony Quinton 

makes this point explicitly. “As things are,’ he 

writes, “characters can survive large and even 

emotionally disastrous alterations to the physi- 

cal type of a person’s body . . . Courage, for 

example, can perfectly well persist even though 

the bodily conditions for its obvious manifesta- 

tion do not.’*° Courage, perhaps, but what about 
dexterity? Patience, perhaps, but what about 

delight in one’s sexuality? (It would be inter- 

esting to consider whether all the traditional 

virtues can be construed as independent of the 

body in this way.) Quinton’s argument exem- 

plifies a tendency which runs through imagined 

cases of character transplant—a tendency to 

rely on a conception of character or psychologi- 

cal continuity which serves to emphasize, and 

even create, a division between the psychologi- 

cal and the bodily. Properties which do not fit 

neatly into the category of the psychological are 

held to be marginal or irrelevant to character. 

Then, if continuity of character is taken to be 

what matters in survival, merely bodily states 

become irrelevant to survival. 

4. Memory 

Partly because the states that contribute to psy- 

chological continuity are specified as states 

that are not bodily, theorists of personal iden- 

tity are able to be both non-committal and in- 

clusive about what exactly they are. Lewis, for 

example, regards this as a question of detail,”! 

and Noonan claims that ‘in general any causal 

links between past factors and present psycho- 

logical traits can be subsumed under the notion 

of psychological connectedness.’*? However, a 
central role is often given to memories as states 

which give us access to our pasts, and secure 

our sense of temporal continuity. How must 

memory be conceived if it is to fulfil this func- 

tion, while leaving intact the division between 

body and character? 

At least, I suggest, as a storehouse of rec- 

ollections able to survive bodily vicissitudes. 

Take the case of Adam. Whatever happens to 

him—even if he has one of his ribs removed, 
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even if his body changes beyond recognition, 

even if God refuses to recognize him—he will 

still be able to think of a sequence of things 

he did and things that happened to him as his 

actions and experiences. More particularly, 

changes in his body will not interfere with this 

capacity. For example, even when he is weak 

and wasted he remembers that he took the apple 

from Eve as a strong young man. Why, then, 

should this capacity not endure in the imaginary 

case where Adam’s character is transplanted 

into a different body? 

There are some obvious exceptions to the 

view that memory is unaffected by bodily vicis- 

situdes. For instance, brain damage may make 

Adam amnesiac, and if his character is trans- 

planted into a body with a damaged brain, it is 

not obvious that his memories will survive. A 

more interesting example is provided by cases 

of physical violation such as rape, other forms 

of torture, or malicious attack, which often 

have a profound impact on memory. In an il- 

luminating paper, Susan Brison makes the point 

that experiences like these do not simply add 

to the victim’s stock of memories, as a camera 

operator might shoot another few feet of film, 

nor are they safely lodged in the mind, as the 

camera operator might store the exposed film in 

a tin.*? First, memories of trauma are in many | 
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separation between bodily states and memory 

as the bearer of psychological continuity seems 

to break down. To press a tasteless question, 

would a trauma victim retain her memories if 

her character were transplanted into a differ- 

ent body? Secondly, trauma destroys or alters 
existing memories, so that people who have 
been»subjected to extended torture or depri- 
vation»lose conscious memories of their own 

~pasts, and lose, too, the easy sense of continuity 

»that memory is here supposed to provide: Their 
time scale may shrink so that their memories 

of their own experiences become mainly short- 

term ones. And the continuity of memory may 

be punctured and jumbled by uncontrollable, 

nightmarish recollections. 

Writers on personal identity usually try to 

take account of the loops, breaks and fade-outs 

in our memories by emphasizing that psycho- 

logical continuity does not require a single 

sequence of memories, but only a sequence of 
overlapping sequences. Furthermore, it is not 

constituted by memory alone. Where memory 

breaks down, other continuities such as those in 
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a person’s desires, intentions, or hopes can take 

over. The fact that trauma victims lose memo- 

ries therefore need not imply that they lose 

psychological continuity. However, Brison’s 

discussion identifies one of the limitations of 

such an approach. 

a-broader-destraetioTr- OP CHaTaCTSD. The ability 
to enjoy dancing, for instance, is grounded on 

remembered physical skills (how to tango), ex- 

pectations derived from past experience (that 

one will be safe), emotional dispositions (taking 

pleasure in music), the confidence that one can 

keep one’s own memory under control, and so 

on. When all these are gone, enjoying dancing 

will be gone also. And so for other character 

traits. 

If, as much discussion of personal identity 

assumes, memory is to be one of the guaran- 

tors of psychological continuity, and if psy- 

chological continuity is to be separable from 

bodily continuity, memory must be interpreted 

in a particular and selective way. Memories in 

m ane of memes, 

A ane: that these’ are not very contentious as- 

sumptions. But they nevertheless help us to see 

that the division between body and character, 

around which imaginary transplant cases are or- 

ganized, can only be sustained if the traits con- 

stituting character are laundered, and all traces 

of the body washed away. The purified concep- 

tion of ‘the psychological’ which emerges then 

appears as an unsullied self for which the body 

is simply a convenient receptacle. 

5. Social circumstances 

The two steps we have examined—the expel- 
ling of everything bodily from the mind, and 
the simultaneous devaluation of the bodily— 
are familiar to feminists, many of whom have 
read them as an attempt to demarcate the mas- 
culine from the feminine and exclude the latter 
from philosophy. We can find further traces of 
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this way of proceeding in discussions of per- 

sonal identity if we focus on another curious 

feature of the persons around whom debate 

rages—their complete lack of any history or 

social context. As we have seen, the key ques- 

tion that concerns philosophers is what it takes 

for x at tl to survive at t2. This assumes that we 

start out with a fully-fledged person, which is 

why I’ve called him Adam. And it assumes that 

in ordinary circumstances (if he doesn’t die) he 

will survive until t2. Philosophers who regard 

psychological continuity as what matters in sur- 

vival thus assume that psychological continuity 

is a property of normal human beings. 

To,take it for granted that Adam at his cre- 
ation is a person is to suppose that at that point: 
he has both a body and a character—a suitably » 

integrated set of memories, emotions, desires 

and so on. The expectation that in normal cir- 
cumstances he will survive to be expelled from 
Paradise has built into it the expectation that he 
possesses the means to-maintain his character 
in. _in_some*body or other, tovsatisty the demands 
“of ‘psychological continuity. These are large as- 

‘sumptions which exclude a good deal. The first 

excludes the fact that character, in the sense of 

the ability to understand oneself as the subject 

of diverse psychological states, is not a birth- 

right, but the fruit of a child’s relations with 

the people who care for him or her. Theorists 

of personal identity appear to take a Lockean 

view of the genesis of character: once Adam is 

created, or once a baby reaches a certain stage, 

memory starts to roll and an integrated char- 

acter develops. In doing so they exclude from 

consideration some of the ways in which the 

self is dependent on others, particularly on its 

mother figure. At the same time they make it 

unnecessary to consider whether features of the 

process by which the self is constituted may 

effect its subsequent continuity. The second 

assumption has complementary consequences: 

it brackets the question of whether the mainte- 

nance of psychological continuity also depends 

on social relations. 
From Freud onwards, writers in the psycho- 

analytic tradition have elaborated the view that 
a child’s experiences are not initially integrated 

or continuous, and are not initially the experi- 
ences of an individuated self. Coming to under- 

stand itself as separate from its mother figure, 

and becoming able to claim its experiences as 

its own, is for a child a process in the course of 

which it becomes able to locate its experiences 

in its own body. As a number of feminists have 

stressed, both Freud and Lacan describe the ego 
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as a psychical mapping of the libidinal intensi- 

ties of the body, a mental projection not of the 

actual body, but of the body as a kind of emo- 

tional map.** Freud’s ideas are elaborated in 
Lacan’s argument that, during the mirror stage, 

the child forms an image of its own body as it is 
represented for it by the images of others, and 

by, its own reflection in a mirror. This image, 
which is of the body as a whole, forms a sort of 

provisional identity. It is itself a precondition 

of the more stable symbolic identity the child 

acquires as the result of the resolution of the 

Oedipus complex. And it survives the Oedipus 

complex as the ego ideal, a model of bodily 

integrity. Work on body images suggests that 

they make an important contribution to psy- 

chological continuity. During the mirror stage 

the child embarks on the process of coming to 

understand itself as situated in the space occu- 

pied by its body; or, to put the point differently, 

embarks on the process of acquiring a stable 

emotional investment in its body. Only once it 

has a body image can it understand its body as 
‘mine,’ and only then can it possess a perspec- 

tive on the world.” 
The self for whom psychological continu- 

ity is a possibility therefore has to be created 

through a series of interactions between the 

child, people around it, and the broader culture 

in which it lives.*° Equally, psychological con- 
tinuity has to be sustained, and social circum- 

stances can either foster or damage it. To return 

to Susan Brison’s argument, trauma victims 

who describe the selves they were as dead, or 

beyond recognition, provide searing evidence 

of the ways that continuity can be shattered. As 

well as losing the memories and character traits 

which defined them, they may have lost the abil- 

ity to inhabit fully the lives they are now living. 

Brison quotes a poem by Charlotte Delbo about 

her return from Auschwitz to Paris: 

life was returned to me 

and here I am in front of life 

as though facing a dress 

I cannot wear.”’ 

To recover the sense of subjectivity that 

personal identity theorists so often take for 

granted, such people need to recover the abil- 

ity to care about themselves and the world, to 

feel emotions that, as Brison puts it, are more 

than counterfactual.** Others can play a crucial 
part in this process. By listening to, and rec- 

ognizing, the victims of trauma, others seem 
to be able to help them piece together their 

memories into narratives with which they can 
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identify, and master the troubling bodily mani- 

festations of memory which further disrupt the 

self. Extreme cases like these suggest that psy- 

chological continuity has a social dimension 

insofar as it depends on recognition by others. 

When recognition is withdrawn, the emotional 

investment in our memories and characters 

that holds the self together may be weakened, 

so that, to varying degrees, we suffer a kind of 

depersonalization—an inability to feel that our 

experiences are our own, and a subsequent in- 

ability to integrate and order them. 

The view that psychological continuity has 

to be created and sustained has some impact 

on the personal identity theorists’ assumption 

that bodily and psychological continuity are 

conceptually separable. The arguments I have 

just sketched help us to elaborate an account of 

what is left out in the imaginary cases where it 

is assumed that psychological continuity would 

survive body transplant. Suppose we assume 

that psychological continuity does depend on 

the possession of a body image, and on an emo- 

tional investment in it. Is it now so obvious that 

the features of the body into which a character 

is transplanted are irrelevant to its survival? To 

dramatize the issue in a manner typical of this 

philosophical literature, what about a female 

fashion model whose character is transplanted 

into the body of a male garage mechanic? Might 

she not find it impossible to reconcile her body 

image with the body that had become hers, 

and suffer such a level of dislocation that she 

became unable to locate her experiences in that 

body? At the limit, might she not experience the 

depersonalization suffered by some psychotics, 

who lose interest in the whole body and do not 

invest any narcissistic libido in the body image? 

Their self-observations seem viewed from the 

perspective of the outsider and they display 

no interest in their own bodies.”? Suppose, by 
contrast, we imagine a character whose body is 

transplanted into that of her identical twin. The 

point is that she remains psychologically con- 

tinuous (if she does) because the body that is 

now hers has properties which make it possible 

for her to live in it as her own. Psychological 

continuity is not independent of the body. It is a 

feature of embodied selves. 

If recognition makes a difference, the degree 

of a person’s psychological continuity may 

also depend on social circumstances. To return 

to the case of the model, will her friends and 

lovers continue to recognize and affirm her? 

Will she be able to find anyone able to believe 

her story and hear her out? Anthony Quinton 
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touches optimistically on the first point. ‘In our 

general relations with other human beings their 

bodies are for the most part intrinsically unim- 

portant. We use them as convenient recogni- 

tion devices enabling us to locate the persisting 

characters and memory complexes . . . which 

we love or like. It would be upsetting if a com- 

plex with which we were emotionally involved 

came to have a monstrous or repulsive physical 

appearance . . . But that our concern and affec- 

tion would follow the character and memory 

complex . . . is surely clear.’*° Quinton is aware 
that this may not quite settle the argument, and 

addresses the looming objection that some per- 

sonal relations, such as those ‘of a rather un- 

mitigatedly sexual type,’ might not survive a 

change of body. But here, too, he resolves the 

problem confidently. ‘It can easily be shown 

that these objections are without substance. In 

the first place, even the most tired of entrepre- 

neurs is going to take some note of the charac- 

ter and memories of the companion of his later 

nights at work. He will want her to be docile 

and quiet, perhaps, and to remember that he 

takes two parts of water to one of scotch, and 

no ice .. . As a body she is simply an instru- 

ment of a particular type . . .”*'! This solution 
to the problem employs the strategy we have 

already examined: it resolutely divides psycho- 

logical properties from bodily ones and insists 
that the former are what matter in recognition. 

The wish to be loved for oneself alone and not 

for one’s golden hair is simply granted. What 

this solution does not countenance, however, is 

the possibility that a person’s ability to sustain 

psychological continuity may depend on other 

people recognizing and affirming the properties 

and potentialities of their embodied selves, and 

that where this possibility is removed, their psy- 

chological continuity may be damaged. 

6. Marginalizing the 
symbolically feminine 

We can now see more clearly that when per- 
sonal identity theorists specify that characters 
are transplanted into bodies identical with the 
ones they had before, they are not introducing 
innocent simplifications. Instead, they are cov- 
ering up and discounting ways in which psy- 
chological continuity is woven into the histories 
of our embodied selves. However, this is not the 
end of the matter. A theorist of personal iden- 
tity may concede that psychological continuity 
has to be created, and that in extreme cases such 
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as psychosis it can be destroyed. But he or she 

may nevertheless maintain that, in all ordinary 

cases, once psychological continuity is created, 

it survives. We see this, for example, in the tes- 

timony of the victims of extreme and extended 

trauma. While they may not remember much 

about their earlier lives, and may now lack well- 

defined characters, they identify with their past 

selves and speak about them in the first person 

(albeit sometimes rather oddly as when they say 

things like ‘I died there’ or ‘I shall always miss 

myself as I was then’). We see it, too, in cases 

of physical mutilation where, although the body 

image usually takes some time to adjust, people 

do not lose all sense of who they are.*? Only in 
pathological conditions such as psychosis and 

multiple personality does the self really frag- 

ment. So, putting these last cases aside, are we 

not right to posit a sense of psychological con- 

tinuity which is independent of both bodily and 

social vicissitudes, or to imagine that this sense 

of continuity could survive if a character were 

transplanted from one body into another? 

The arguments I have offered aim to show 

that, once we strip this imaginary situation of 

features which function to make it appear un- 

problematic, the kind of continuity that can 

be relied on is comparatively attenuated. All 

we are able to assume is that the transplanted 

character is able to locate its experiences in its 

new body, and that it remains sufficiently in- 

tegrated to claim some memories as its own. 

We need not assume that it has much emo- 

tional investment in its memories. Nor need 

we assume much continuity of other character 

traits. Psychological continuity features here as 

a slender lifeline which enables the transplanted 

person to say to themselves ‘I know that such 

and such happened to me and that I am so and 

so’ and just about to believe it. 

The personal identity theorist must be pre- 

pared to argue that this minimal level of con- 

tinuity is sufficient to sustain the claim that we 

can fruitfully explore the question of what is 

involved in survival by playing off bodily and 

psychological continuity against one another. 

It seems to me, however, that the attractions of 

psychological continuity as a separable com- 

ponent of survival have been considerably re- 

duced. Let me labour this point. Before, we were 

imagining that, transplanted into a new body, I 

would feel pretty much the same as I do now, 

would be able to continue the projects I have 

now, would be no less committed to my future 

than I am now, would have the memories and 

characteristics I now possess, and would retain 
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the relations with other people that, so it seems 

to me, make life worth living. Now we imagine 

a situation in which it is much less clear what 

transplant will be like, and in which it may give 

rise to psychic and physical pain comparable, 

perhaps, to the pain of torture which looms so 

large in one of the problem cases constructed 

by Williams.** I may lose many memories and 

character traits, so that my hold on my own past 

is tenuous and emotionally numbed, and my 

grasp of who I now am is fractured and con- 

fused. I may lose the affection and even recog- 

nition of the people who matter to me, and also 

the capacity to form new relationships. I may 

be unable to pursue my projects or embark on 

new ones, and may have very little emotional 

investment in the life I am living. 

Some theorists of personal identity would, 

I suspect, insist that as long as there remains 

a thread of continuity between the pre- and 

post-transplant selves, we have a case for the 

conclusion that they are the same person. The 

barest ‘I’ is enough to hold the self together and 

to underwrite an approach to the problem that 

separates psychological and bodily continuity. 

But in the light of the sorts of difficulties I have 

discussed it seems reasonable to ask: Why cling 

to this doctrine? Why deploy such resources of 

imagination to prise the bodily and the psycho- 

logical apart? And why go to such lengths to 

protect psychological continuity from the ef- 

fects of the body and the rest of the world? 

At this point a reader might object that these 

questions misrepresent the current debate. 

Contemporary theorists of personal identity, 

it might be claimed, are by no means agreed 

that psychological continuity is essential, or 

even important, to personhood, and many of 

their accounts emphasize the centrality of the 

body. This is undoubtedly true. However, the 

approach I have been discussing is extremely 

influential, and continues to shape our un- 

derstanding of what the problem of personal 

identity consists in.** As long as this much is 

conceded, the questions I have posed remain 

pertinent. 

Feminists who have addressed these ques- 

tions have frequently drawn on a conception of 

the self which is set over against, though not 

completely irreconcilable with, the view of per- 

sonal identity we have been examining, insofar 

as it holds that there is an important aspect of 

the psyche, the unconscious, which this view 

neglects. To accept that the unconscious is at 

work when we philosophize is to accept that 

the psychological discontinuities so evident in 
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pathological cases are present to some degree 

in all of us. Some aspects of the self are simply 

not picked up by accounts which emphasize 

psychological continuity, and the decision to 

discount these may itself have unconscious 

motivations. Taking the unconscious into ac- 

count, then, feminist philosophers have ex- 

plained the prominence of views which regard 

the body as unimportant to identity in various 

ways. Some have argued for the view that, in 

European culture, the mind is associated with 

masculinity and the body with femininity. One 

term can stand in for, or symbolize, the other. 

Philosophers (most of them men) have em- 

ployed these associations. They have assumed 

(often unconsciously) that personal identity is 

male identity, and have developed accounts 

in which the symbolically masculine mind is 

given priority over the body.** Other writers 

have provided psychological explanations for 

this downgrading of the symbolically feminine. 

When male personal identity theorists construct 

imaginary examples which separate the bodily 

from the psychological, they resolve in fantasy 

the always-unresolved conflicts of the Oedipus 

complex—the separation of a male child from 

his mother figure, and his subsequent identifica- 

tion with his father. In establishing and main- 

taining a firm boundary between the maternal 

body and the paternal mind, they deny their 

own unconscious desire to be reunited with the 

mother figure. And in fixing on psychological 

continuity as the mark of identity, they construct 

a picture in which masculinity and selfhood 

coincide.*° A further aspect of the transplant 
fantasy also serves to exclude the feminine. By 

positing fully fledged persons whose history is 

irrelevant to the problem at hand, male philos- 

ophers imagine for themselves a condition of 

self-sufficiency, from which their indebtedness 

to a mother figure, or indeed to anyone else, is 

excluded. 

These two types of explanation (one cultural, 

the other psychological) have a good deal in 

common. Both rest on the claim that philoso- 

phers (male and female) are themselves psycho- 

logically discontinuous, in the commonplace 

sense that their unconscious fears and desires 

play a part in determining the way they formu- 

late and argue about problems, and the sorts of 

arguments they find persuasive, although this 

is not an aspect of their philosophizing over 

which they have conscious control. Moreover, 

both assume that particular associations at work 

in our culture continue to play a significant part 

in shaping our philosophical beliefs. According 
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to the first kind of view, symbolic associations 

help to explain the fact that we privilege some 

terms over others. According to the second, 

these symbolic associations are themselves em- 

bedded in the psychological processes that form 

sexual identity. 
Over the last two decades, feminist phi- 

losophers have amassed a range of evidence 

for both the explanatory hypotheses I have 

sketched. However, it remains to ask what 

internal support we can find for the view that 

theorists who equate personal identity with psy- 

chological continuity are upholding (however 

unconsciously) a masculine conception of iden- 

tity. I have assumed, uncontentiously I hope, 

that we sometimes find clues to the unconscious 

in questions that hover round the margins of a 

text, so that when Williams or Noonan allow 

that transplant from one body into a very dif- 

ferent one might be difficult, and then immedi- 

ately put the problem aside, it is probably worth 

looking further.*’ I have also assumed—and 
Williams and Quinton make this explicit—that 

what they are putting aside here is the issue of 

sexual identity.“* To return to the fantasy of 
character transplant, there are in principle a 

variety of ways of thinking about the case of a 

male character transplanted into a female body. 

Maybe it would be the ideal sex-change op- 

eration. Maybe it would condemn the resulting 

person to the unhappy condition of someone 

who desperately wants a sex change operation. 

Maybe it would produce psychological break- 

down. As we have seen, most writers block off 
exploration of lines of thought like these, which 

require us to think of the people concerned as 

embodied, in their investigations of personal 

identity. Why? Perhaps because they take it 

that the identity of a person is the identity of a 

male. Perhaps because an unconscious fear of 

jeopardizing their sexual identity prevents them 

from doing so, and helps to direct them towards 

an approach which brackets the body and con- 
centrates on the mind. 

It may be helpful to consider what kinds of 

criticism I have offered of the view that per- 

sonal identity consists in psychological con- 

tinuity. In the preceding sections of this essay 
I have voiced some objections to this analysis 
which can be assessed independently of any 
claims about gender as arguments to the effect 
that authors who appeal to a particular kind 
of thought experiment rely on an inadequate 
conception of the self. The limitations of the 
conception they employ undermine not only 
the particular conclusions they draw from their 
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thought experiments, but their very approach, 

which works with an oversimplified conception 

of memory, neglects the social construction of 

the self, and is insensitive to the ways in which 

selves are embodied. At the same time, how- 

ever, I have claimed that the issue of gender is 

woven into arguments which rely on fantasies 

of brain transplant, and to bring this out I have 

asked what is going on when philosophers ad- 

vance them. What is being said, explicitly and 

implicitly, and why? One of the things going 

on, so I have suggested, is that a symbolically 

masculine account of identity is being unself- 

consciously articulated. A sceptically inclined 

reader may still wish to ask whether this diag- 

nosis amounts to a criticism beyond those set 

out in the first part of the chapter. What is wrong 

with the symbolically masculine account, other 

than the fact that it suffers from the deficiencies 

just summarized? 

To answer this question, it is helpful to dis- 

tinguish the type of criticism which pinpoints a 

particular flaw in a position from the type which 

indicates the shortcomings of an approach. The 

diagnosis I have offered is of the latter kind. Its 

critical force rests on the assumptions that we 

are in search of philosophical interpretations 

that answer to our experience and acknowledge 

the complexity of our lives, and that, in the case 

of personal identity, part of this complexity lies 

in sexual identity. Theories which neglect or 

disavow sexual difference therefore cut them- 

selves off from an important set of issues, and 

in doing so render themselves philosophically 

impoverished. To show how this occurs is not, 

of course, to specify what a feminist analysis 

of personal identity would be like, or to ex- 

plore how a focus on sexual difference alters 

our understanding of the relation between per- 

sonhood and embodiment, though many of the 

works cited throughout the chapter undertake 

these very tasks. My aim has been to articulate 

some of the features of an analytical approach 
to personal identity which leave feminist phi- 

losophers dissatisfied, and which explain the 

fact that their work has developed in different 

directions. 

7. Identity and social power 

The symbolic gendering of the opposition 

between body and mind, on which I have 

so far concentrated, has provided an excep- 

tionally fruitful focus for feminist research. 

Nevertheless, it is important not to assume too 
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readily that the body always figures as feminine 

and the mind as masculine,” or to take it for 

granted that gender is exclusively associated 

with these terms. Some theorists, I have been 

arguing, locate personal identity in a mind 

which they interpret as masculine; but there is 

also evidence that a man’s continuing identity 

is sometimes implicitly understood to depend 

on his ability to control a woman. Here the 

issue is not how the ‘components’ of a person 

are gendered, but how the relations between 

people of different sexes bear on the problem of 

identity. If social relations can secure or destroy 

continuing identity, as I suggested earlier on, 

they will provide another area in which identity 

and gender intertwine. 

This motif is central to some works of litera- 

ture. For example, in Janet Lewis’s novella, The 

Wife of Martin Guerre,*® Martin Guerre leaves 
his village and family and does not come back. 

Eight years later he returns—or rather, an im- 

postor arrives, who slips into Guerre’s place 

and takes up the life he had left behind. Some 

time goes by before Guerre’s wife, tortured by 

the belief that the impostor is not her husband, 

and that she is an adulteress, confesses her sus- 

picions, and the impostor is brought to trial. 

Just as judgement is about to be announced, 

the original Martin Guerre walks into the court 

room, and the impostor is punished with death. 

In this narrative, it becomes important to estab- 

lish the impostor’s identity because he is usurp- 

ing Guerre’s sexual rights over his wife, or to 

put it another way, because Guerre has lost con- 

trol over her. She is out of his control, and her 

independence of him is part of what threatens 

to obliterate Guerre’s social identity, insofar 

as it is one of the conditions that allow the im- 

postor to ‘become’ him. The trial restores both 

Guerre’s identity and sexual order. 

We find the same link between identity and 

male sexual power in Balzac’s story about 

Colonel Chabert*! who, when the tale begins, has 

been listed among the casualties of Napoleon’s 

Russian Campaign. His name has appeared on 

the list of valiant heroes who sacrificed their 

lives for France, his wife has remarried, and 

his house has been sold. But in fact the Colonel 

has survived, and after several years returns 

to Paris, determined to reclaim his wife. Once 
again, loss of identity is linked to loss of control 

over a woman, and his desire to have his wife 

back is what drives the Colonel to explain his 

plight to a young lawyer, who takes up his case 

and tries to negotiate a settlement. In the course 

of the negotiations the Colonel comes to see 

« 
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that his wife is a ruthless and avaricious woman 

who will never return to him, and has never 

loved him anyway, and renounces his desire to 

reclaim her. But the recognition that he cannot 

possess her destroys him, and in the final scene 

the lawyer comes across him, unkempt and list- 

less, sitting on a log beside the road staring va- 

cantly into space. Here, loss of power over a 

woman is associated not just with loss of social 

identity but with psychological discontinuity. 

To be sure, Colonel Chabert is deprived of his 

social identity; but he loses more than this, and 

although the man sitting on the log may know 

who he is, his discontinuity with his past self 

prevents him from functioning. 

8. Conclusion 

When theorists of personal identity focus on 

psychological continuity as the stronghold of 

the self, and construe psychological continu- 

ity as independent of bodily continuity, they 
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secure only a self which would in other cir- 

cumstances be regarded as pathologically dis- 

turbed. This is, to be sure, a self of sorts, and 

one consonant with the problem ‘What is it to 

survive?’ which already carries connotations 

of minimal continuity, of enduring against the 

odds and in the face of obstacles. Perhaps the 

question we should be addressing, then, is why 

the analytical philosophical tradition has been 

so concerned to explore and defend this mini- 

mal notion of survival, and hence personhood. 

Part of the explanation, I have suggested, lies 

in cultural constructions of masculinity and 

femininity which are at work in the uncon- 

scious, and consequently in philosophy. At the 

heart of identity lies the issue of sexual iden- 

tity, and with it the desire of a male-dominated 

tradition to secure the masculinity of the sub- 

ject and the subordination of women. This 

commonplace drama is played out in various 

philosophical arenas, but is worked through 

with particular intensity in the problem of 

identity itself.‘ 
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Kwame Anthony Appiah 

Until the middle of the twentieth century, no one 

who was asked about a person’s identity would 

have mentioned race, sex, class, nationality, 

region, or religion. When George Eliot writes 

in Middlemarch that Rosamond ‘was almost 

losing the sense of her identity,’ it’s because 

Rosamond is faced with profoundly new expe- 

riences when she learns that Will Ladislaw, the 

man she thinks she loves, is HOpRISSSY devoted 

one Took in vain ia talk ‘f ea ean 

ties in the social science of the early twentieth 

century. In Mind, Self, and Society, published 

in 1934, George Herbert Mead outlined an 

influential theory of the self as the product 

of an ‘I’ responding to the social demands of 

others, which, once internalized, formed what 

he called the ‘me.’ But in that great classic of 

early twentieth-century social thought, you'll 

never find the word denny used in our 

Childhood oe ERE A nod in 1950, Ee 

uses the term in more than one By otnely 

though; he recog s the imp ce 

sense of self, which he called, in psychoanalytic 

language, an “ego identity.’ Later on, Erikson 

explored the crises of identity in the lives of 

Martin Luther and Mahatma Gandhi, and pub- 

lished books with titles like /dentity and the Life 

Cycle (1959), Identity: Youth and Crisis (1968), 

and Dimensions of a New Identity (1974). 

Erikson, who grew up in southwest Germany, 

told a tale of his own origins that sits right at the 

heart of our contemporary notions. 

My stepfather was the only professional man 
(and a highly respected one) in an intensely 
Jewish small bourgeois family, while I (coming 
from a racially mixed Scandinavian back- 
ground) was blond and blue-eyed, and grew 

flagrantly tall. Before long, then, I acquired 
the nickname ‘goy’ in my stepfather’s temple; 
while to my schoolmates, I was a ‘Jew.’ 

I’m guessing that, while his Jewish confreres 

did use the Yiddish word for a gentile, those 

German kids didn’t always use a word as polite 

as ‘Jew.’ His biological father had been a Dane 

named Salomonsen; his adopted father’s name 

was Homburger. But at some point he took 

the last name of Erikson, which, as his daugh- 

ter once observed drily, suggested that he was 
father to himself. In a sense, then, he was his 
own creation.’ Identity, we can surely conclude, 

was a fraught issue for him personally. 

From The Lies That Bind: Rethinking Identity, by Kwame Anthony Appiah. Copyright © 2018 by 
Kwame Anthony Appiah. Used by permission of Liveright Publishing Corporation. 
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In his first book, Erikson offered a theory as 

to why, as he put it, ‘we’—and given our sub- 

ject, it’s worth noticing that he seems to mean 

‘we Americans’—‘began to conceptualize 

questions of Seis He thought that identit 

aos so ata . time aes ede increasing eR. 

nization threatens these essentially agrarian and 

patrician identities in their lands of origin.’? It’s 

a good story. But I do not believe it. As we shall 

see throughout this book, identity, in our sense, 

was a problem long before we began to talk 

about it in this modern way. 

If Erikson, weaving between personal and 

collective forms of identity, gave the term broad 

currency, the influential American sociologist 

‘Alvin W. Gouldneér was among the first to offer 
a detailed ge Gnition of social eke as > such. 

a person by members of his group” he wrote 
in a 1957 essay. And he proposed an account 

of ae this means, ened in Slee life. 

a person certain charactristies,” which allows 

on 

SNGHRURHCHENGHUEITSP OM iiputeducharacteris- 

tics are .. . interpreted in terms of a set of cul- 

In this manner the individual is ‘pigeonholed’; 

that is, he is held to be a certain ‘type’ of person, 
a teacher, Negro, boy, man, or woman. The pro- 
cess by which the individual is classified by 
others in his group, in terms of the culturally 
prescribed categories, can be called the assign- 
ment of a ‘social identity.’ The types or catego- 
ries to which he has been assigned are his social 
identities. . .. Corresponding to different social 
identities are differing sets of expectations, dif- 
fering configurations of rights and obligations.‘ 

As you’ll see, I think that Gouldner got a lot right. 

Appeals to identity swelled through the sixties 

and, by the end of the seventies, many societies 

had political movements grounded in gender 

and sexuality, race, religion, and ethnicity (even 

as class politics frequently receded into the 

background). In more than a few places, region- 

ally based movements that sought to undo often 

long-established states spoke the language of na- 

tional identity. In Europe alone, there’s Scottish, 

Welsh, Catalan, Basque, Padanian, and Flemish 

nationalism; near the end of the twentieth cen- 

tury, Yugoslavia collapsed into a collection 
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of distinct countries; there are rumblings in 

Brittany, Corsica, and Normandy .. . and that’s 

far from a complete list. 

A Little Theory 

I have been writing and ruminating on ques- 

tions of identity for more than three decades 

now. My theoretical thinking about identity 

began, actually, with thoughts about race, be- 

cause I was genuinely puzzled by the differ- 

ent ways in which people in different places 

responded to my appearance. That wasn’t so 

much the case in Asante, where, so it seemed 

to me, one local parent was usually enough to 

belong. Jerry Rawlings, Ghana’s head of state 

from 1981 to 2001, had a father from Scotland; 

he wasn’t chosen by the people originally—he 

came to power twice through coups d’état— 

but his fellow countrymen eventually elected 

him to the presidency twice. Unlike my three 

sisters, born, like my father, in Asante, I have 

never been a Ghanaian citizen. I was born in 

England, before Ghana’s independence, with 

an English mother, and showed up in Asante 

at the age of one. So I’d have had to apply 

for Ghanaian citizenship, and my parents 

never applied for me. By the time it was up 

to me, I was used to being a Ghanaian with a 

British passport. My father, as president of the 

Ghana Bar Association, was once involved in 

writing one of our many constitutions. “Why 

don’t you change the rules, so that I can be 

both Ghanaian and British?’ I asked him. 

‘Citizenship,’ he told me, ‘is unitary.’ I could 

see I wasn’t going to get anywhere with him! 

But, despite my lack of that legal connection, 

sometimes, when I do something noteworthy, 

I am claimed, at least by some, for the place 

that is home to half my ancestry. 

The story in England was complex, too. In 

my grandmother’s village, Minchinhampton, 

in Gloucestershire, where I spent much time 

in my childhood, those we knew never ap- 

peared to doubt our right to be there. My aunt 

and uncle lived in this picturesque market town 

in the west of England, too. My aunt had been 

born there. My grandfather had spent time as a 

child at a house in the valley, which belonged 

to his uncle, whose mill had once woven cloth 

for the tunics of British soldiers and green baize 

for billiard tables. My great-grandfather, Alfred 

Cripps, had briefly served as the member of 

parliament for Stroud, a few miles to the north, 

and his great-grandfather, Joseph Cripps, had 
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represented Cirencester, a few more miles east, 

for much of the first half of the nineteenth cen- 

tury. And there were Crippses in that area— 

some buried in Cirencester churchyard—dating 

back to the seventeenth century. | 
abminticasina xaucheilty Aliaganrancestty.* , = —; 

f 
of: I xecall going to a sports day, a few decades 

ago, at a school in Dorset I’d attended as a 

preteen, and coming upon an elderly man who 

had been headmaster in my day. “You won’t 

remember me,’ I apologized, as I introduced 

myself to him. Hearing my name, he bright- 

ened and took my hand warmly. ‘Of course I 

remember you,’ he said. “You were our first 

colored head boy.’ When I was young, the 

idea that you could be properly English and 

not white seemed fairly uncommon. Even in 

the first decade of the twenty-first century, I 

remember the puzzled response of an older 

Englishwoman who had just heard a paper 

on race I gave at the Aristotelian Society in 

London. “She just didn’t understand how I * 

-could’ really be English. And no talk of thir- 
teenth-century ancestors in Oxfordshire could 

persuade her! In-America;once’ I got theres 

things seemed at first relatively simple. I had 
an African father and so, like President Obama 

later, I was black. But the story here, too, is 

complicated . . . and has changed over the 

years, <istappeinlaomcesenmtdibinmatititaeiciinaaidlaosies 
mixed-race people as an identity groupsColor 

and citizenship, however, were quite separate 

“matters: after the Civil War no sensible person 

doubted you could be black and American, at 

least so far as the law was concerned, despite 

a persistent undercurrent of white racial na- 

tionalism. I'll say more about the ideas of race 

that shaped these experiences later, but I hope 

it’s clear why I might have ended up puzzled 

about how to make sense of them. 

When I turned, over the years, to thinking 

about nationality and class and culture and reli- 

gion as sources of identity, and added in gender 

and sexual orientation, 

Labels and Why They Matter 

The first is obvioust every identity comes with | 
~Tbeleserwnd Eisen meer 

‘that you have some idea”about*how=to-apply 

THE SELF 

them\Explaining to someone what Ewes or 

Jains or kothis are begins with some sugges- 

tion as to 1 

. That way, you 

could look for someone of that identity, or try 

to decide, of someone you’d met, whether the 

label applied. 
So, the label ‘Ewe’ (usually pronounced 

eh-vey or eh-wey) is an ethnic label, what social 

scientists call an ‘ethnonym’; which means that 

if your parents are both Ewe, you’re Ewe, too. 

It applies, in the first place, to people who speak 

one of the many dialects of a language that is 

called ‘Ewe,’ most of whom live in Ghana or 

Togo, though there are some in many other 

parts of West Africa and, increasingly, around 

the world. As is typical of ethnic labels, there 

can be arguments about whether it applies to 

someone. If only one of your parents is Ewe, 
and you never learned any of the many dialects 

‘matten (given that the Ewe are patrilineal) if they 

parent was your mother rather than your father? 
And, since Ewe belongs to a larger group of 

languages (usually called “Gbe’ because that’s 

the word for language in all of them) that shade 

off into one another, it’s not easy to say exactly 

where the boundaries between Ewe people and 

other Gbe-speaking people lie. (Imagine look- 

ing for the boundaries of Southern speech in 
America or a cockney accent in London and 

you'll grasp the difficulty.) Nevertheless, large 

numbers of people in Ghana and Togo will 

claim that they’re Ewe and many of their neigh- 

bors will agree. 

That’s because of the second important thing» 
identities share: they matter to people. And they 
matter, first, maaewneaiel cule 

to} 

Every identity makes it possible, that is, 

or you to speak as one ‘I’ among some ‘us’: 

to belong to some ‘we.’ But a"further crucial 

That’s true about 
being a Jain, which means you belong to a par- 

ticular Indian religious tradition. Most Jains are 

the children of two Jains (just as most Ewes 
are the children of two Ewes), but there’s much 
more to it than that. And anyone can join who 
is willing to follow the path set by the jinas, 
souls who have been liberated by conquering 
their passions and can spend a blissful eternity 
at the summit of the universe. Jains are typi- 
cally expected to heed five vratas, which are 
vows or forms of devotion. These are: non- 
violence, not lying, not stealing, chastity, and 
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nonpossessiveness. (Like taboos, which are 

also central to many identities, the vratas define 

who you are by what as well as who you are not. 

There’s a lot of ‘Thou shalt not’s’ in the Ten 

Commandments, too.)* 

The detailed content of each of these ideals 

depends, among other things, on whether you 

are a layperson on the one hand, or a monk or 

nun on the other. The general point, though, 

is that there are things people do and don’t do 

because they are Jains. By this, I mean only 

that they themselves think from time to time, ‘I 

should be faithful to my spouse . . . or speak the 

truth . . . or avoid harming this animal . . . be- 

cause I ama Jain.’ They do that, in part, because 

they know they live in a world where not every- 

one is a Jain, and that other people with other 

religions may have different ideas about how 
to behave. 

Though there are Ewe religious traditions 

(lots of different ones), being Ewe isn’t, by 

contrast, a religious identity, and doesn’t come 

with the same sort of specified ethical codes. 

Ewes can be Muslim, Protestant, or Catholic, 

and many practice the traditional rites that go 

by the name of voodoo. (Like the Haitians, they 

borrowed this word from the Fon peoples, who 

are their neighbors. It means ‘spirit.’) But, all 

the same, Ewe people sometimes say to them- 

selves, *As an Ewe, I should . . .’ and go on to 

People who give reasons like these— 

> 

‘Because I’m a this, I should do that’— 
: ; iat ; ail ae 

a 

p. They’re saying that 

the identity matters for practical life: for their 

emotions and their deeds. And one of the com- 

monest ways in which it matters is that they feel 

some sort of solidarity with other members of 

the group. Their common identity gives them 

reason, they think, to care about and help one 

another. norms 

y. 

But just as there’s usually contest or conflict 

about the boundaries of the group, about who’s 

in and who’s out, there’s almost always dis- 

agreement about what normative significance 

an identity has. How much can one Ewe or one 
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Jain legitimately ask of another? Does being 

Ewe mean you ought to teach the Ewe language 

to your children? Most Jains think that their re- 

ligion requires them to be vegetarian, but not all 

agree that you must also avoid milk products. 

And so on. While each Ewe or each Jain will 

have done things because of their identity, they 

won't always do the same things. Still, because 

these identities sometimes help them answer 

the question “What should I do?’ they’ re impor- 

tant in shaping their everyday lives. 

One further reason that’s true is the third 

feature all identities sharey»notonly does your 
casei hi ; 

give others reasons to do things to you. I’ve 
already mentioned something people can do to 

you because of your identity: they can help you 

just because you share an identity with them. 

But among thé»most significant things»people 

do with identities is use them as the basis of hj hi ; bof 

tures,.of. powers Caste in South Asia means 
some people are born into a higher status than 

others—as Brahmins, for example. These are 

members of the priestly caste, who are ‘pol- 

luted’ by contact with members of castes that 

are regarded as lower. In many places in the 

world one ethnic or racial group regards its 

members as superior to others, and assumes 

the right to better treatment. The English poet 

Shelley, in ‘Ozymandias,’ refers to the ‘frown 

/ and wrinkled lip and sneer of cold command’ 

on the stone face of the sculpture of a long-dead 

Pharaoh. The royal ancestry of this ‘king of 

kings’ would have meant that he was used to 

obedience. Dominant identities can mean that 

people will treat you as a source of authority; 

subordinate identities can mean you and your 

interests will be trampled upon or ignored. 

uuHED The ona is full of BUbaenwouis identi- 

ties, whose price is that other people treat you 

with disrespect. Kothis in India know this very 

well. They are people who, though assigned a 

male identity at birth, themselves identify as 

feminine, and experience erotic attraction to 

men who are more typically masculine. And 

kothis have been subjected over the years to 

insult and abuse, and to rejection by their fami- 

lies; many of them have been forced by their 

marginal position into sex work. In recent years, 

emerging ideas about gender and sexuality— 

about homosexuality, intersexuality, and trans- 

gender identity, and about the complexity of the 



726 

connection between biological sex and human 

behavior—have created movements that seek to 

alleviate the social exclusion of people whose 

gender and sexuality fall outside traditional 

norms. The Indian Supreme Court has even de- 

clared that individuals are entitled to be recog- 

nized as male, female, or third-gender, as they 

themselves decide. 

tereotype velop! They may have more or 

less foundation in st but they are almost 

always critically wrong about something. 

Kothis, some Indians think, really want to be 

women: they are, many people suppose, what 

Europeans and Americans would now often 

call ‘transsexual.’ But that’s not necessarily 

so. Ewes, other Ghanaians fear, are particu- 

larly likely to use ‘juju’—witchcraft or “black 

magic’ —against their enemies. But witchcraft 

is traditional all over Ghana, so this isn’t, ac- 

tually, much of a distinction. (I once wrote an 

account of my father’s funeral, in the course of 

which I discussed how we had to deal with the 

threat of witchcraft in our family. We, as you 

know, were Asante, not Ewe.)° People believe 

that Jains are so obsessed with nonviolence that 

they insist on covering their faces with white 

cloth to avoid killing insects by ingesting them. 

In fact, most Jains don’t wear the muhapatti, as 

the white cloth is called, and its use has a vari- 

ety of rationales that have nothing to do with 

um, identities come, first, with lat 

and ideas about why and to whom they should 

be applied. Second, your identity shapes your 

thoughts about how you should behave; and, 

third, it affects the way other people treat you. 

Finally, all these dimensions of identity are 

contestable, always up for dispute: who’s in, 

what they’re like, how they should behave and 

Woman, Man, Other? 

This picture of identity is, in effect, a general- 

ization of ways of thinking about gender that 

have been pioneered by feminist scholars. 

Feminism made use of theoretical ideas in the 

pursuit of women’s equality and liberation from 

old patterns of oppression. All human societies 

have some form of gender system—some way 

of thinking about the significance of the distinc- 

tion between men and women. But feminist the- 

ories allow us to see what all the multitudinous 
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systems of gender have in common while, at the 

same time, allowing us to keep track of their 

differences. 
Let’s rehearse some details. The vast major- 

ity of human bodies can be recognized as be- 

longing to one of two biological kinds. Simply 

examining the genitalia—the organs of sexual 

reproduction—will usually allow you to see that 

someone is biologically male (because he has a 

penis, scrotum, and testicles), or biologically 

female (because she has a vagina, labia, uterus, 

and ovaries). In adults, you may be able to make 

the discrimination at a glance: the breasts of the 

biological females will grow at puberty, facial 

hair will develop in the males, their voices 

will deepen, and so on. Chromosomal analysis 

will also usually allow you to discover that the 

males have an X and a Y chromosome and the 

females two X’s. Knowing all this, ordinary 

people and medical experts alike can apply the 

labels ‘woman’ and ‘man.’ 

But these turn out to be only two of the great 

variety of regularly occurring combinations 

of sex chromosomes and sexual morphology. 

In the standard case, the sex organs of human 

males and females initially develop in the same 

way in the embryo, and in the early stages the 

structure that will eventually become either 

an ovary or a testis is called the ‘indifferent 

gonad.’ In the typical male fetus, genes on the 

Y chromosome trigger changes that produce 

the male testis, and thus the production of hor- 

mones that influence the development of other 

sex-related structures. Absent this stimulus, 

the indifferent gonad turns into an ovary. It’s 

the presence of the Y chromosome, then, that 

makes you a male. 

That’s the basic story. But there are many 

variations. One possibility is that, despite the 

presence of a Y chromosome, female external 

genitalia emerge. This can happen for a vari- 

ety of reasons, one of which is androgen in- 

sensitivity syndrome (AIS), which means that 

your cells are not normally sensitive to male 

sex hormones. XY people with AIS can have 

either male or female external genitalia, or 

something in between, but the females aren’t 

fertile because they have testes in place of 
ovaries. 

There are other ways in which a mismatch 
between external appearance and your sex 
chromosomes can develop. Maternal andro- 
gens can turn the genitalia in the male direction, 
producing someone who is XX but externally 
male. So a fertilized human egg that is clearly 
XY can end up producing someone who looks 



TALKING IDENTITY 

like a woman and one that is XX can produce 

someone who looks like a man. And there are 

various other possible combinations: penis and 

Ovaries, vagina and abdominal testes, external 

genitalia that are intermediate, and so on. 

And that’s all assuming you start out with 

two sex chromosomes. In fact, there are some 

people who are XO, having just one X chro- 

mosome. This is Turner syndrome, and people 

who have it have the bodies of women, though 

they’re usually infertile and often shorter than 

average. (You need at least one X chromosome 

to survive—the Y chromosome is much smaller 

than the X and lacks some of the genes on the X 

that are essential for human life—which is why 

there are no OY males.) People with Turner 

syndrome sometimes have medical problems; 

but among the best-known people with the con- 

dition are a world champion gymnast, Missy 

Marlowe, who has been a spokesperson for 

the Turner Syndrome Society, and the Oscar- 

winning actress Linda Hunt. 

Then there are people with an extra X 

chromosome—XXY or XXX—and, rarely, 

even more. Because in normal female cells 

only one of the X chromosomes is active (the 

other existing in a contracted and largely inac- 

tive form called a “Barr body’), these extra X’s 

don’t usually make a huge difference: if you 

have a Y chromosome, you'll look male; if you 

don’t, you’ ll look female. While all these varia- 

tions are rare, they do mean that even at the 

level of physical morphology, there just isn’t a 

sharp division of human beings into two sexes. 

All societies start with this spectrum of mor- 

phological possibilities. They are a basic part 

of our human biology. Because the intermedi- 

ate cases are statistically rare, many people in 

smaller communities may never interact with 

anyone but XY males and XX females, with a 

sexual morphology in the standard range. Given 

this variability, it’s not surprising that different 

societies have come up with different ways of 

assigning people to a gender. daimany places) 

In India, kothis have long been treated as nei- 

ther men nor women; and kothi interacts with 

another form of South Asian gender identity, 

whose label is hijra.’ Hijras, as a committee of 

Indian government experts put it in 2014, ‘are 

biological males who reject their ‘masculine’ 

7/47 

identity in due course of time to identify either 

as women, or ‘not-men,’ or ‘in-between man 

and woman,’ or ‘neither man nor woman.”* But 

hijras have a long tradition of living as a com- 

munity with rites of entry, dressing in women’s 

clothes, and wearing women’s makeup. Kothis, 

on the other hand, generally cross-dress only in 

private or when socializing with one another. 

Many don’t cross-dress at all. Sometimes hijras 

have sought gender-reassignment surgery; in 

the past, many underwent castration. Notice 

that neither of these terms corresponds to our 

terms ‘transgender’ or ‘homosexual,’ since (to 

mention only one difference) the South Asian 

categories don’t cover what we would call 

either F-to-M transsexuals or lesbians. 

Anjum, one of the protagonists of Arundhati 

Roy’s extravagantly rambling novel The 

Ministry of Utmost Happiness, is what would 

once have been called a hermaphrodite: she is 

raised as a boy named Aftab because her mother 
seeks to conceal the fact that she has both male 

and female sexual organs.’ But the boy, Aftab, 

doesn’t want to be a boy, though he doesn’t yet 

know what he does want to be. And then, one 

spring morning, 

Aftab saw a tall, slim-hipped woman, wear- 

ing bright lipstick, gold high heels and a shiny 
green satin salwar kameez, buying bangles from 
Mir the eagle-seller. .. . Aftab had never seen 
anyone like the tall woman with the lipstick. . . . 

He wanted to be her.!° 

Aftab follows this colorful hijra home to the 

Khwabgah—the town house where the hijras of 

her part of Delhi live—and finds there a whole 

community of people to whom she somehow 

knows she belongs.-Bemgriyravis»more=thans 

1 J sing up. I am relaying the 

account of a aetional aoaiauan but Anjum, I’m 

told, is based on a real person. 

On the other side of the globe, too, some of 

the Indian tribes of North America once recog- 

nized a variety of genders. The Navajo, in the 

nineteenth century, for example, called inter- 

sexes who were masculine dilbaa, and those 

who were feminine nddleehi.'' They took up 
special roles in religious life. More recently, 
many American Indian activists have come to 

use the neologism ‘Two Spirit’ to speak of those 

who do not fit easily into the categories of man 

and woman, in one way or another. The term re- 

flects the fact that people who were neither men 
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nor women, but had  ——_4 

American Indian societies.’ And this is how a 
lot of contemporary American Indians, whom 

many other Americans would call lesbian, gay, 

or trans, now choose to identify themselves. 

morphology. And so we distinguish now be- 

tween sex (the biological situation) and gender 

(the whole set of ideas about what women and 

men will be like and about how they should 

behave). Some researchers have argued that 

one out of every hundred children is intersex in 

some way.'* In a world of more than 7 billion 

people, | percent of the population is a whole lot 

of individuals. So midwives and obstetricians 
and others who witness many births may well 

come across such cases from time to time and 

have to decide what (if anything) they should 

do about them. But even in a world of XX fe- 

Why? Because identities, as I said, involve 

labels and stereotypes. That is obvious in the 

case of gender. If you’re labeled a man, in most 

societies, you are supposed to be sexually inter- 

ested in women, to walk and use your hands in a 

‘manly’ way, to be more physically aggressive 

than women, and so on. Women should be sex- 

ually interested in men, walk and talk in a femi- 

nine way, be gentler than men, and all the rest. I 

have been using the words ‘male’ and ‘female’ 

to talk about bodily differences: but we need 

words to mark these other forms of difference 

built upon that foundation Sol’ mrgoing tocon-. 

tinue using ‘masculine’ and ‘feminine’ to talk 

about the forms of thought, feeling, and behav- , 

. Men are— 

and are supposed to be—well, masculine. Men 

should lead, women should follow; women 

obey, men command. And that ‘supposed to be’ 

and those ‘shoulds’ are both descriptive (this is 

what we expect men and women to be like) and 

normative (this is what we think is right). But, 

once more, people disagree about these tradi- 

tional claims about what men and women—and 

people who think they are neither—should be 

like. And these notions clearly vary across time 

and space; many contemporary New Yorkers 

THESEEF 

will assume that a woman might be tough as 

nails and that a man could be, in Shakespeare’s 

phrase, ‘as mild and gentle as the cradle-babe.’ 

Labels, stereotypes, and ideas about how 

you should behave: these, I said, are there in 

every identity. And gender has the last of the 

traits I mentioned, too; itifiVolvestideasmotjust 

how others should behave toward you. In the 

old days, there was a gentlemanly code (reflect- 

ing hierarchies of power) of opening doors and 

holding out chairs and paying for meals, and 

such. New norms of treatment have emerged, 

some relating to how women interact with one 

another, or how men interact with men, some 

relating to how women and men interact. Next 

time you’re in a crowded elevator in a modern 

cosmopolitan city, watch to see whether the 

men stay back to let the women exit first. Now 

imagine the life of a woman who insists, in the 

name of challenging older stereotypes, on re- 

fusing such offers. i i 

be said to have both a subjective dimension and » 
an objective one: an identity cannot simply be 
imposed upon me, willy-nilly, but neither is an, 
identity simply up to me, a contrivance that I» 
can shape however | please. 

‘The shape of one identity can also be con- 

“i 
toured by your otheradentities. To be an Ewe 
woman is not just a matter of being a woman 

and being an Ewe, in some easy act of addition. 

An Ewe woman faces certain expectations— 

expectations to meet and expectations to be 

met—that are peculiar to Ewe womanhood. 

To be Chinese and gay means something dif- 

ferent if you’re a native of San Francisco than 

it does if you’re a native of Zhumadian, in 

China’s Henan Province, where, not long ago, 

a hospital institutionalized a man for ‘sexual 

preference disorder’ and forced him to un- 

dergo conversion therapy. The social import 

of an identity can vary with wealth, age, dis- 

ability, weight, employment status, and any 

other social coordinate you might think of. In 

political contexts, though, an identity group can 

be avowedly global (‘Workers of the world, 

unite!’; aWOrnEn of the world, rise up!’), some- 

times with older forms of identity melded into 
larger, newer composite ones (people of color; 
LGBTQ). Identity is here enlisted for purposes 
of solidarity. To be sure, being a member of an 
identity group that is, in certain respects, sub- 
ordinated doesn’t necessarily make you sympa- 
thetic toward another (black Americans, often 
for religious reasons, are more likely to oppose 
same-sex marriage than whites), and sometimes 
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the fiercest antipathy toward an identity group 

(as with squabbles among religious sects over 

‘heresies’) emanates from an intimately adja- 
cent one. 

These complex interactions between 

identities—which we see in the case of kothis, 

say, where ideas of sexuality and gender 

both matter—are one reason that Kimberlé 

Crenshaw, a feminist legal theorist and civil 

rights activist, introduced the idea of intersec- 

tionality. She wanted to talk about the ways in 

which our many identities interact to produce 

effects that are not simply the sum of each of 

them. Being a black lesbian is not a matter of 
- t nd 

vand your gendér. Nor are the negative social re- 
sponses to black lesbians simply a combination 

of the racist and homophobic responses that also 

affect black gay men and the sexist responses 

experienced by middle-class white women.!> 
Racism can make white men fear black men and 

abuse black women. Homophobia can lead men 

in South Africa to rape gay women but murder 

gay men. Sexism in the 1950s kept middle-class 

white women at home and sent working-class 

black women to work for them. Examples of 

intersectionality proliferate. 

The fact of intersectionality raises a problem 

for one of the ways people bring their identi- 

ties to bear nowadays. Say that Joe, who’s a 

white man, claims to speak as a man, or as a 

white person. What does that mean, beyond the 

fact that he’s speaking and he’s male or white? 

Having an identity doesn’t, by itself, authorize 

you to speak on behalf of everyone of that iden- 

tity. The privilege of representing a group has to 

be granted somehow. So, absent evidence that 

he’s somehow been given or otherwise earned 

the authority, it can’t mean that Joe is speak- 

ing for all white people or for all men. You 

might think that he has at least the authority of 

a had grown up in Northern Ireland, as a gay 

white Catholic man, his gay white Protestant 

male friends might well have rather different 

experiences, too. And, once you think about it 

a2? 

a little, you can see that, while your identity af- 

fects your experience, there’s no guarantee that 

what you've learned from it is going to be the 

same as what other people of the same identity 

have learned. 

Yet the familiar fact that our identities are 

multiple and can interact in complicated ways 

is consistent with a pretty frugal account of 

what, conceptually, any identity consists in: 

taking a label and a picture of how to apply it 

that entrains norms about how people who have 

the label should behave and how they should 

be treated. 

Habitus 

None of that is new, of course. ‘Woman,’ 

‘Ewe,’ ‘Jain, ‘kothi,’ ‘hijra, were like that 

long before scholars started talking about social 

identities. From Shakespeare to Gilbert and 

Sullivan, there’s a long history of pride in being 

English that echoes portentously from Henry 

V’s speech at Harfleur addressing his troops 

as ‘good yeoman, whose limbs were made in 

England,’ to the more comical strains of H.M.S. 

Pinafore, where the Boatswain affirms that 

Ralph, the humble cabin boy, 

... has said it 

And it’s greatly to his credit, 

That he is an Englishman. 

As a teenager, I delighted in a satiric recording 

by Michael Flanders and Donald Swann who 

insisted, ‘the English are best,’ and sang cheer- 

fully that they ‘wouldn’t give tuppence for all 

of the rest!’ What’s new is thinking of these 

diverse sorts of labels—Englishman, woman, 

kothi, and so on—as things of the same kind. 

The rise of identity is the rise of that thought. 

Once you think that thought, you can ask 

questions about the social and psychological 

significance of identities. And a great deal of 

modern psychology and sociology has been 

about just that. To complete my sketch of a 

theory of identity, I want to point to three im- 

portant discoveries that have emerged in the 

course of such research. 

ies. The French so- 

ciologist Pierre Bourdieu put it this way. Each 

of us has what he called a ghabitus:-arset of 

: , ‘cul I Pee 

much:thought. Your habitus is trained into you 
starting from childhood. Parents tell you not to 
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speak with your mouth full, to sit up straight, 

not to touch your food with your left hand, and 

so on, and thus form table manners that are 

likely to stick with you all your life.'* Once 

they are inculcated, these habits aren’t con- 

sciously associated with an identity: middle- 

class English people don’t consciously decide 

to hold their knives in their right hands in order 

to act English, any more than Ghanaians use 

only their right hands to eat in order to display 

that they’re Ghanaian. eButetheseshabits were) 
nevertheless shaped by their identities. 

Bourdieu held a prestigious chair at Paris’s 

Collége de France and had a career in the heart 

of the French academic elite, but he grew up 

in a village in southwest France, the son of a 

farmer turned postman, and retained a criti- 

cal distance from the social codes that sur- 

rounded him as an adult. He saw the habitus 

as grounded in the distinctive way in which 

a person used his or her body, what he called 

the ‘bodily hexis,’ ‘a durable way of standing, 

speaking, walking, and thereby of feeling and 

thinking.’!> (I wouldn’t bother to introduce this 

horrible jargon if it weren’t going to be useful 

later!) But it also includes modes of speech, 

such as what he once called the French ‘intel- 

lectuals’ new style of speech—a little hesitant, 

even mumbling, interrogative (‘non?’) and fal- 

tering,’ that had replaced ‘the old professorial 

style (with its long sentences, imperfect sub- 

junctives, etc.)’!® 

‘You learn how to dress as a man or as a 
woman in ways that are shaped by the clothes 

how to walk, in part, by watching other boys 

or girls walking. If a man wears makeup—as 

the Prophet Muhammad wore kohl around his 

eyes and Maasai men paint their faces with 

ochre—he’ |] wear it in the way other men do; 

in most societies, women wear different styles 

of makeup from men. But none of this is partic- 

ularly conscious: when I buy a jacket, I’m not 

thinking, ‘Must dress like a man.’ When I walk, 

I don’t consciously reflect that ’m not walking 

like a woman. Nevertheless, my clothes and my 

gait reflect my gender and the models of mascu- 

linity I have relied on. As Aftab/Anjum reminds 

us, 

Gender norms are enforced in myriad ways. 

I recall a lesson delivered, when I was eight 

or nine, by the decidedly old-fashioned head- 

master of a school I then attended. His name 

was Reverend Hankey (you can imagine what 
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a group of prepubescent boys made of that) and 

one day he gave us a stern lecture that there was 

to be no roughhousing—‘ragging’ he called 

it, in the argot of the day—in the combina- 

tion room where we hung out between classes. 

A few days later, he came into the room and 

found me sitting on the chest of a fellow stu- 

dent, who, if memory serves me right, we 

called ‘Piggy,’ because his family name was 

Hogsflesh. I was tickling Piggy as he struggled 

to escape. We were summoned to the headmas- 

ter’s office, where my fellow ragger went first. 

I heard the sound of four whacks on his bottom 

with a bamboo cane. So I girded myself up for 

the same. But after the third whack, Reverend 

Hankey stopped. ‘I’m giving you one less than 

Hogsflesh,’ he pronounced solemnly. ‘I said no 

ragging. But if you are going to rag, it’s better 

to be on top.’ (The school, if not Reverend 

Hankey’s ideals of masculinity, dissolved a few 

years later.) 

Girls in Japan see other girls covering their 

mouths when they laugh. They do likewise. If 

they don’t, they are corrected. But because of 

this, some gay men in Japan also cover their 

mouths when they laugh, and this reflects the fact 

that they agente ya! to some pcgiee with women. 

but your class and your ethnicityy The swagger 
of some inner-city African-American men is as 

much a reflection of class as of race and gender. 

The Encyclopedia of African American Popular 

Culture meticulously describes the style of the 

‘pimp walk’ as a ‘demonstration of cool mas- 

culinity . . . a cocksure combination of leisurely 

strutting, black aesthetics and public perfor- 

mance .. .”'7 A woman who walked that way 
would strike others as strange; and most patients 

would be skeptical of doctors who walked that 
way, whatever their race or social origins. 

Among the most significant elements of your 

bodily hexis, Bourdieu thought, were habits of 
using your mouth; people acquire a distinctivey 
merry 
_ Hects:dimensionsvof their socialsidentitye ny 

sionyasdoes the speech of the ludicrous a 
officer, Wellesley Ponto, in Thackeray’s 1848 
Book of Snobs. Thackeray describes him as ‘a 
gaunt and bony youth,’ who explains frankly 
why he needs his father to pay off the debts he 
has acquired living up to the style of his more 
prosperous fellow officers. 
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‘Gad!’ says he, ‘our wedgment’s so doothid 
exthpenthif. Must hunt, you know. A man 
couldn’t live in the wedgment if he didn’t. Mess 
expenses enawmuth.’ 

Thackeray was satirizing such people, but the 

accent was real. And the drawl and the lisp were 

meant to express an aristocratic indifference to 

haste and a languorous unwillingness to waste 

energy in conversation. The stiff upper lip here 

was not just figurative. Bourdieu in his work of- 

fered another example of a connection between 

the overall habitus of one class and another, in a 

fascinating discussion of the distinction between 

two words in French that can both refer to the 

mouth, bouche and gueule. The sociologist John 

Thompson summarizes the analysis very nicely: 

In French there is a distinction between a 

closed, pinched mouth (/a bouche) and a large 

open mouth (la gueule). Individuals from 

working-class backgrounds tend to draw a 
socially and sexually overdetermined opposi- 
tion between these terms: la bouche is associ- 

ated with the bourgeois and the feminine (e.g., 
tight-lipped), whereas /a gueule is associated 
with the popular and the masculine (e.g., ‘big 
mouth,’ ‘loud mouth’). 

As a result, speaking like a bourgeois can seem 

to a working-class Frenchman to betray his 

masculinity.'? 

_tity beyond the region and the class we come 
gate accent is part of our habitus, one of 

e routine ways in which we use our bodies. I 

mentioned in the introduction that my English 

accent has sometimes puzzled taxi drivers, in 

part because they’re not used to brown-skinned 

people sounding like members of the English 

upper middle classes; but, like most people, I 

speak in the way my school friends spoke when 

I was growing up. It’s unusual to acquire the 

fluency of a native speaker in a new language as 

an adult. But a Ghanaian man I know, who has 

lived in Japan for a long time, told me that he 

once approached a Japanese woman who was 

having trouble with a bicycle with a flat tire. 

When he first started speaking to her, she didn’t 

look up. His Japanese sounded quite normal 

to her. When she finally glanced up at him, he 

could see a look of astonishment cross her face. 

She hadn’t expected to see a black-skinned for- 

eigner. (For the record, the story turns out well: 

she’s now his wife.) 

731 

_ Habitus and identity are connected by the fact 
that we recognize certain forms of behavior— 
accents, but also ways of walking, styles of 

dress— 

. I’ve said that identities matter because 

they give us reasons to do things, reasons we 

think about consciously. But the connection 

between identity and habitus means that iden- 

tities matter in unreflective ways as well. The 

distinguished American social psychologist 

Claude Steele describes how a young black 

graduate student at the University of Chicago, 

troubled by the fearful responses of white 

people, takes to whistling Vivaldi as he walks 

down the street. The student signals his knowl- 

edge of ‘high culture,’ and white people (who 

might not know it’s Vivaldi), recognize this is 

classical music. ‘While hardly being aware of 

it,’ Steele writes, they drop ‘the stereotype of 

violence-proneness. . . . Fear fades from their 

demeanor.’*” #Sociolinguists have» catalogued, 
the many ways in which people adjust their 
verbal style in response to the social identities: 
on iene Iki a 

being awarevof it. I’ve been told that I adjust 

my accent in an American direction when I’m 

telling New York taxi drivers where I want to 

go. It doesn’t matter that I apparently have a 

terrible American accent. I’m trying—without 

consciously meaning to—to make myself easier 

to understand for people who are often, like me, 

immigrants, and are working to understand the 

local dialect of English. 

Essentialism 

The second important psychological truth 

also comes with a fancy name: essential- 
ism. Psychological research has revealed that, 
long before anyone instructs children to group » 
people into categories, they’re programmed to, 
do it anyway.\By the age of two, children dis- 
tinguish between males and females and expect 

them to behave differently. And once they clas- 

sify people, they behave as if each person in 

the group shares some inner something—an 

essence—that explains why they all have so 

much i in common."Essentialism is the-view that 

the developmental psychologist Susan Gelman 

says, ‘but that gives an object its identity, and is 

responsible for other similarities that category 
members share.’*! Children everywhere are 
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full-fledged essentialists by the time they are 

four to six years old. 
It’s not that they don’t notice the superficial, 

visible features of people. Far from it. The color 

of hair and skin and other aspects of physical 

appearance play a role in determining what 

sorts of people are grouped together. I know of 

a distinguished black New York literary agent 

who finds children in the elevator of her build- 

ing reaching out to her for a hug: in their world 

black women are nannies, and nannies are there 

for the mea Vhat essen e 

Research with young children suggests that 

one of our most basic strategies for making 

sense of the world is to form the sorts of gen- 

eralizations that linguists call ‘generics’— 

generalizations like ‘Tigers eat people,’ and 

‘Women are gentle.’ It also turns out that it’s 

very hard to say what makes generics true. 

They’re not equivalent to universal claims like 

‘All tigers eat people.’ After all, most tigers 

have not eaten a person; in fact, very, very few 

have. As for whether women are gentle: well, 

which women? Certainly not the fierce Amazon 

regiment (whom the Fon charmingly called ‘our 

mothers,’) that served the nineteenth-century 

kings of Dahomey. So the generic claim that 

‘Women are gentle’ doesn’t mean all women 

are gentle; and “Tigers eat people’ doesn’t mean 

that most tigers eat people. In fact, as my friend 

the philosopher Sarah-Jane Leslie has pointed 

out, an epidemiologist can sincerely say, 

‘Mosquitoes carry the West Nile virus,’ while 

knowing that 99 percent of them don’t carry it. 

o thinking “Tigers eat people’ means 

that, faced with a tiger, your default response is 

going to be to think about its eating someone— 

perhaps even you. ‘Mosquitoes carry the West 

Nile virus’ will have your doctor checking 

your temperature when she sees your mosquito 

bites." As these examples suggest, one thing, 

we have a reason to be concerned about» ri 
people-eating or pathogen-spreading. 

But it also helps if we think of the class 

(tigers, women, mosquitoes) as a kind, as a 

group of organisms with a shared essence. And 

getting children to think of a group of people as 

a kind is very easy. The psychologist Marjorie 

Rhodes and her colleagues did the following 

it says is something negative or worrying. 

humans are more likely, then, to essentialize 

THESERR 

simple experiment. They showed four-year-olds 

pictures of a fictional kind of person they called 

a Zarpie. The pictures were male and female, 

black, white, Latino, and Asian, young and 

old. With one group of kids, the experimenters 

made lots of generic remarks about these imagi- 

nary people—‘Zarpies are scared of ladybugs,’ 

and the like. With another group of kids, they 
avoided generics. (‘Look at this Zarpie! He’s 

afraid of ladybugs!’) A couple of days later they 

showed the kids a Zarpie and said that he made a 

buzzing sound. It turned out that the kids;whojd 
heard a lot of generics about Zarpies were much 
more likely to believe that all Zarpies- made, 

. And 
buzzing sounds. 
to 
once kids think of Zarpies as a kind of person, 

they’re more likely to infer that the behavior of 
on i ies, that 

buzzing flows from the Zarpie essence.” 
Let’s put the lessons of the last two paragraphs 

together. I can get you to think of people—even 

a group of diverse-looking people of both sexes 

and all ages—as a kind, by making generic re- 

marks about them. And you're moré likelyto 

We, 
ke 

groups about which we have negative thoughts;, 

here’s an unfor- 

tunate vicious circle for you. (The next time 

someone tells you that ‘Muslims are terrorists,’ 

you might want to bear that in mind.) 

The plain fact is that we’re really good at 

conjuring up Zarpies, and viewing them with 

suspicion. Take the Cagots, of the French and 
Spanish Pyrenees. Though they largely melted 

away in the nineteenth century, through mi- 

gration and assimilation, the Cagots were, for 

a millennium, treated as pariahs, relegated to 

disfavored districts, even forced to use sepa- 

rate doors in churches, where they received the 

Communion wafer at the end of a stick. Because 

contact with the Cagots was contaminating, they 
were severely punished for drinking from the 
same water basin as others, for farming, or even 
for walking barefoot on the streets. Songs about 
them—one, recorded in the mid-nineteenth 
century, goes: ‘Down with the Cagots, / Let’s 
destroy them all! / Let’s destroy the Cagots, / 
And down with them all!’ 

h- 

e. (That’s why 
were forced to identify themselves with badges 
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pinned to their clothing, often duck or goose 

feet, or fabric facsimiles.) Not their family 

names. Not their language. Not their religion. 

The real mystery of the Cagots, Graham Robb 

concludes in his history of France, ‘was the fact 

that they had no distinguishing features at all.’*4 
In large ways and small, essentialism shapes our 

public history, and it shapes our personal histories 

as well. It’s there in the responses of some white 

people to Claude Steele’s black graduate student 

on the streets around the University of Chicago. 

It’s evident, too, in the ways we are prone to 

assume, in the domain of gender, that ‘boys will 

be boys’ and men, men. We expect all kinds of 

gendered behavior in ways that suggest that there 
is an inner something that not only explains why 

(as we might imagine) men look like one an- 

other and behave in similar ways. And when we 

first discover some who don’t—men who don’t 

desire women, for example—we can be taken 

aback. Our next step is usually not to abandon the 

thought that men desire women, but to note an ex- 

ception, while sticking to the old generalization. 

Only later are we likely to adopt a new category, 

gay men, that allows us to return to the old gener- 

alization, now about a new group, straight men. 

(So our second step is likely to be presupposing 

that everyone is either gay or straight, which turns 

out not to be exactly true either.) 

In the course of this book, we’ll encounter 

this most basic of our cognitive habits over 

and over again. eerste repemncamarontas © 

seen Atenas that there’s more than one way to 

come to be a man or a woman. The story of why 

Ewes speak Ewe or fains practice their religion 

doesn’t begin with a shared inner something 

that explains why they do those things. And 

most of the things that most people do aren’t 

done because they are women or men, of this 

or that ethnicity or race or religion. Like the 

imaginary Zarpies, most groups of real people, 

defined by the large-scale identities that shape 

our social world, are enormously diverse. 

The Four-Day-Old Tribe 

The last lesson in the psychology of identity I 

want to mention was demonstrated in an experi- 

ment that took place over a few days in the beau- 

tiful, hilly woods of the San Bois Mountains of 

Oklahoma, in 1953. That summer, a team of 

733 

researchers assembled two groups of eleven- 

year-old boys at adjoining but separate camp- 

sites, in a place called Robbers Cave State Park. 

The boys were from the Oklahoma City area. 

They hadn’t met before, but they came from 

similar backgrounds—they were Protestant, 

white, and middle-class. All this was by care- 

ful design. The researchers were studying the 

formation of what social psychologists call in- 

groups and out-groups—-the way that tension 

developed between them and the way it might 

be alleviated—and the Robbers Cave experi- 

ment is a classic piece of social science. 

The camp area was remote and densely 

wooded; the boys had been there for about a 

week before they learned that there was another 

camp of boys nearby. The two groups then 

challenged each other to competitive games, 

like baseball and tug-of-war. In the next four 

days, a couple of things happened. The groups 

gave themselves names—they were the Rattlers 

and the Eagles—and a fierce antagonism arose 

between them. Flags were torched; cabins were 

raided; rocks were collected as weapons for an 

anticipated attack.” 
Notice that the boys felt no need for a collec- 

tive name until they learned about the presence 

of those other boys on the campgrounds. But, 

as our theory predicts, to form identities they 

needed labels. Among the Rattlers, an ethos of 

‘toughness’ developed, after they discovered 

one of the higher-status boys in the group had 

incurred a minor injury without mentioning it to 

anyone; being toughs, they also started to curse. 

The Eagles, having defeated the foul-mouthed 

Rattlers in a baseball game, decided to distin- 

guish themselves by not cursing. These quasi- 

cultural differences could be recognized in the 

way each group talked about itself and the other 

group: the pCeDDY macho Rattlers regarded the 

Eagles as ‘sissies’ and ‘little babies’; the pious 

and clean-living Eagles considered the Rattlers 

to be ‘bums.”? 

goes, it tums out a tat can fipoenh in four days. 

Our third psychological truth, then, is just 

that we humans ascribe a great deal of sig- 

nificance to the distinction between those who 

share our identities and those who don’t, the 

insiders and the outsiders, and that we do this 

with identities new (like Rattlers or Eagles) and 

long-established, large and small, superficial 

and profound. 
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There’s a whole list of psychological tenden- 

cies that go with this distinction between in- 

groups and out-groups. It may seem obvious, 

for example, that people tend to favor those of 

their own identity and to look down on out- 

group members. But given the scale of many 

groups, this should be more surprising than it 

is. Why would a Hindu give preference to an- 

other Hindu he does not know over a Muslim 

neighbor? There are a billion Hindus, and you 

have only a few hundred neighbors. And yet, 

everywhere in the world, we take this sort of 

partiality for granted. 
There’s a commonsense way of talking about 

all this. We’re clannish creatures. We don’t just 
; , ; 

‘siders. Evolutionary psychologists think these 

tendencies were once adaptive; they~helped) 

relysonsto deal with the hazards of prehistoric 

life, 1 

‘Something like that is 

probably right. But whatever the explanation, it 

seems pretty clear that we’re not just prone to 

essentialism, we also have these clannish ten- 
dencies, and each of us has a habitus shaped by 

our various identities. 

n 

THE SELF 

The little theory of identity I just sketched 

and those three psychological observations 

helped me as I set out to think about the partic- 

ular forms of identity that are the main subjects 

of this book. Having these ideas at hand will 

help us chart our way through religion, nation, 

race, class, and culture as sources of identity. 

I’m going to start with religion, because many 

modern religious identities connect us with 

some of the oldest human stories. You could 

debate whether, in that sense, religious identi- 

ties are older than national, racial, and cultural 

ones; what’s certain is that all of these modern 

forms of identity connect with religion. 

In the chapters that follow, I'll be exploring a 

variety of ways in which identities can go awry, 

and can be enlisted for ill. So let me offer this 

stipulation as we set out: however much iden- 

tity bedevils us, we cannot do without it. You’ ll 

recall the old joke. A man goes to see a psychia- 

trist. He says, ‘Doctor, my brother’s crazy—he 

thinks he’s a chicken.’ The psychiatrist says, 

‘Well, why don’t you bring him in?’ And the 

fellow replies, ‘Oh, I would, but we need him 

out there laying the eggs.’ Social identities may 

be founded in error, but they give us contours, 

comity, values, a sense of purpose and mean- 

ing: we need those eggs. 
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Artiticial Intelligence 

Can there be artificial minds? There is a thriving industry of artificial intelligence, 

devoted to constructing machines that can perform tasks that would require intelligence 

when performed by humans. AI systems have gone from strength to strength in domains 

such as image recognition, speech recognition, language translation, game-playing, and 

much more. The question then arises: do any of these AI systems have a mind? Do they 

genuinely perceive or think or understand? If they do not, might an AI system one day? 

Alan Turing (chapter 75) is often credited with founding the field of artificial intel- 

ligence with his 1950 article on “Computing Machinery and Intelligence.” He said the 

question of ‘Can machines think?’ is too meaningless to deserve further discussion, and 

he proposed to replace it with another. Turing’s question focuses on a test that he called 

the Imitation Game and that has come to be called the Turing test. To pass the Turing 

test, a machine needs to be able to carry on a humanlike conversation that a human 

judge cannot distinguish from a real human conversation with greater than 50 percent 

accuracy. Turing suggested that machines could eventually pass this test, and that if 

they did they could reasonably be said to have minds. 

John Searle (chapter 76) argues that while some machines might have minds (we may 

ourselves be machines), these minds cannot be grounded in computation alone: merely 

programming a computer in the right way will not suffice for a mind. He argues for 

this using a thought-experiment about a room in which an English speaker simulates a 

computer program for understanding Chinese, without any real understanding. Searle 
argues that computers are in the same situation: they have syntax, but no real semantics. 

The conclusion is that running a computer program does not suffice to have genuine 

mental states. Searle holds that to have a mind, a system must have the causal powers 

of the human brain. 
A common version of the anti-AI view holds that only a biological system can have 

a mind, and that a silicon machine could not in principle. This view is parodied in Terry 

Bisson’s story “They’re Made Out of Meat?” (chapter 74). A group of machines dis- 

cover the earth, and are horrified to see flesh-based intelligence. They have a hard time 

seriously entertaining the idea that there can be thinking meat. From our perspective 
they seem biased and prejudiced. This raises the question of whether human doubts 

about machine consciousness are biased in a similar way. 

The last three chapters discuss the future of artificial intelligence. My contribution 
in chapter 77 focuses on the ‘singularity’: a scenario in which machines become more 

intelligent than humans, and then create even more intelligent machines, with a rapid 
spiral to superintelligence. This idea is often dismissed as science fiction, but I suggest 
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that it is supported by a strong philosophical argument. If certain conditions are satis- 

fied, a singularity is very likely. As a result, there are only a limited number of ways in 

which a singularity can be avoided. 

Nick Bostrom and Eliezer Yudkowsky (chapter 78) discuss ethical issues about artifi- 

cial intelligence. Some ethical issues apply to current AI systems: whether we can avoid 

unfair bias in these systems, whether we can understand how they work, and whether 

we can avoid being manipulated by them. Other issues apply to future systems with 

artificial general intelligence. One key issue is whether we can design these systems 

in a way that is safe and beneficial for the human population. Another issue is whether 

those systems may have moral status themselves. A final question is whether we could 

or should someday upload our minds so that we are transferred to a digital computer. 

The final chapter by Susan Schneider and Pete Mandik discusses ways in which the 

philosophy of mind may be highly relevant in our technological future. They discuss 

scenarios including brain enhancement (raising issues about the extended mind), mind 

uploading (raising issues about personal identity), and artificial consciousness (raising 

issues about the problem of consciousness). In each case, philosophical reasoning may 

be essential for dealing with these technologies in an optimal way. 

FURTHER READING 

Shieber 2004 collects many important articles on the Turing test. Hofstadter 1977 is a 

classic book on artificial and human minds. Lucas 1961 and Penrose 1994 give well- 
known arguments for limitations on artificial intelligence. Bostrom 1992, Searle 1992, 

and Schneider 2019 give book-length treatments of their views. Awret 2016 collects 

twenty-six responses to my article on the singularity along with my reply. Liao (2020) is 

a collection addressing many issues in the ethics of artificial intelligence. 

Awret, U., ed., The Singularity (Exeter, UK: Imprint Academic, 2016). 
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They’re Made Out of Meat 
Terry Bisson 

‘They’re made out of meat.’ 

‘Meat?’ 

‘Meat. They’re made out of meat.’ 
‘Meat?’ 

‘There’s no doubt about it. We picked up 

several from different parts of the planet, took 

them aboard our recon vessels, and probed them 

all the way through. They’re completely meat.’ 

‘That’s impossible. What about the radio sig- 

nals? The messages to the stars?’ 

‘They use the radio waves to talk, but the sig- 

nals don’t come from them. The signals come 

from machines.’ 

‘So who made the machines? That’s who we 
want to contact.’ 

“They made the machines. That’s what I’m 

trying to tell you. Meat made the machines,’ 
‘That’s ridiculous. How can meat make a ma- 

ASKITI { ( DEMeVEe Il sen ] 

‘lm not asking you, I’m telling you. These 

creatures are the only sentient race in that sector 

and they’re made out of meat.’ 

‘Maybe they’re like the orfolei. You know, 

‘Nope. They’re born meat and they die meat. 

We studied them for several of their life spans, 

which didn’t take long. Do you have any idea 

what’s the life span of meat?’ 

‘Spare me. Okay, maybe they’re only part 

meat. You know, like the weddilei. A meat 

head with an electron plasma brain inside.’ 

‘Nope. We thought of that, since they do 

have meat heads, like the weddilei. But I told 

you, we probed them. They’re meat all the way 

through.’ 

‘No brain?’ 

' That’s what I’ve 

been trying to tell you.’ 

So... what does the thinking?’ ‘ 

‘ 
b] 

+) 

refusing to deal with what I'm telling you. The 
brain does the thinking. The meat.» 

‘Thinking meat! You’re asking me to believe 

in thinking meat!’ 

‘Yes, thinking meat!'Conscious meat! Loving 
meat. Dreaming meat. The meat is the whole 

deal! Are you beginning to get the picture or do 

I have to start all over?’ 

‘Omigod. You’re serious then. They’re made 

out of meat.’ 

‘Thank you. Finally. Yes. They are indeed 

made out of meat. And they’ve been trying to 

get in touch with us for almost a hundred of 

their years.’ 

‘Omigod. So what does this meat have in 

mind?’ 
‘First it wants to talk to us. Then I imagine 

it wants to explore the Universe, contact other 

sentiences, swap ideas and information. The 

usual.’ 

‘We’re supposed to talk to meat.’ 

‘That’s the idea. That’s the message they’re 

sending out by radio. “Hello. Anyone out there. 

Anybody home.’ That sort of thing.’ 

‘I thought you just told me they used radio.’ 

‘They do, but what do you think is on the 

radio? Meat sounds. You know how when you 

slap or flap meat, it makes a noise? They talk by! 
f their meat at eac ery They can even 

‘Omigod. Singing meat. This is altogether 

too much. So what do you advise?’ 

‘Officially or unofficially?’ 

‘Both.’ 
‘Officially, we are required to contact, wel- 

come and log in any and all sentient races or 

multibeings in this quadrant of the Universe, 

J yy ji r meat at eacn O 

without prejudice, fear or favor. Unofficially, T° 
advise that we erase the records and forget the * 
whole thing.’» 

‘I was hoping you would say that.’ 

‘It seems harsh, but there is a limit. Do we 

really want to make contact with meat?’ 

‘I agree one hundred percent. What’s there 

to say? ‘Hello, meat. How’s it going?’ But will 

this work? How many planets are we dealing 

with here?’ 

‘Just one. They can travel to other planets 

in special meat containers, but they can’t live 

From Omni, April 1991. Reprinted with permission of the author. 
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‘So we just pretend there’s no one home in 

the Universe.’ 

‘That’s it.’ 
‘Cruel. But you said it yourself, who wants to 

meet meat? And the ones who have been aboard 

our vessels, the ones you probed? You’re sure 

they won’t remember?’ 

‘They'll be considered crackpots if they do. 

We went into their heads and smoothed out. 
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‘A dream to meat! How strangely appropri- 

ate, that we should be meat’s dream.’ 

‘And we marked the entire 

unoccupied.’ 
‘Good. Agreed, officially and unofficially. 

Case closed. Any others? Anyone interesting 

on that side of the galaxy?’ 
he dD 

sector 

‘They always come around.’ 

‘And why not? i 

Computing Machinery 
and Intelligence 
A. M. Turing 

1. The Imitation Game 

I propose to consider the question, ‘Can ma- 

chines think?’ This should begin with defini- 

tions of the meaning of the terms ‘machine’ 

and ‘think.’ The definitions might be framed 

so as to reflect so far as possible the normal 

use of the words, but this attitude is danger- 

ous. If the meaning of the words ‘machine’ 

and ‘think’ are to be found by examining 

how they are commonly used it is difficult, to 

escape the conclusion that the meaning and 

the answer to the question, ‘Can machines 

think?’ is to be sought in a statistical survey 

such as a Gallup poll. But this is absurd. 

Instead of attempting such a definition I shall 

replace the question by another, which is 

closely related to it and is expressed in rela- 

tively unambiguous words. 

The new form of the problem can be de- 

scribed in terms of a game which we call the 

‘imitation game.’ It is played with three people, 
a man (A), a woman (B), and an interrogator 

(C) who may be of either sex. The interroga- 

tor stays in a room apart from the other two. 

The object of the game for the interrogator is to 

determine which of the other two is the man and 

which is the woman. He knows them by labels 

X and Y, and at the end of the game he says 

either ‘X is A and Y is B’ or ‘*X is B and Y is 

A.’ The interrogator is allowed to put questions 

to A and B thus: 

C: Will X please tell me the length of his or 
her hair? 

Now suppose X is actually A, then A must 

answer. It is A’s object in the game to try and 

cause C to make the wrong identification. His 

answer might therefore be 

‘My hair is shingled, and the longest strands 

are about nine inches long.’ 

In order that tones of voice may not help 

the interrogator the answers should be writ- 

ten, or better still, typewritten. The ideal 

arrangement is to have a teleprinter communi- 
cating between the two rooms. Alternatively 

the question and answers can be repeated by 

an intermediary. The object of the game for 

the third player (B) is to help the interrogator. 
The best strategy for her is probably to give 
truthful answers. She can add such things as 
‘I am the woman, don’t listen to him!’ to her 

From Mind 59: 433-60, 1950. Reprinted by permission of the publisher. 
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answers, but it will avail nothing as the man 
can make similar remarks. 

We now ask the question, ‘What will happen 

when a machine takes the part of A in this 

game?’ Will the interrogator decide wrongly as 

often when the game is played like this as he 

does when the game is played between a man 

and a woman? These questions replace our 

original, ‘Can machines think?’ 

2. Critique of the New 
Problem 

As well as asking, ‘What is the answer to this 

new form of the question’ one may ask, ‘Is this 

new question a worthy one to investigate?’ 

This latter question we investigate without 

further ado, thereby cutting short an infinite 

regress. 

The new problem has the advantage of draw- 

ing a fairly sharp line between the physical and 

the intellectual capacities of a man. No engi- 

neer or chemist claims to be able to produce 

a material which is indistinguishable from the 

human skin. It is possible that at some time this 

might be done, but even supposing this inven- 

tion available we should feel there was little 

point in trying to make a ‘thinking machine’ 

more human by dressing it up in such artificial 

flesh. The form in which we have set the prob- 

lem reflects this fact in the condition which pre- 

vents the interrogator from seeing or touching 

the other competitors, or hearing their voices. 

Some other advantages of the proposed crite- 

rion may be shown up by specimen questions 

and answers. Thus: 

Q: Please write me a sonnet on the subject of 

the Forth Bridge. 

A: Count me out on this one. I never could 

write poetry. 

Q: Add 34957 to 70764 

A: (Pause about 30 seconds and then give as 

answer) 105621. 

: Do you play chess? 

Yes: 

: | have K at my K1, and no other pieces. 

You have only K at K6 and R at RI. It is 

your move. What do you play? 

A: (After a pause of 15 seconds) R-R8 mate. 

OF 

The question and answer method seems to 

be suitable for introducing almost any one of 

the fields of human endeavour that we wish to 
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include. We do not wish to penalise the ma- 

chine for its inability to shine in beauty com- 

petitions, nor to penalise a man for losing in 

a race against an aeroplane. The conditions of 

our game make these disabilities irrelevant. The 

‘witnesses’ can brag, if they consider it advis- 

able, as much as they please about their charms, 

strength or heroism, but the interrogator cannot 

demand practical demonstrations. 

The game may perhaps be criticised on the 

ground that the odds are weighted too heav- 

ily against the machine. If the man were to try 

and pretend to be the machine he would clearly 

make a very poor showing. He would be given 

away at once by slowness and inaccuracy in 

arithmetic. May not machines carry out some- 

thing which ought to be described as thinking 

but which is very different from what a man 

does? This objection is a very strong one, but at 

least we can say that if, nevertheless, a machine 

can be constructed to play the imitation game 

satisfactorily, we need not be troubled by this 

objection. 

It might be urged that when playing the ‘im1- 

tation game’ the best strategy for the machine 

may possibly be something other than imitation 

of the behaviour of a man. This may be, but I 

think it is unlikely that there is any great effect 

of this kind. In any case there is no intention to 

investigate here the theory of the game, and it 

will be assumed that the best strategy is to try to 

provide answers that would naturally be given 

by a man. 

3. The Machines Concerned 

in the Game 

The question which we put in section 1 will not 

be quite definite until we have specified what 

we mean by the word ‘machine.’ It is natural 

that we should wish to permit every kind of en- 

gineering technique to be used in our machines. 

We also wish to allow the possibility than an 

engineer or team of engineers may construct 
a machine which works, but whose manner of 

operation cannot be satisfactorily described by 

its constructors because they have applied a 

method which is largely experimental. Finally, 

we wish to exclude from the machines men 

born in the usual manner. It is difficult to frame 

the definitions so as to satisfy these three condi- 

tions. One might for instance insist that the team 

of engineers should be all of one sex, but this 

would not really be satisfactory, for it is prob- 

ably possible to rear a complete individual from 
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a single cell of the skin (say) of a man. To do 

so would be a feat of biological technique de- 

serving of the very highest praise, but we would 

not be inclined to regard it as a case of con- 

structing a ‘thinking machine.’ This prompts 

us to abandon the requirement that every kind 

of technique should be permitted. We are the 

more ready to do so in view of the fact that the 

present interest in ‘thinking machines’ has been 

aroused by a particular kind of machine, usu- 

ally called an ‘electronic computer’ or ‘digital 

computer.’ Following this suggestion we only 

permit digital computers to take part in our 

game. 
This restriction appears at first sight to be a 

very drastic one. I shall attempt to show that 

it is not so in reality. To do this necessitates a 

short account of the nature and properties of 

these computers. 

It may also be said that this identification of 

machines with digital computers, like our crite- 

rion for ‘thinking’ will only be unsatisfactory if 

(contrary to my belief), it turns out that digital 

computers are unable to give a good showing 

in the game. 
There are already a number of digital com- 

puters in working order, and it may be asked, 

“Why not try the experiment straight away? 

It would be easy to satisfy the conditions of 

the game. A number of interrogators could be 

used, and statistics compiled to show how often 

the right identification was given.’ The short 

answer is that we are not asking whether all 

digital computers would do well in the game 

nor whether the computers at present available 

would do well, but whether there are imagin- 

able computers which would do well. But this 

is only the short answer. We shall see this ques- 

tion in a different light later. 

4. Digital Computers 

e idea behind digital computers may be ex- 

plained by saying that these machines are in- 

tended to carry out any operations which could 

Sea MRT RIOR SE a aT 4 The human 
computer is supposed to be following fixed 

rules; he has no authority to deviate from them 

in any detail. We may suppose that these rules 

are supplied in a book, which is altered when- 
ever he is put on to a new job. He has also an 

unlimited supply of paper on which he does his 

calculations. He may also do his multiplications 

and additions on a ‘desk machine’ but this is not 
important. 
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If we use the above explanation as a defini- 

tion we shall be in danger of circularity of argu- 

ment. We avoid this by giving an outline of the 

means by which the desired effect is achieved. 

A digital computer can usually be regarded as 

eit three parts: 

(i) Store. 

(ii) Executive unit. 

(iii) Control. 

of information, and corre- 

sponds to the human computer’s paper, whether 

this is the paper on which he does his calcu- 

lations or that on which his book of rules is 

printed. In so far as the human computer does 

calculations in his head a part of the store will 

correspond to his memory. 

The executive unit is the part which carries 

the various individual operations involved 

in a calculation. What these individual opera- 

tions are will vary from machine to machine. 

Usually fairly lengthy operations can be done 

such as ‘Multiply 3540675445 by 7076345687’ 

but in some machines only very simple ones 

such as ‘Write down 0” are possible. 

We have mentioned that the ‘book of rules’ 

supplied to the computer is replaced in the 

machine by a part of the store. It is then called 

the ‘table of instructions.’ It is the duty of 

the control to see that these instructions are 

obeyed correctly and in the right order. The 

control is so constructed that this necessarily 
happens. 

The information in the store is usually broken 

up into packets of moderately small size. In one 

machine, for instance, a packet might consist of 

ten decimal digits. Numbers are assigned to the 

parts of the store in which the various packets 

of information are stored, in some systematic 

manner. A typical instruction might say— 

‘Add the number stored in position 6809 to 
that in 4302 and put the result back into the 
latter storage position.’ 

Needless to say it would not occur in the 

machine expressed in English. It would more 

likely be coded in a form such as 6809430217. 
Here 17 says which of various possible opera- 
tions is to be performed on the two numbers. In 
this case the operation is that described above, 
viz. “Add the number . . .’ It will be noticed that 
the instruction takes up 10 digits and so forms 
one packet of information, very conveniently. 
The control will normally take the instructions 
to be obeyed in the order of the positions in 
which they are stored, but occasionally an in- 
struction such as 
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‘Now obey the instruction stored in position 

5606, and continue from there’ may be encoun- 
tered, or again 

‘If position 4505 contains 0 obey next the 

instruction stored in 6707, otherwise continue 

straight on.’ Instructions of these latter types 

are very important because they make it pos- 

sible for a sequence of operations to be repeated 

over and over again until some condition is ful- 

filled, but in doing so to obey, not fresh instruc- 

tions on each repetition, but the same ones over 

and over again. To take a domestic analogy. 

Suppose Mother wants Tommy to call at the 

cobbler’s every morning on his way to school to 

see if her shoes are done, she can ask him afresh 

every morning. Alternatively she can stick up a 

notice once and for all in the hall which he will 

see when he leaves for school and which tells 

him to call for the shoes, and also to destroy the 

notice when he comes back if he has the shoes 

with him. 

The reader must accept it as a fact that digital 

computers can be constructed, and indeed have 
~ been constructed, according to the principles We 
le have described, and that they can in fact mimic 

the actions of a human computer very closely. 

The book of rules which we have described 

our human computer as using is of course a 

convenient fiction. Actual human computers 

really remember what they have got to do. If 

one wants to make a machine mimic the behav- 

iour of the human computer in some complex 

operation one has to ask him how it is done, and 

then translate the answer into the form of an in- 

struction table. Constructing instruction tables 

is usually described as ‘programming.’ To ‘pro- 

gramme a machine to carry out the operation A’ 

means to put the appropriate instruction table 

into the machine so that it will do A. 

An interesting variant on the idea of a digital 

computer is a ‘digital computer with a random 

element.’ These have instructions involving the 

throwing of a die or some equivalent electronic 

process; one such instruction might for instance 

be, ‘Throw the die and put the resulting number 

into store 1000.’ Sometimes such a machine is 

described as having free will (though I would 

not use this phrase myself). It is not normally 

possible to determine from observing a ma- 
chine whether it has a random element, for a 

similar effect can be produced by such devices 
as making the choices depend on the digits of 

the decimal for 7. 
Most actual digital computers have only a 

finite store. There is no theoretical difficulty in 

the idea of a computer with an unlimited store. 
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Of course only a finite part can have been used 

at any one time. Likewise only a finite amount 

can have been constructed, but we can more 

and more being added as required. Such com- 

puters have special theoretical interest and will 

be called infinitive capacity computers. 

The idea of a digital computer is an old 

one. Charles Babbage, Lucasian Professor of 

Mathematics at Cambridge from 1828 to 1839, 

planned such a machine, called the Analytical 

Engine, but it was never completed. Although 

Babbage had all the essential ideas, his machine 

was not at that time such a very attractive pros- 

pect. The speed which would have been avail- 

able would be definitely faster than a human 

computer but something like 100 times slower 

than the Manchester machine, itself one of the 

slower of the modern machines. The storage 

was to be purely mechanical, using wheels and 

cards. 

The fact that Babbage’s Analytical Engine 

was to be entirely mechanical will help us to rid 

ourselves of a superstition. Importance is often 

attached to the fact that modern digital comput- 

ers are electrical, and that the nervous system 

also is electrical. Since Babbage’s machine was 

not electrical, and since all digital computers 

are in a sense equivalent, we see that this use 

of electricity cannot be of theoretical impor- 

tance. Of course electricity usually comes in 

where fast signaling is concerned, so that it is 

not surprising that we find it in both these con- 

nections. In the nervous system chemical phe- 

nomena are at least as important as electrical. In 

certain computers the storage system is mainly 

acoustic. The feature of using electricity is thus 

seen to be only a very superficial similarity. If 

we wish to find such similarities we should look 

rather for mathematical analogies of function. 

5. Universality of Digital 
Computers 

The digital computers considered in the last 

section may be classified amongst the ‘discrete 

state machines.’ These are the machines which 

move by sudden jumps or clicks from one quite 

definite state to another. These states are suffi- 

ciently different for the possibility of confusion 
between them to be ignored. Strictly speaking 

there are no such machines. Everything really 

moves continuously. But there are many kinds 

of machine which can profitably be thought of 

as being discrete state machines. For instance in 

considering the switches for a lighting system it 
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is a convenient fiction that each switch must be 

definitely on or definitely off. There must be in- 

termediate positions, but for most purposes we 

can forget about them. As an example of a dis- 

crete state machine we might consider a wheel 

which clicks round through 120° once a second, 

but may be stopped by a lever which can be 

operated from outside; in addition a lamp is to 

light in one of the positions of the wheel. This 

machine could be described abstractly as fol- 

lows. The internal state of the machine (which 

is described by the position of the wheel) may 

be g,, 4, Or q,. There is an input signal i, or i, 

(position of lever). The internal state at any 

moment is determined by the last state and 

input signal according to the table 

i 4b 4% 

Input rs CP ae 

5 Gia Qo Gs 

The output signals, the only externally visible 

indication of the internal state (the light) are de- 

scribed by the table 

Stale Gq G% 4 
Output 0, 0, oO 0 0 1 

This example is typical of discrete state ma- 

chines. They can be described by such tables 

provided they have only a finite number of pos- 

sible states. 

It will seem that given the initial state of the 

machine and the input signals it is always pos- 

sible to predict all future states. This is reminis- 

cent of Laplace’s view that from the complete 

state of the universe at one moment of time, 

as described by the positions and velocities of 

all particles, it should be possible to predict 

all future states. The prediction which we are 

considering is, however, rather nearer to prac- 

ticability than that considered by Laplace. The 

system of the “universe as a whole’ is such that 

quite small errors in the initial conditions can 

have an overwhelming effect at a later time. 

The displacement of a single electron by a bil- 

lionth of a centimetre at one moment might 

make the difference between a man being killed 

by on avalanche a year later, or escaping. It is 

an essential property of the mechanical systems 

which we have called ‘discrete state machines’ 

that this phenomenon does not occur. Even 

when we consider the actual physical machines 

instead of the idealised machines, reasonably 

accurate knowledge of the state at one moment 
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yields reasonably accurate knowledge any 

number of steps later. 
As we have mentioned, digital computers fall 

within the class of discrete state machines. But 

the number of states of which such a machine 

is capable is usually enormously large. For in- 

stance, the number for the machine now work- 

ing at Manchester is about 2'°°°, i.e. about 
10°°-°, Compare this with our example of the 
clicking wheel described above, which had three 

states. It is not difficult to see why the number 

of states should be so immense. The computer 

includes a store corresponding to the paper used 

by a human computer. It must be possible to 

write into the store any one of the combina- 

tions of symbols which might have been writ- 

ten on the paper. For simplicity suppose that 

only digits from 0 to 9 are used as symbols. 

Variations in handwriting are ignored. Suppose 

the computer is allowed 100 sheets of paper 

each containing 60 lines each with room for 30 

digits. Then the number of states is 10!0%93°, 
i.e. 10!%°°°. This is about the number of states 
of three Manchester machines put together. 

The logarithm to the base two of the number 

of states is usually called the “storage capacity’ 

of the machine. Thus the Manchester machine 

has a storage capacity of about 165,000 and the 

wheel machine of our example about 1-6. If two 

machines are put together their capacities must 

be added to obtain the capacity of the resultant 

machine. This leads to the possibility of state- 
ments such as “The Manchester machine con- 

tains 64 magnetic tracks each with a capacity of 

2560, eight electronic tubes with a capacity of 

1,280. Miscellaneous storage amounts to about 

300 making a total of 174,380.’ 

Given the table corresponding to a discrete 
state machine it is possible to predict what it 

will do. There is no reason why this calculation 

should not be carried out by means of a digi- 
tal computer. Provided it could be carried out 

sufficiently quickly the digital computer could 

mimic the behaviour of any discrete state ma- 

chine. The imitation game could then be played 

with the machine in question (as B) and the 

mimicking digital computer (as A) and the in- 

terrogator would be unable to distinguish them. 
Of course the digital computer must have an ad- 
equate storage capacity as well as working suf- 
ficiently fast. Moreover, it must be programmed 
afresh for each new machine which it is desired 
to mimic. 

This special property of digital computers, 
that they can mimic any discrete state machine, 
is described by saying that they are universal 
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machines. The existence of machines with this 

property has the important consequence that, 

considerations of speed apart, it is unnecessary 

to design various new machines to do various 

computing processes. They can all be done with 

one digital computer, suitably programmed for 

each case. It will be seen that as a consequence 

of this all digital computers are in a sense 
equivalent. 

We may now consider again the point raised 

at the end of section 3. It was suggested tenta- 

tively that the question, ‘Can machines think?’ 

should be replaced by ‘Are there imaginable 

digital computers which would do well in the 

imitation game?’ If we wish we can make this 

superficially more general and ask ‘Are there 

discrete state machines which would do well?’ 

But in view of the universality property we see 

that either of these questions is equivalent to 

this, ‘Let us fix our attention on one particular 

digital computer C. Is it true that by modifying 

this computer to have an adequate storage, suit- 

ably increasing its speed of action, and provid- 

ing it with an appropriate programme, C can be 

made to day satisfactorily the part of A in the 

imitation game, the part of B being taken by a 

man?’ 

6. Contrary Views on the 
Main Question 

We may now consider the ground to have been 

cleared and we are ready to proceed to the 

debate on our question, ‘Can machines think?’ 

and the variant of it quoted at the end of the 

last section. We cannot altogether abandon the 

original form of the problem, for opinions will 

differ as to the appropriateness of the substitu- 

tion and we must at least listen to what has to be 

said in this connexion. 
It will simplify matters for the reader if I 

explain first my own beliefs in the matter. 

Consider first the more accurate form of the 

question. I believe that in about fifty years’ time 

it will be possible to programme computers, 

with a storage capacity of about 10°, to make 

them play the imitation game so well that an 

average interrogator will not have more than 70 

per cent, chance of making the right identifica- 

tion after five minutes of questioning. The orig- 

inal question, ‘Can machines think?’ I believe 

to be too meaningless to deserve discussion. 

Nevertheless I believe that at the end of the 

century the use of words and general educated 

opinion will have altered so much that one will 
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be able to speak of machines thinking without 

expecting to be contradicted. I believe further 

that no useful purpose is served by concealing 

these beliefs. The popular view that scientists 
proceed inexorably from well-established fact 

to well-established fact, never being influenced 

by any unproved conjecture, is quite mistaken. 

Provided it is made clear which are proved facts 

and which are conjectures, no harm can result. 

Conjectures are of great importance since they 

suggest useful linen of research. 

I now proceed to consider opinions opposed 

to my own. 
(1) The Theological Objection. Thinking is a 

function of man’s immortal soul. God has given 

an immortal soul to every man and woman, but 

not to any other animal or to machines. Hence 

no animal or machine can think. ! 

I am unable to accept any part of this, but 

will attempt to reply in theological terms. I 

should find the argument more convincing 

if animals were classed with men, for there 

is a greater difference, to my mind, between 

the typical animate and the inanimate than 

there is between man and the other animals. 

The arbitrary character of the orthodox view 

becomes clearer 1f we consider how it might 

appear to a member of some other religious 

community. How do Christians regard the 

Moslem view that women have no souls? But 

let us leave this point aside and return to the 

main argument. It appears to me that the argu- 

ment quoted above implies a serious restric- 

tion of the omnipotence of the Almighty. It is 

admitted that there are certain things that He 

cannot do such as making one equal to two, 

but should we not believe that He has freedom 

to confer a soul on an elephant if He sees fit? 

We might expect that He would only exercise 

this power in conjunction with a mutation 

which provided the elephant with an appropri- 

ately improved brain to minister to the needs 

of this soul. An argument of exactly similar 

form may be made for the case of machines. It 

may seem different because it is more difficult 

to ‘swallow.’ But this really only means that 

we think it would be less likely that He would 

consider the circumstances suitable for confer- 

ring a soul. The circumstances in question are 

discussed in the rest of this paper. In attempt- 

ing to construct such machines we should not 

be irreverently usurping His power of creating 

souls, any more than we are in the procreation 

of children: rather we are, in either case, in- 

struments of His will providing mansions for 

the souls that He creates. 
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However, this is mere speculation. | am not 

very impressed with theological arguments 

whatever they may be used to support. Such ar- 

guments have often been found unsatisfactory 

in the past. In the time of Galileo it was argued 

that the texts, ‘And the sun stood still . . . and 

hasted not to go down about a whole day’ 

(Joshua x. 13) and ‘He laid the foundations of 

the earth, that it should not move at any time’ 

(Psalm cv. 5) were an adequate refutation of the 

Copernican theory. With our present knowl- 

edge such an argument appears futile. When 

that knowledge was not available it made a 

quite different impression. 
(2) The ‘Heads in the Sand’ Objection. ‘The 

consequences of machines thinking would be 

too dreadful. Let us hope and believe that they 

cannot do so.’ 

This argument is seldom expressed quite so 

openly as in the form above. But it affects most 

of us who think about it at all. We like to be- 

lieve that Man is in some subtle way superior to 

the rest of creation. It is best if he can be shown 

to be necessarily superior, for then there is no 

danger of him losing his commanding position. 

The popularity of the theological argument is 

clearly connected with this feeling. It is likely 

to be quite strong in intellectual people, since 

they value the power of thinking more highly 

than others, and are more inclined to base their 

belief in the superiority of Man on this power. 

I do not think that this argument is sufficiently 

substantial to require refutation. Consolation 

would be more appropriate: perhaps this should 

be sought in the transmigration of souls. 

(3) The Mathematical Objection. There are a 
number of results of mathematical logic which 

can be used to show that there are limitations to 

the powers of discrete-state machines. The best 

known of these results is known as Gédel’s the- 

orem,” and shows that in any sufficiently power- 

ful logical system statements can be formulated 

which can neither be proved nor disproved 

within the system, unless possibly the system 

itself is inconsistent. There are other, in some 

respects similar, results due to Church, Kleene, 

Rosser, and Turing. The latter result is the most 

convenient to consider, since it refers directly to 

machines, whereas the others can only be used 

in a comparatively indirect argument: for in- 

stance if Gédel’s theorem is to be used we need 
in addition to have some means of describing 
logical systems in terms of machines, and ma- 

chines in terms of logical systems. The result 

in question refers to a type of machine which 

is essentially a digital computer with an infinite 
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capacity. It states that there are certain things 

that such a machine cannot do. If it is rigged up 

to give answers to questions as in the imitation 

game, there will be some questions to which it 

will either give a wrong answer, or fail to give 

an answer at all however much time is allowed 

for a reply. There may, of course, be many such 

questions, and questions which cannot be an- 

swered by one machine may be satisfactorily 

answered by another. We are of course suppos- 

ing for the present that the questions are of the 

kind to which an answer ‘Yes’ or ‘No’ is ap- 
propriate, rather than questions such as ‘What 

do you think of Picasso?’ The questions that 

we know the machines must fail on are of this 

type, ‘Consider the machine specified as fol- 
lows .. . Will this machine ever answer ‘Yes’ 

to any question?” The dots are to be replaced 

by a description of some machine in a standard 

form, which could be something like that used 

in section 5. When the machine described bears 
a certain comparatively simple relation to the 

machine which is under interrogation, it can be 

shown that the answer is either wrong or not 

forthcoming. This is the mathematical result: it 

is argued that it proves a disability of machines 

to which the human intellect is not subject. 

The short answer to this argument is that al- 

though it is established that there are limitations 

to the powers of any particular machine, it has 

only been stated, without any sort of proof, that 

no such limitations apply to the human intel- 

lect. But I do not think this view can be dis- 

missed quite so lightly. Whenever one of these 

machines is asked the appropriate critical ques- 

tion, and gives a definite answer, we know that 

this answer must be wrong, and this gives us 

a certain feeling of superiority. Is this feeling 

illusory? It is no doubt quite genuine, but I do 

not think too much importance should be at- 

tached to it. We too often give wrong answers 

to questions ourselves to be justified in being 

very pleased at such evidence of fallibility on 

the part of the machines. Further, our superi- 

ority can only be felt on such an occasion in 
relation to the one machine over which we have 
scored our petty triumph. There would be no 
question of triumphing simultaneously over all 
machines. In short, then, there might be men 
cleverer than any given machine, but then again 
there might be other machines cleverer again, 
and so on. 

Those who hold to the mathematical ar- 
gument would, I think, mostly be willing to 
accept the imitation game as a basis for discus- 
sion. Those who believe in the two previous 
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objections would probably not be interested in 
any criteria. 

(4) The Argument from Consciousness. This 

argument is very well expressed in Professor 

Jefferson’ s Lister Oration for 1949, from which 

I quote. “Not until a machine can write a sonnet 

or compose a concerto because of thoughts 

and emotions felt, and not by the chance fall of 

symbols, could we agree that machine equals 

brain—that is, not only write it but know that 

it had written it. No mechanism could feel (and 

not merely artificially signal, an easy contriv- 

ance) pleasure at its successes, grief when its 

valves fuse, be warmed by flattery, be made 

miserable by its mistakes, be charmed by sex, 

be angry or depressed when it cannot get what 

it wants.’ 

This argument appears to be a denial of the 

validity of our test. According to the most ex- 

treme form of this view the only way by which 

one could be sure that a machine thinks is to be 

the machine and to feel oneself thinking. One 

could then describe these feelings to the world, 

but of course no one would be justified in taking 

any notice. Likewise according to this view the 

only way to know that a man thinks is to be that 

particular man. It is in fact the solipsist point of 

view. It may be the most logical view to hold 

but it makes communication of ideas difficult. 

A is liable to believe “A thinks but B does not’ 

whilst B believes ‘B thinks but A does not.’ 
Instead of arguing continually over this point 

it is usual to have the polite convention that ev- 

eryone thinks. 
I am sure that Professor Jefferson does not 

wish to adopt the extreme and solipsist point 

of view. Probably he would be quite willing to 

accept the imitation game as a test. The game 

(with the player B omitted) is frequently used 

in practice under the name of viva voce to dis- 
cover whether some one really understands 

something or has ‘learnt it parrot fashion.’ Let 

us listen in to a part of such a viva voce: 

Interrogator: In the first line of your sonnet 

which reads ‘Shall I compare thee to a 

summer’s day would not ‘a spring day’ do 

as well or better? 

Witness: It wouldn’t scan. 

Interrogator: How about ‘a winter’s day’? 

That would scan all right. 

Witness: Yes, but nobody wants to be com- 

pared to a winter’s day. 

Interrogator: Would you say Mr. Pickwick 

reminded you of Christmas? 

747 

Witness: In a way. 

Interrogator: Yet Christmas is a winter’s day, 

and I do not think Mr. Pickwick would 

mind the comparison. 

Witness: I don’t think you’re serious. By 

a winter’s day one means a typical win- 

ter’s day, rather than a special one like 

Christmas. 

And so on. What would Professor Jefferson 

say if the sonnet-writing machine was able 

to answer like this in the viva voce? I do not 

know whether he would regard the machine as 

‘merely artificially signalling’ these answers, 

but if the answers were as satisfactory and sus- 

tained as in the above passage I do not think he 

would describe it as “an easy contrivance.’ This 

phrase is, I think, intended to cover such de- 

vices as the inclusion in the machine of a record 

of someone reading a sonnet, with appropriate 

switching to turn it on from time to time. 

In short then, I think that most of those who 

support the argument from consciousness could 

be persuaded to abandon it rather than be forced 

into the solipsist position. They will then prob- 

ably be willing to accept our test. 

I do not wish to give the impression that I 

think there is no mystery about consciousness. 

There is, for instance, something of a paradox 

connected with any attempt to localise it. But 

I do not think these mysteries necessarily need 

to be solved before we can answer the question 

with which we are concerned in this paper. 

(5) Arguments from Various Disabilities. 

These arguments take the form, ‘I grant you 

that you can make machines do all the things 

you have mentioned but you will never be able 

to make one to do X.’ Numerous features X are 

suggested in this connexion. I offer a selection: 

Be kind, resourceful, beautiful, friendly 

(p. 448), have initiative, have a sense of 

humour, tell right from wrong, make mistakes 

(p. 448), fall in love, enjoy strawberries and 

cream (p. 448), make someone fall in love with 

it, learn from experience (pp. 466 f.), use words 

properly, be the subject of its own thought (p. 

449), have as much diversity of behaviour as a 
man, do something really new (p. 460). (Some 

of these disabilities are given special consider- 
ation as indicated by the page numbers.) 

No support is usually offered for these state- 

ments. I believe they are mostly founded on 

the principle of scientific induction. A man 

has seen thousands of machines in his lifetime. 

From what he sees of them he draws a number 

of general conclusions. They are ugly, each is 
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designed for a very limited purpose, when re- 

quired for a minutely different purpose they are 

useless, the variety of behaviour of any one of 

them is very small, etc., etc. Naturally he con- 

cludes that these are necessary properties of 

machines in general. Many of these limitations 

are associated with the very small storage ca- 

pacity of most machines. (I am assuming that 

the idea of storage capacity is extended in some 

way to cover machines other than discrete-state 

machines. The exact definition does not matter 

as no mathematical accuracy is claimed in the 

present discussion.) A few years ago, when very 

little had been heard of digital computers, it was 

possible to elicit much incredulity concerning 

them, if one mentioned their properties without 

describing their construction. That was presum- 

ably due to a similar application of the principle 

of scientific induction. These applications of 

the principle are of course largely unconscious. 

When a burnt child fears the fire and shows 

that he fears it by avoiding it, I should say that 

he was applying scientific induction. (I could 

of course also describe his behaviour in many 

other ways.) The works and customs of man- 

kind do not seem to be very suitable material 

to which to apply scientific induction. A very 

large part of space-time must he investigated, if 

reliable results are to be obtained. Otherwise we 

may (as most English children do) decide that 

everybody speaks English, and that it is silly to 

learn French. 

There are, however, special remarks to be 

made about many of the disabilities that have 

been mentioned. The inability to enjoy straw- 

berries and cream may have struck the reader 

as frivolous. Possibly a machine might be made 

to enjoy this delicious dish, but any attempt to 

make one do so would be idiotic. What is im- 

portant about this disability is that it contributes 

to some of the other disabilities, e.g. to the diffi- 

culty of the same kind of friendliness occurring 

between man and machine as between white 

man and white man, or between black man and 

black man. 

The claim that ‘machines cannot make mis- 

takes’ seems a curious one. One is tempted to 

retort, ‘Are they any the worse for that?’ But let 

us adopt a more sympathetic attitude, and try 

to see what is really meant. I think this criti- 

cism can be explained in terms of the imita- 

tion game. It is claimed that the interrogator 

could distinguish the machine from the man 

simply by setting them a number of problems 

in arithmetic. The machine would be unmasked 

because of its deadly accuracy. The reply to 
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this is simple. The machine (programmed for 

playing the game) would not attempt to give 

the right answers to the arithmetic problems. 

It would deliberately introduce mistakes in a 

manner calculated to confuse the interrogator. 

A mechanical fault would probably show itself 

through an unsuitable decision as to what sort 

of a mistake to make in the arithmetic. Even this 

interpretation of the criticism is not sufficiently 

sympathetic. But we cannot afford the space to 

go into it much further. It seems to me that this 

criticism depends on a confusion between two 

kinds of mistake. We may call them ‘errors of 

functioning’ and ‘errors of conclusion.’ Errors 

of functioning are due to Borne mechanical or 

electrical fault which causes the machine to 

behave otherwise than it was designed to do. 

In philosophical discussions one likes to ignore 

the possibility of such errors; one is therefore 

discussing ‘abstract machines.’ These abstract 

machines are mathematical fictions rather than 

physical objects. By definition they are inca- 

pable of errors of functioning. In this sense we 

can truly say that ‘machines can never make 

mistakes.’ Errors of conclusion can only arise 

when some meaning is attached to the output 

signals from the machine. The machine might, 

for instance, type out mathematical equations, 

or sentences in English. When a false proposi- 

tion is typed we say that the machine has com- 

mitted an error of conclusion. There is clearly 

no reason at all for saying that a machine cannot 

make this kind of mistake. It might do nothing 

but type out repeatedly ‘O=1.’ To take a lees 

perverse example, it might have some method 

for drawing conclusions by scientific induction. 

We must expect such a method to lead occa- 

sionally to erroneous results. 

The claim that a machine cannot be the sub- 

ject of its own thought can of course only be 

answered if it can be shown that the machine 

has some thought with some subject matter. 

Nevertheless, ‘the subject matter of a machine’ s 

operations’ does seem to mean something, at 

least to the people who deal with it. If, for in- 
stance, the machine was trying to find a solution 
of the equation x? — 40x — 11 = 0 one would 
be tempted to describe this equation as part of 
the machine’s subject matter at that moment. In 
this sort of sense a machine undoubtedly can be 
its own subject matter. It may be used to help 
in making up its own programmes, or to pre- 
dict the effect of alterations in its own structure. 
By observing the results of its own behaviour 
it can modify its own programmes so as to 
achieve some purpose more effectively. These 
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are possibilities of the near future, rather than 

Utopian dreams. 

The criticism that a machine cannot have 

much diversity of behaviour is just a way of 

saying that it cannot have much storage capac- 

ity. Until fairly recently a storage capacity of 

even a thousand digits was very rare. 

The criticisms that we are considering here 

are often disguised forms of the argument from 

consciousness. Usually if one maintains that a 

machine can do one of these things, and de- 

scribes the kind of method that the machine 

could use, one will not make much of an im- 

pression. It is thought that the method (what- 

ever it may be, for it must be mechanical) is 

really rather base. 

(6) Lady Lovelace’s Objection. Our most 

detailed information of Babbage’s Analytical 

Engine comes from a memoir by Lady Lovelace. 

In it she states, ‘The Analytical Engine has 

no pretensions to originate anything. It can 

do whatever we know how to order it to per- 

form’ (her italics). This statement is quoted by 

Hartree who adds: “This does not imply that 

it may not be possible to construct electronic 

equipment which will ‘think for itself’ or in 

which, in biological terms, one could set up 

a conditioned reflex, which would serve as a 

basis for ‘learning.’ Whether this is possible 

in principle or not is a stimulating and excit- 

ing question, suggested by some of these recent 

developments. But it did not seem that the ma- 

chines constructed or projected at the time had 

this property.’ 

I am in thorough agreement with Hartree 

over this. It will be noticed that he does not 

assert that the machines in question had not 

got the property, but rather that the evidence 

available to Lady Lovelace did not encourage 

her to believe that they had it. It is quite pos- 

sible that the machines in question had in a 

sense got this property. For suppose that some 

discrete—state machine has the property. The 

Analytical Engine was a universal digital com- 

puter, so that, if its storage capacity and speed 

were adequate, it could by suitable program- 

ming be made to mimic the machine in ques- 

tion. Probably this argument did not occur to 

the Countess or to Babbage. In any case there 

was no obligation on them to claim all that 

could be claimed. 
This whole question will be considered again 

under the heading of learning machines. 

A variant of Lady Lovelace’s objection states 

that a machine can ‘never do anything really 
new.’ This may be parried for a moment with 
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the saw, ‘There is nothing new under the sun.’ 

Who can be certain that ‘original work’ that he 

has done was not simply the growth of the seed 

planted in him by teaching, or the effect of fol- 

lowing well-known general principles. A better 

variant of the objection says that a machine 

can never ‘take us by surprise.’ This statement 

is a more direct challenge and can be met di- 

rectly. Machines take me by surprise with great 

frequency. This is largely because I do not do 

sufficient calculation to decide what to expect 

them to do, or rather because, although I do a 

calculation, I do it in a hurried, slipshod fash- 

ion, taking risks. Perhaps I say to myself, ‘I 

suppose the voltage here ought to be the same 

as there: anyway let’s assume it is.’ Naturally I 

am often wrong, and the result is a surprise for 

me for by the time the experiment is done these 

assumptions have been forgotten. These admis- 

sions lay me open to lectures on the subject of 

my vicious ways, but do not throw any doubt 

on my credibility when I testify to the surprises 

I experience. 

I do not expect this reply to silence my critic. 

He will probably say that such surprises are due 

to some creative mental act on my part, and 

reflect no credit on the machine. This leads us 

back to the argument from consciousness, and 

far from the idea of surprise. It is a line of ar- 

gument we must consider closed, but it is per- 

haps worth remarking that the appreciation of 

something as surprising requires as much of 

a ‘creative mental act’ whether the surprising 

event originates from a man, a book, a machine 

or anything else. 

The view that machines cannot give rise to 

surprises is due, I believe, to a fallacy to which 

philosophers and mathematicians are particu- 

larly subject. This is the assumption that as 

soon as a fact is presented to a mind all conse- 

quences of that fact spring into the mind simul- 

taneously with it. It is a very useful assumption 

under many circumstances, but one too easily 

forgets that it is false. A natural consequence 

of doing so is that one then assumes that there 

is no virtue in the mere working out of conse- 

quences from data and general principles. 

(7) Argument from Continuity in the Nervous 

System, The nervous system is certainly not a 

discrete—state machine. A small error in the in- 

formation about the size of a nervous impulse 

impinging on a neuron, may make a large dif- 

ference to the size of the outgoing impulse. It 

may be argued that, this being so, one cannot 

expect to be able to mimic the behaviour of the 

nervous system with a discrete-state system. 
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It is true that a discrete-state machine must be 

different from a continuous machine. But if we 

adhere to the conditions of the imitation game, 

the interrogator will not be able to take any ad- 

vantage of this difference. The situation can be 

made clearer if we consider some other simpler 

continuous machine. A differential analyser 

will do very well. (A differential analyser is a 

certain kind of machine not of the discrete-state 

type used for some kinds of calculation.) Some 

of these provide their answers in a typed form, 

and so are suitable for taking part in the game. 

It would not be possible for a digital computer 

to predict exactly what answers the differential 

analyser would give to a problem, but it would 

be quite capable of giving the right sort of 

answer. For instance, if asked to give the value 

of z (actually about 3-1416) it would be reason- 

able to choose at random between the values 

3-12, 3-13, 3-14, 3-15, 3-16 with the probabili- 
ties of 0-05, 0-15, 0-55, 0-19, 0-06 (say). Under 

these circumstances it would be very difficult 

for the interrogator to distinguish the differen- 

tial analyser from the digital computer. 

(8) The Argument from Informality of 

Behaviour. It 1s not possible to produce a set of 

rules purporting to describe what a man should 

do in every conceivable set of circumstances. 

One might for instance have a rule that one is 

to stop when one sees a red traffic light, and to 

go if one sees a green one, but what if by some 

fault both appear together? One may perhaps 

decide that it is safest to stop. But some fur- 

ther difficulty may well arise from this decision 

later. To attempt to provide rules of conduct 

to cover every eventuality, even those arising 

from traffic lights, appears to be impossible. 

With all this I agree. 

From this it is argued that we cannot be ma- 

chines. I shall try to reproduce the argument, 

but I fear I shall hardly do it justice. It seems 

to run something like this. ‘If each man had 

a definite set of rules of conduct by which he 

regulated his life he would be no better than a 

machine. But there are no such rules, so men 

cannot be machines.’ The undistributed middle 

is glaring. I do not think the argument is ever 

put quite like this, but I believe this is the argu- 

ment used nevertheless. There may however be 

a certain confusion between ‘rules of conduct’ 

and ‘laws of behaviour’ to cloud the issue. By 

‘rules of conduct’ I mean precepts such as ‘Stop 

if you see red lights’ on which one can act, and 

of which one can be conscious. By ‘laws of be- 

haviour’ I mean laws of nature as applied to a 

man’s body such as ‘if you pinch him he will 
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squeak.’ If we substitute ‘laws of behaviour 

which regulate his life’ for ‘laws of conduct 

by which he regulates his life’ in the argument 

quoted the undistributed middle is no longer 

insuperable. For we believe that it is not only 

true that being regulated by laws of behaviour 

implies being some sort of machine (though not 

necessarily a discrete-state machine), but that 

conyersely being such a machine implies being 

regulated by such laws. However, we cannot 

so easily convince ourselves of the absence 

of complete laws of behaviour as of complete 

rules of conduct. The only way we know of 

for finding such laws is scientific observation, 

and we certainly know of no circumstances 

under which we could say, ‘We have searched 

enough. There are no such laws.’ 

We can demonstrate more forcibly that any 

such statement would be unjustified. For sup- 

pose we could be sure of finding such laws if 

they existed. Then given a discrete-state ma- 

chine it should certainly be possible to discover 

by observation sufficient about it to predict 

its future behaviour, and this within a reason- 

able time, say a thousand years. But this does 

not seem to be the case. I have set up on the 

Manchester computer a small programme using 

only 1,000 units of storage, whereby the ma- 

chine supplied with one sixteen-figure number 

replies with another within two seconds. I 

would defy anyone to learn from these replies 

sufficient about the programme to be able to 

predict any replies to untried values. 

(9) The Argument from Extra-Sensory 

Perception. 1 assume that the reader is familiar 

with the idea of extra-sensory perception, and 

the meaning of the four items of it, viz. telepathy, 

clairvoyance, precognition and psycho-kinesis. 
These disturbing phenomena seem to deny all 

our usual scientific ideas. How we should like to 

discredit them! Unfortunately the statistical evi- 

dence, at least for telepathy, is overwhelming. 

It is very difficult to rearrange one’s ideas so as 

to fit these new facts in. Once one has accepted 
them it does not seem a very big step to believe 

in ghosts and bogies. The idea that our bodies 

move simply according to the known laws of 
physics, together with some others not yet dis- 
covered but somewhat similar, would be one of 
the first to go. 

This argument is to my mind quite a strong 
one. One can say in reply that many scientific 
theories seem to remain workable in practice, 
in spite of clashing with E.S.P.; that in fact one 
can get along very nicely if one forgets about it. 
This is rather cold comfort, and one fears that 
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thinking is just the kind of phenomenon where 

E.S.P. may be especially, relevant. 

A more specific argument based on E.S.P. 

might run as follows: ‘Let us play the imitation 

game, using as witnesses a man who is good as a 

telepathic receiver, and a digital computer. The 

interrogator can ask such questions as ‘What 

suit does the card in my right hand belong to?’ 

The man by telepathy or clairvoyance gives the 

right answer 130 times out of 400 cards. The 

machine can only guess at random, and perhaps 

gets 104 right, so the interrogator makes the 

right identification.’ There is an interesting pos- 

sibility which opens here. Suppose the digital 

computer contains a random number generator. 
Then it will be natural to use this to decide what 

answer to give. But then the random number 

generator will be subject to the psycho-kinetic 

powers of the interrogator. Perhaps this psycho- 

kinesis might cause the machine to guess right 

more often than would be expected on a proba- 

bility calculation, so that the interrogator might 

still be unable to make the right identification. 

On the other hand, he might be able to guess 

right without any questioning, by clairvoyance. 

With E.S.P. anything may happen. 

If telepathy is admitted it will be necessary 

to tighten our test up. The situation could be 

regarded as analogous to that which would 

occur if the interrogator were talking to him- 

self and one of the competitors was listening 

with his ear to the wall. To put the competitors 

into a ‘telepathy-proof room’ would satisfy all 

requirements. 

7. Learning Machines 

The reader will have anticipated that I have no 

very convincing arguments of a positive nature 

to support my views. If I had I should not have 

taken such pains to point out the fallacies in 

contrary views. Such evidence as I have I shall 

now give. 

Let us return for a moment to Lady Lovelace’s 

objection, which stated that the machine can 

only do what we tell it to do. One could say 

that a man can ‘inject’ an idea into the machine, 

and that it will respond to a certain extent and 

then drop into quiescence, like a piano string 

struck by a hammer. Another simile would be 

an atomic pile of less than critical size: an in- 

jected idea is to correspond to a neutron enter- 

ing the pile from without. Each such neutron 

will cause a certain disturbance which eventu- 

ally dies away. If, however, the size of the pile 
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is sufficiently increased, the disturbance caused 

by such an incoming neutron will very likely go 

on and on increasing until the whole pile is de- 

stroyed. Is there a corresponding phenomenon 

for minds, and is there one for machines? There 

does seem to be one for the human mind. The 

majority of them seem to be ‘sub-critical’ i.e. 

to correspond in this analogy to piles of sub- 

critical size. An idea presented to such a mind 

will on average give rise to less than one idea in 

reply. A smallish proportion are super-critical. 

An idea presented to such a mind may give 

rise to a whole ‘theory’ consisting of second- 

ary, tertiary and more remote ideas. Animals 

minds seem to be very definitely sub-critical. 

Adhering to this analogy we ask, ‘Can a ma- 

chine be made to be super-critical?’ 

The ‘skin of an onion’ analogy is also help- 

ful. In considering the functions of the mind or 

the brain we find certain operations which we 

can explain in purely mechanical terms. This 

we say does not correspond to the real mind: 

it is a sort of skin which we must strip off if 

we are to find the real mind. But then in what 

remains we find a further skin to be stripped off, 

and so on. 

Proceeding in this way do we ever come to 

the ‘real’ mind, or do we eventually come to the 

skin which has nothing in it? In the latter case 

the whole mind is mechanical. (It would not be 

a discrete-state machine however. We have dis- 

cussed this.) 

These last two paragraphs do not claim to 

be convincing arguments. They should rather 

be described as ‘recitations tending to produce 

belief.’ 

The only really satisfactory support that can 

be given for the view expressed at the begin- 

ning of section 6, will be that provided by wait- 

ing for the end of the century and then doing the 

experiment described. But what can we say in 

the meantime? What steps should be taken now 

if the experiment is to be successful? 

As I have explained, the problem is mainly 

one of programming. Advances in engineering 

will have to be made too, but it seems unlikely 

that these will not be adequate for the require- 

ments. Estimates of the storage capacity of the 

brain vary from 10'° to 10! binary digits. I in- 
cline to the lower values and believe that only a 

very small fraction is used for the higher types 

of thinking. Most of it is probably used for the 

retention of visual impressions. I should be 

surprised if more than 10’ was required for sat- 

isfactory playing of the imitation game, at any 

rate against a blind man. (Note—The capacity 
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of the Encyclopaedia Britannica, 11th edition, 

is 2 x 10°.) A storage capacity of 10’ would be 
a very practicable possibility even by present 

techniques. It is probably not necessary to in- 

crease the speed of operations of the machines 

at all. Parts of modern machines which can be 

regarded as analogues of nerve cells work about 

a thousand times faster than the latter. This 

should provide a ‘margin of safety’ which could 

cover losses of speed arising in many ways. Our 

problem then is to find out how to programme 

these machines to play the game. At my pres- 

ent rate of working I produce about a thousand 

digits of programme a day, so that about sixty 

workers, working steadily through the fifty 

years might accomplish the job, if nothing went 

into the waste-paper basket. Some more expedi- 

tious method seems desirable. 

In the process of trying to imitate an adult 

human mind we are bound to think a good 

deal about the process which has brought it 

to the state that it is in. We may notice three 

components, 

(a) The initial state of the mind, say at 

birth, 

(b) The education to which it has been 

subjected, 

(c) Other experience, not to be described 

as education, to which it has been 

subjected. 

Instead of trying to produce a programme 

to simulate the adult mind, why not rather try 

to produce one which simulates the child’s? 

If this were then subjected to an appropriate 

course of education one would obtain the adult 

brain. Presumably the child-brain is something 

like a note-book as one buys it from the statio- 

ners. Rather little mechanism, and lots of blank 

sheets. (Mechanism and writing are from our 

point of view almost synonymous.) Our hope 

is that there is so little mechanism in the child- 

brain that something like it can be easily pro- 

grammed. The amount of work in the education 

we can assume, as a first approximation, to be 

much the same as for the human child. 

We have thus divided our problem into two 

parts. The child-programme and the educa- 

tion process. These two remain very closely 

connected. We cannot expect to find a good 

child-machine at the first attempt. One must ex- 

periment with teaching one such machine and 

see how well it teams. One can then try another 

and see if it is better or worse. There is an obvi- 

ous connection between this process and evolu- 

tion, by the identifications 
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Structure of the child machine = Hereditary 

material 
Changes of the child-machine = Mutations 

Natural selection = Judgment of the 

experimenter 

One may hope, however, that this process will 

be more expeditious than evolution. The sur- 

vival of the fittest is a slow method for mea- 

suring advantages. The experimenter, by the 

exercise of intelligence, should be able to speed 

it up. Equally important is the fact that he is not 

restricted to random mutations. If he can trace a 

cause for some weakness he can probably think 

of the kind of mutation which will improve it. 

It will not be possible to apply exactly the 

same teaching process to the machine as to a 

normal child. It will not, for instance, be pro- 

vided with legs, so that it could not be asked to 

go out and fill the coal scuttle. Possibly it might 

not have eyes. But however well these deficien- 

cies might be overcome by clever engineering, 

one could not send the creature to school with- 

out the other children making excessive fun of 

it. It must be given some tuition. We need not 

be too concerned about the legs, eyes, etc. The 

example of Miss Helen Keller shows that edu- 

cation can take place provided that communi- 

cation in both directions between teacher and 

pupil can take place by some means or other. 

We normally associate punishments and 

rewards with the teaching process. Some 

simple child-machines can be constructed or 

programmed on this sort of principle. The 

machine has to be so constructed that events 

which shortly preceded the occurrence of a 
punishment-signal are unlikely to be repeated, 

whereas a reward-signal increased the prob- 

ability of repetition of the events which led up 

to it. These definitions do not presuppose any 

feelings on the part of the machine. I have done 

some experiments with one such child-machine, 

and succeeded in teaching it a few things, but 

the teaching method was too unorthodox for the 

experiment to be considered really successful. 

The use of punishments and rewards can at 
best be a part of the teaching process. Roughly 
speaking, if the teacher has no other means of 
communicating to the pupil, the amount of in- 
formation which can reach him does not exceed 
the total number of rewards and punishments 
applied. By the time a child has learnt to repeat 
‘Casabianca’ he would probably feel very 
sore indeed, if the text could only be discoy- 
ered by a “Twenty Questions’ technique, every 
‘NO’ taking the form of a blow. It is necessary 
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therefore to have some other ‘unemotional’ 

channels of communication. If these are avail- 

able it is possible to teach a machine by pun- 

ishments and rewards to obey orders given 

in some language, e.g. a symbolic language. 

These orders are to be transmitted through the 

‘unemotional’ channels. The use of this lan- 

guage will diminish greatly the number of pun- 

ishments and rewards required. 

Opinions may vary as to the complexity 

which is suitable in the child machine. One 

might try to make it as simple as possible consis- 

tently with the general principles. Alternatively 

one might have a complete system of logical 

inference ‘built in.’ In the latter case the store 

would be largely occupied with definitions and 

propositions. The propositions would have var- 

ious kinds of status, e.g. well-established facts, 

conjectures, mathematically proved theorems, 

statements given by an authority, expressions 

having the logical form of proposition but not 

belief-value. Certain propositions may be de- 

scribed as ‘imperatives.’ The machine should 

be so constructed that as soon as an imperative 

is classed as ‘well-established’ the appropriate 

action automatically takes place. To illustrate 

this, suppose the teacher says to the machine, 

‘Do your homework now.’ This may cause 

‘Teacher says ‘Do your homework now’ ‘to 

be included amongst the well-established facts. 

Another such fact might be,’ Everything that 

teacher says is true.’ Combining these may 

eventually lead to the imperative, ‘Do your 

homework now’ being included amongst the 

well-established facts, and this, by the construc- 

tion of the machine, will mean that the home- 

work actually gets started, but the effect is very 

satisfactory. The processes of inference used by 

the machine need not be such as would satisfy 

the most exacting logicians. There might for in- 

stance be no hierarchy of types. But this need 

not mean that type fallacies will occur, any 

more than we are bound to fall over unfenced 

cliffs. Suitable imperatives (expressed within 

the systems, not forming part of the rules of the 

system) such as ‘Do not use a class unless it is 

a subclass of one which has been mentioned by 

teacher’ can have a similar effect to ‘Do not go 

too near the edge.’ 

The imperatives that can be obeyed by a 

machine that has no limbs are bound to be of 

a rather intellectual character, as in the exam- 

ple (doing homework) given above. Important 

amongst such imperatives will be ones which 

regulate the order in which the rules of the logi- 

cal system concerned are to be applied. For at 
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each stage when one is using a logical system, 

there is a very large number of alternative steps, 

any of which one is permitted to apply, so far as 

obedience to the rules of the logical system is 

concerned. These choices make the difference 

between a brilliant and a footling reasoner, not 

the difference between a sound and a fallacious 
one. Propositions leading to imperatives of this 

kind might be ‘When Socrates is mentioned, 

use the syllogism in Barbara’ or ‘If one method 

has been proved to be quicker than another, do 

not use the slower method.’ Some of these may 

be ‘given by authority’ but others may be pro- 

duced by the machine itself, e.g. by scientific 

induction. 

The idea of a learning machine may appear 

paradoxical to some readers. How can the rules 

of operation of the machine change? They 

should describe completely how the machine 

will react whatever its history might be, what- 

ever changes it might undergo. The rules are 

thus quite time-invariant. This is quite true. 

The explanation of the paradox is that the rules 
which get changed in the learning process are of 

a rather less pretentious kind, claiming only an 

ephemeral validity. The reader may draw a par- 

allel with the Constitution of the United States. 

An important feature of a learning machine is 

that its teacher will often be very largely igno- 

rant of quite what is going on inside, although 

he may still be able to some extent to predict 

his pupil’s behaviour. This should apply most 

strongly to the later education of a machine aris- 

ing from a child-machine of well-tried design 
(or programme). This is in clear contrast with 

normal procedure when using a machine to do 

computations: one’s object is then to have a 

clear mental picture of the state of the machine 

at each moment in the computation. This object 

can only be achieved with a struggle. The view 

that ‘the machine can only do what we know 

how to order it to do’* appears strange in face of 

this. Most of the programmes which we can put 

into the machine will result in its doing some- 

thing that we cannot make sense of at all, or 

which we regard as completely random behay- 

iour. Intelligent behaviour presumably consists 

in a departure from the completely disciplined 

behaviour involved in computation, but a rather 

slight one, which does not give rise to random 

behaviour, or to pointless repetitive loops. 

Another important result of preparing our ma- 

chine for its part in the imitation game by a 

process of teaching and learning is that “human 

fallibility’ is likely to be omitted in a rather 

natural way, i.e. without special ‘coaching.’ 
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Processes that are learnt do not produce a hun- 

dred per cent, certainty of result; if they did they 

could not be unlearnt. 
It is probably wise to include a random el- 

ement in a learning machine (see p. 438). A 

random element is rather useful when we are 

searching for a solution of some, problem. 

Suppose for instance we wanted to find a 

number between 50 and 200 which was equal 

to the square of the sum of its digits, we might 

start at 51 then try 52 and go on until we got 

a number that worked. Alternatively we might 

choose numbers at random until we got a good 

one. This method has the advantage that it is 

unnecessary to keep track of the values that 

have been tried, but the disadvantage that one 

may try the same one twice, but this is not very 

important if there are several solutions. The 

systematic method has the disadvantage that 

there may be an enormous block without any 

solutions in the region which has to be inves- 

tigated first. Now the learning process may be 

regarded as a search for a form of behaviour 

which will satisfy the teacher (or some other 
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criterion). Since there is probably a very large 

number of satisfactory solutions the random 

method seems to be better than the systematic. 

It should be noticed that it is used in the analo- 

gous process of evolution. But there the sys- 

tematic method is not possible. How could one 

keep track of the different genetical combina- 

tions that had been tried, so as to avoid trying 

them again? 

We may hope that machines will eventu- 

ally compete with men in all purely intellectual 

fields. Bat which are the best ones to start with? 

Even this is a difficult decision. Many people 

think that a very abstract activity, like the play- 

ing of chess, would be best. It can also be main- 

tained that it is best to provide the machine with 

the best sense organs that money can buy, and 

then teach it to understand and speak English. 

This process could follow the normal teaching of 

a child. Things would be pointed out and named, 

etc. Again I do not know what the right answer 

is, but I think both approaches should be tried. 
We can only see a short distance ahead, but 

we can see plenty there that needs to be done. 
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NOTES 

I. Possibly this view is heretical, St. Thomas Aquinas 

(Summa Theologica, quoted by Bertrand Russell, 
p. 480) states that God cannot make a man to have 

no soul, But this may not be a real restriction on His 

powers, but only a result of the fact that men’s souls 

are immortal, and therefore indestructible. 

2. Authors’ names in italics refer to the bibliography. 
3, Or rather ‘programmed in’ for our child-machine 

will be programmed in a digital computer. But the 
logical system will not have to be learnt. 

4. Compare Lady Lovelace’s statement (p. 490), which 
does not contain the word ‘only.’ 



Minds, Brains, and Programs 

John R. Searle 

What psychological and philosophical  sig- 

nificance should we attach to recent efforts at 

computer simulations of human cognitive ca- 

pacities? In answering this question, I find it 

useful to distinguish what I will call ‘strong’ 

AI from ‘weak’ or ‘cautious’ AI (Artificial 

Intelligence). According to weak AI, the prin- 

cipal value of the computer in the study of the 

mind is that it gives us a very powerful tool. 

For example, it enables us to formulate and test 

hypotheses in a more rigorous and precise fash- 

ion. But according to strong AI, the computer 

is not merely a tool in the study of the mind; 

rather, the appropriately programmed computer 

really is a mind, in the sense that computers 

given the right programs can be literally said to 

understand and have other cognitive states. In 

strong AI, because the programmed computer 

has cognitive states, the programs are not mere 

tools that enable us to test psychological expla- 

nations; rather, the programs are themselves the 

explanations. 

I have no objection to the claims of weak AI, 

at least as far as this article is concerned. My 

discussion here will be directed at the claims I 

have defined as those of strong AI, specifically 

th at the appropriately programmed _the claim that the appropriately programmed _ 

~_the programs thereby explain human cognition. 
When I hereafter refer to AI, I have in mind 

the strong version, as expressed by these two 

claims. 
I will consider the work of Roger Schank and 

his colleagues at Yale (Schank and Abelson 

1977), because I am more familiar with it than 

I am with any other similar claims, and because 

it provides a very clear example of the sort of 

work I wish to examine. But nothing that fol- 

lows depends upon the details of Schank’s 

programs. The same arguments would apply 

to Winograd’s SHRDLU (Winograd 1973), 

Weizenbaum’s ELIZA (Weizenbaum 1965), 

and indeed any Turing machine simulation of 

human mental phenomena. 
Very briefly, and leaving out the various de- 

tails, one can describe Schank’s progr s fol- 

human ability to understand stories. It is charac- 

teristic man beings” story—understanding 

_capacity that they can answer questions about 
the story even though the information that they 

following story: ‘A man went into a restau- 

rant and ordered a hamburger. When the ham- 

burger arrived it was burned to a crisp, and 
the man stormed out of the restaurant angrily, 

without paying for the hamburger or leaving a 

tip.’ Now, if you are asked ‘Did the man eat 

the hamburger?’ you will presumably answer, 

‘No, he did not.’ Similarly, if you are given the 

following story: ‘A man went into a restaurant 

and ordered a hamburger; when the hamburger 

came he was very pleased with it; and as he left 

the restaurant he gave the waitress a large tip 

before paying his bill,’ and you are asked the 

question, “Did the man eat the hamburger?,’ 

you will presumably answer, “Yes, he ate the 

hamburger.” Now Schank’s machines can 

similarly answer questions about restaurants 

in this fashion. To do this, they have a ‘repre- 

sentation’ of the sort of information that human 
beings have about restaurants, which enables 

them to answer such questions as those above, 

given these sorts of stories. When the machine 

is given the story and then asked the question, 

the machine will print out answers of the sort 

that we would expect human beings to give if 

told similar stories. Partisans of strong AI claim 

that in this question and answer sequence the 

machine is not only simulating a human ability 

but also 

1. that the machine can literally be said to un- 

derstand the story and provide the answers 

to questions, and 

2. that what the machine and its program do 

explains the human ability to understand 

the story and answer questions about it. 

Both claims seem to me to be totally unsup- 

ported by Schank’s' work, as I will attempt to 
show in what follows. 

One way to test any theory of the mind is to 

ask oneself what it would be like if my mind 

From Behavioral and Brain Sciences 3: 417-424, 1980. Reprinted by permission of the publisher. 
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actually worked on the principles that the 

theory says all minds work on. Let us apply this 

test to the Schank program with the following 

Gedankenexperiment. Suppose that I’m locked 

in a room and given a large batch of Chinese 

writing. Suppose furthermore (as is indeed the 

case) that I know no Chinese, either written or 

spoken, and that I’m not even confident that I 

could recognize Chinese writing as Chinese 

writing distinct from, say, Japanese writing or 

meaningless squiggles. To me, Chinese writ- 

ing is just so many meaningless squiggles. 

Now suppose further that after this first batch 

of Chinese writing I am given a second batch 

of Chinese script together with a set of rules 

for correlating the second batch with the first 

batch. The rules are in English, and I under- 

stand these rules as well as any other native 

speaker of English. They enable me to cor- 

relate one set of formal symbols with another 

set of formal symbols, and all that ‘formal’ 

means here is that I can identify the symbols 

entirely by their shapes. Now suppose also 

that I am given a third batch of Chinese sym- 

bols together with some instructions, again in 

English, that enable me to correlate elements of 

this third batch with the first two batches, and 

these rules instruct me how to give back certain 

Chinese symbols with certain sorts of shapes 

in response to certain sorts of shapes given me 

in the third batch. Unknown to me, the people 

who are giving me all of these symbols call the 

first batch ‘a script,’ they call the second batch a 

‘story,’ and they call the third batch ‘questions.’ 

Furthermore, they call the symbols I give them 

back in response to the third batch ‘answers to 

the questions,’ and the set of rules in English 

that they gave me, they call ‘the program.’ Now 

just to complicate the story a little, imagine that 

these people also give me stories in English, 
which I understand, and they then ask me ques- 

tions in English about these stories, and I give 

them back answers in English. Suppose also 

that after a while I get so good at following the 

instructions for manipulating the Chinese sym- 

bols and the programmers get so good at writ- 

ing the programs that from the external point of 

view—that is, from the point of view of some- 

body outside the room in which I am locked— 

my answers to the questions are absolutely 

indistinguishable from those of native Chinese 

speakers. Nobody just looking at my answers 

can tell that I don’t speak a word of Chinese. 

Let us also suppose that my answers to the 

English questions are, as they no doubt would 

be, indistinguishable from those of other native 
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English speakers, for the simple reason that I 

am a native English speaker. From the external 

point of view—from the point of view of some- 

one reading my ‘answers’—the answers to the 

Chinese questions and the English questions are 

equally good. But in the Chinese case, unlike 

the English case, I produce the answers by ma- 

nipulating uninterpreted formal symbols. As far 

as the Chinese is concerned, I simply behave 

like a computer; I perform computational op- 

erations on formally specified elements. For the 

purposes of the Chinese, I am simply an instan- 

tiation of the computer program. 

Now the claims made by strong AI are that 

the programmed computer understands the 

stories and that the program in some sense ex- 

plains human understanding. But we are now 

in a position to examine these claims in light of 

our thought experiment. 

1. As regards the first claim, it seems to me 

quite obvious in the example that I do not 

understand a word of the Chinese stories. 

I have inputs and outputs that are indistin- 

guishable from those of the native Chinese 

speaker, and I can have any formal program 

you like, but I still understand nothing. For 

the same reasons, Schank’s computer un- 

derstands nothing of any stories, whether 

in Chinese, English, or whatever, since in 

the Chinese case the computer is me, and 

in cases where the computer is not me, the 

computer has nothing more than I have in 

the case where I understand nothing. 

2. As regards the second claim, that the 

program explains human understanding, 

we can see that the computer and its pro- 

gram do not provide sufficient conditions 

of understanding since the computer and 

the program are functioning, and there is 

no understanding. But does it even pro- 

vide a necessary condition or a significant 

contribution to understanding? One of the 

claims made by the supporters of strong 

AI is that when I understand a story in 

English, what I am doing is exactly the 

same—or perhaps more of the same— 

as what I was doing in manipulating the 

Chinese symbols. It is simply more formal 

symbol manipulation that distinguishes 

the case in English, where I do understand, 
from the case in Chinese, where I don’t. 
I have not demonstrated that this claim is 
false, but it would certainly appear an in- 
credible claim in the example. Such plau- 
sibility as the claim has derives from the 
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supposition that we can construct a pro- 

gram that will have the same inputs and 

outputs as native speakers, and in addition 

we assume that speakers have some level 

of description where they are also instan- 

tiations of a program. On the basis of these 

two assumptions we assume that even if 

Schank’s program isn’t the whole story 

about understanding, it may be part of the 

story. Well, I suppose that is an empirical 

possibility, but not the slightest reason has 

so far been given to believe that it is true, 

since what is suggested—though certainly 

not demonstrated—by the example is that 

the computer program is simply irrelevant 

to my understanding of the story. In the 

Chinese case I have everything that artifi- 

cial intelligence can put into me by way of 

a program, and I understand nothing; in the 

English case | understand everything, and 

there is so far no reason at all to suppose 

that my understanding has anything to do 

with computer programs, that is, with com- 

putational operations on purely formally 

specified elements. As long as the program 

is defined in terms of computational opera- 

tions on purely formally defined elements, 

what the example suggests is that these by 

themselves have no interesting connection 

with understanding. They are certainly not 

sufficient conditions, and not the slightest 

reason has been given to suppose that they 

are necessary conditions or even that they 

make a significant contribution to under- 

standing. Notice that the force of the argu- 

ment is not simply that different machines 

can have the same input and output while 

operating on different formal principles— 

that is not the point at all. Rather, whatever 

purely formal principles you put into the 

computer, they will not be sufficient for 

understanding, since a human will be able 

to follow the formal principles without un- 

derstanding anything. No reason whatever 

has been offered to suppose that such prin- 

ciples are necessary or even contributory, 

since no reason has been given to suppose 

that when I understand English I am oper- 

ating with any formal program at all. 

Well, then, what is it that I have in the case 

of the English sentences that I do not have in 

the case of the Chinese sentences? The obvious 

answer is that I know what the former mean, 

while I haven’t the faintest idea what the latter 

mean. But in what does this consist and why 
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couldn’t we give it to a machine, whatever it 

is? I will return to this question later, but first I 

want to continue with the example. 

I have had the occasions to present this exam- 

ple to several workers in artificial intelligence, 

and, interestingly, they do not seem to agree on 

what the proper reply to it is. | get a surpris- 

ing variety of replies, and in what follows I will 

consider the most common of these (specified 

along with their geographic origins). 

But first I want to block some common mis- 

understandings about ‘understanding’; in many 

of these discussions one finds a lot of fancy 

footwork about the word ‘understanding.’ My 

critics point out that there are many different 

degrees of understanding; that ‘understanding’ 

is not a simple two-place predicate; that there 

are even different kinds and levels of under- 

standing, and often the law of excluded middle 

doesn’t even apply in a straightforward way to 

statements of the form ‘x understands y’; that 

in many cases it is a matter for decision and not 

a simple matter of fact whether x understands 

y; and so on. To all of these points I want to 

say: of course, of course. But they have nothing 
to do with the points at issue. There are clear 

cases in which ‘understanding’ literally applies 

and clear cases in which it does not apply; and 

these two sorts of cases are all I need for this 

argument.’ I understand stories in English; to a 

lesser degree I can understand stories in French; 

to a still lesser degree, stories in German; and 

in Chinese, not at all. My car and my adding 

machine, on the other hand, understand noth- 

ing; they are not in that line of business. We 

often attribute ‘understanding’ and other cog- 

nitive predicates by metaphor and analogy to 

cars, adding machines, and other artifacts, but 

nothing is proved by such attributions. We say, 

‘The door blows when to open because of its 

photoelectric cell,’ ‘The adding machine knows 

how (understands how, is able) to do addition 

and subtraction but not division,’ and “The ther- 

mostat perceives chances in the temperature.’ 

The reason we make these attributions is quite 

interesting, and it has to do with the fact that 

in artifacts we extend our own intentionally;* 

our tools are extensions of our purposes, and so 

we find it natural to make metaphorical attribu- 

tions of intentionality to them; but I take it no 

philosophical ice is cut by such examples. The 

sense in which an automatic door ‘understands 

instructions’ from its photoelectric cell is not at 

all the sense in which I understand English. If 

the sense in which Schank’s programmed com- 

puters understand stories is supposed to be the 
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metaphorical sense in which the door under- 

stands, and not the sense in which I understand 

English, the issue would not be worth discuss- 

ing. But Newell and Simon 1963 write that the 

kind of cognition they claim for computers is 

exactly the same as for human beings. I like the 

straightforwardness of this claim, and it is the 

sort of claim I will be considering. Lwill argue 

that in the literal sense the programmed com- 

puter understands what the car and the adding 

The computer understanding is not just (like 
my understanding of German) partial or incom- 

plete; it is zero. Ng) 

Now to the replies: 
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|. The systems reply 
(Berkeley). 

‘While it is true that the individual person who 

is locked in the room does not understand the 

story, the fact is that he is merely part of a whole 

system, and the system does understand the 

story. The person has a large ledger in front of 

him in which are written the rules, he has a lot of 

scratch paper and pencils for doing calculations, 

he has ‘data banks’ of sets of Chinese symbols. 

Now, understanding is not being ascribed to the 

mere individual; rather it is being ascribed to 

this whole system of which he is a part.’ 

My response to the systems theory is quite 

simple; let the individual internalize all of these 

elements of the system. He memorizes the rules 

in the ledger and the data banks of Chinese 

symbols, and he does all the calculations in his 

head. The individual then incorporates the entire 

system. There isn’t anything at all to the system 

that he does not encompass. We can even get 

rid of the room and suppose he works outdoors. 

All the same, he understands nothing of the 

Chinese, and a fortiori neither does the system, 

because there isn’t anything in the system that 

isn’t in him. If he doesn’t understand, then there 

is no way the system could understand because 

the system is just a part of him. 

Actually I feel somewhat embarrassed to give 

even this answer to the systems theory because 

the theory seems to me so implausible to start 

with. The idea is that while a person doesn’t un- 

derstand Chinese, somehow the conjunction of 

that person and bits of paper might understand 

Chinese. It is not easy for me to imagine how 

someone who was not in the grip of an ideol- 

ogy would find the idea at all plausible. Still, 

I think many people who are committed to the 
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ideology of strong AI will in the end be inclined 

to say something very much like this; so let us 

pursue it a bit further. According to one version 

of this view, while the man in the internalized 

systems example doesn’t understand Chinese 

in the sense that a native Chinese speaker does 

(because, for example, he doesn’t know that the 

story refers to restaurants and hamburgers, etc.), 

still ‘the man as a formal symbol manipulation 

system’ really does understand Chinese. The 

subsystem of the man that is the formal symbol 

manipulation system for Chinese should not be 

confused with the subsystem for English. 

So there are really two subsystems in the man; 

one understands English, the other Chinese, and 

‘it’s just that the two systems have little to do 

with each other.’ But, I want to reply, not only 

do they have little to do with each other, they 

are not even remotely alike. The subsystem that 

understands English (assuming we allow our- 

selves to talk in this jargon of ‘subsystems’ for 

a moment) knows that the stories are about res- 

taurants and eating hamburgers, he knows that 

he is being asked questions about restaurants 

and that he is answering questions as best he can 

by making various inferences from the content 

of the story, and so on. But the Chinese system 

knows none of this. Whereas the English sub- 

system knows that ‘hamburgers’ refers to ham- 

burgers, the Chinese subsystem knows only that 

‘squiggle squiggle’ is followed by ‘squoggle 

squoggle.’ All he knows is that various formal 

symbols are being introduced at one end and ma- 

nipulated according to rules written in English, 

and other symbols are going out at the other end. 

The whole point of the original example was to 

argue that such symbol manipulation by itself 

couldn’t be sufficient for understanding Chinese 

in any literal sense because the man could write 

‘squoggle squoggle’ after ‘squiggle squiggle’ 
without understanding anything in Chinese. 

And it doesn’t meet that argument to postulate 

subsystems within the man, because the subsys- 

tems are no better off than the man was in the 

first place; they still don’t have anything even 

remotely like what the English-speaking man 

(or subsystem) has. Indeed, in the case as de- 

scribed, the Chinese subsystem is simply a part 
of the English subsystem, a part that engages in 
meaningless symbol manipulation according to 
rules in English. 

Let us ask ourselves what is supposed to mo- 
tivate the systems reply in the first place; that is, 
what independent grounds are there supposed 
to be for saying that the agent must have a sub- 
system within him that literally understands 
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stories in Chinese? As far as I can tell the only 

grounds are that in the example I have the same 

input and output as native Chinese speakers 

and a program that goes from one to the other. 

But the whole point of the examples has been 

to try to show that that couldn’t be sufficient 

for understanding, in the sense in which I un- 

derstand stories in English, because a person, 

and hence the set of systems that go to make 

up a person, could have the right combination 

of input, output, and program and still not un- 

derstand anything in the relevant literal sense 

in which I understand English. The only mo- 

tivation for saying there must be a subsystem 

in me that understands Chinese is that I have 

a program and I can pass the Turing test; I can 

fool native Chinese speakers. But precisely 

one of the points at issue is the adequacy of the 

Turing test. The example shows that there could 

be two ‘systems,’ both of which pass the Turing 

test, but only one of which understands; and it 

is no argument against this point to say that 

since they both pass the Turing test they must 

both understand, since this claim fails to meet 

the argument that the system in me that under- 

stands English has a great deal more than the 

system that merely processes Chinese. In short, 

the systems reply simply begs the question by 

insisting without argument that the system must 

understand Chinese. 

Furthermore, the systems reply would appear 

to lead to consequences that are independently 

absurd. If we are to conclude that there must 

be cognition in me on the grounds that I have a 

certain sort of input and output and a program 

in between, then it looks like all sorts of non- 

cognitive subsystems are going to turn out to 

be cognitive. For example, there is a level of 

description at which my stomach does informa- 

tion processing, and it instantiates any number 

of computer programs, but I take it we do not 

want to say that it has any understanding [cf. 

Pylyshyn, “Computation and Cognitition” 

BBS 3, no. 1 (1980)]. But if we accept the sys- 

tems reply, then it is hard to see how we avoid 

saying that stomach, heart, liver, and so on, are 

all understanding subsystems, since there is no 

principled way to distinguish the motivation 

for saying the Chinese subsystem understands 

from saying that the stomach understands. It 

is, by the way, not an answer to this point to 

say that the Chinese system has information 

as input and output and the stomach has food 

and food products as input and output, since 

from the point of view of the agent, from my 

point of view, there is no information in either 
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the food or the Chinese—the Chinese is just so 

many meaningless squiggles. The information 

in the Chinese case is solely in the eyes of the 

programmers and the interpreters, and there is 

nothing to prevent them from treating the input 

and output of my digestive organs as informa- 

tion if they so desire. 

This last point bears on some independent 

problems in strong AI, and it is worth digress- 

ing for a moment to explain it. If strong AI is 

to be a branch of psychology, then it must be 

able to distinguish those systems that are genu- 

inely mental from those that are not. It must be 

able to distinguish the principles on which the 

mind works from those on which nonmental 

systems work; otherwise it will offer us no ex- 

planations of what is specifically mental about 

the mental. And the mental-nonmental distinc- 

tion cannot be just in the eye of the beholder 

but it must be intrinsic to the systems; otherwise 

it would be up to any beholder to treat people 

as nonmental and, for example, hurricanes as 

mental if he likes. But quite often in the AT lit- 

erature the distinction is blurred in ways that 

would in the long run prove disastrous to the 

claim that AI is a cognitive inquiry. McCarthy, 

for example, writes, ‘Machines as simple as 

thermostats can be said to have beliefs, and 

having beliefs seems to be a characteristic of 

most machines capable of problem solving 

performance’ (McCarthy 1979). Anyone who 

thinks strong AI has a chance as a theory of the 

mind ought to ponder the implications of that 

remark. We are asked to accept it as a discov- 

ery of strong AI that the hunk of metal on the 

wall that we use to regulate the temperature 

has beliefs in exactly the same sense that we, 

our spouses, and our children have beliefs, and 

furthermore that ‘most’ of the other machines 

in the room—telephone, tape recorder, adding 

machine, electric light switch,—also have be- 

liefs in this literal sense. It is not the aim of this 

article to argue against McCarthy’s point, so I 

will simply assert the following without argu- 

ment. The study of the mind starts with such 

facts as that humans have beliefs, while thermo- 
stats, telephones, and adding machines don’t. 

If you get a theory that denies this point you 

have produced a counterexample to the theory 

and the theory is false. One gets the impression 

that people in AI who write this sort of thing 

think they can get away with it because they 

don’t really take it seriously, and they don’t 

think anyone else will either. I propose for a 

moment at least, to take it seriously. Think hard 

for one minute about what would be necessary 
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to establish that that hunk of metal on the wall 

over there had real beliefs, beliefs with direc- 

tion of fit, propositional content, and conditions 

of satisfaction; beliefs that had the possibility of 

being strong beliefs or weak beliefs; nervous, 

anxious, or secure beliefs; dogmatic, rational, 

or superstitious beliefs; blind faiths or hesitant 

cogitations; any kind of beliefs. The thermostat 

is not a candidate. Neither is stomach, liver, 

adding machine, or telephone. However, since 

we are taking the idea seriously, notice that 

its truth would be fatal to strong AI’s claim to 

be a science of the mind. For now the mind is 

everywhere. What we wanted to know is what 

distinguishes the mind from thermostats and 

livers. And if McCarthy were right, strong AI 

wouldn’t have a hope of telling us that. 

Il. The robot reply (Yale). 

‘Suppose we wrote a different kind of program 

from Schank’s program. Suppose we put a com- 

puter inside a robot, and this computer would 

not just take in formal symbols as input and 

give out formal symbols as output, but rather 

would actually operate the robot in such a way 

that the robot does something very much like 

perceiving, walking, moving about, hammer- 

ing nails, eating, drinking—anything you like. 

The robot would, for example, have a television 

camera attached to it that enabled it to ‘see,’ 

it would have arms and legs that enabled it to 

‘act,’ and all of this would be controlled by its 

computer ‘brain. ‘Such a robot would, unlike 

Schank’s computer, have genuine understand- 

ing and other mental states.’ 

The first thing to notice about the robot reply 

is that it tacitly concedes that cognition is not 

solely a matter of formal symbol manipulation, 

since this reply adds a set of causal relation with 

the outside world [cf. Fodor, “Methodological 

Solipsism,” BBS 3, no. 1 (1980)]. But the answer 

to the robot reply is that_the addition of such 

Foe and ‘motor’ capacities adds nothing 

y way of understanding, in particular, or inten- 

tionality, in general, to Schank’s original pro- 

gram. To see this, notice that the same thought 

experiment applies to the robot case. Suppose 

that instead of the computer inside the robot, 

you put me inside the room and, as in the origi- 

nal Chinese case, you give me more Chinese 

symbols with more instructions in English for 

matching Chinese symbols to Chinese symbols 

and feeding back Chinese symbols to the outside. 

Suppose, unknown to me, some of the Chinese 
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symbols that come to me come from a television 

camera attached to the robot and other Chinese 

symbols that I am giving out serve to make the 

motors inside the robot move the robot’s legs 

or arms. It is important to emphasize that all 

I am doing is manipulating formal symbols: I 

know none of these other facts. I am receiving 

‘information’ from the robot’s ‘perceptual’ ap- 

paratus, and I am giving out ‘instructions’ to its 

motor apparatus without knowing either of these 

facts. I am the robot’s homunculus, but unlike 

the traditional homunculus, I don’t know what’s 

going on. I don’t understand anything except the 

rules for symbol manipulation. Now in this case 

I want to say that the robot has no intentional 

states at all; it is simply moving about as a result 

of its electrical wiring and its program. And fur- 

thermore, by instantiating the program I have no 

intentional states of the relevant type. All I do 

is follow formal instructions about manipulating 

formal symbols. 

Ill. The brain simulator reply 
(Berkeley and M.I.T.). 

‘Suppose we design a program that doesn’t rep- 

resent information that we have about the world, 

such as the information in Schank’s scripts, but 

simulates the actual sequence of neuron firings 

at the synapses of the brain of a native Chinese 

speaker when he understands stories in Chinese 

and gives answers to them. The machine takes 

in Chinese stories and questions about them as 

input, it simulates the formal structure of actual 

Chinese brains in processing these stories, and 

it gives out Chinese answers as outputs. We can 

even imagine that the machine operates, not with 

a single serial program, but with a whole set of 

programs operating in parallel, in the manner 

that actual human brains presumably operate 

when they process natural language. Now surely 

in such a case we would have to say that the ma- 

chine understood the stories; and if we refuse 

to say that, wouldn’t we also have to deny that 
native Chinese speakers understood the stories? 
At the level of the synapses, what would or could 
be different about the program of the computer 
and the program of the Chinese brain?’ 

Before countering this reply I want to digress 
to note that it is an odd reply for any partisan of 
artificial intelligence (or functionalism, etc.) to 
make: I thought the whole idea of strong AI is 
that we don’t need to know how the brain works 
to know how the mind works. The basic hypoth- 
esis, or so I had supposed, was that there is a 
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level of mental operations consisting of com- 
putational processes over formal elements that 

constitute the essence of the mental and can be 

realized in all sorts of different brain processes, 

in the same way that any computer program can 

be realized in different computer hardwares: on 

the assumptions of strong AI, the mind is to the 

brain as the program is to the hardware, and thus 

we can understand the mind without doing neu- 

rophysiology. If we had to know how the brain 

worked to do AI, we wouldn’t bother with AI. 

However, even getting this close to the opera- 
tion of the brain is still not sufficient to produce 

~ understanding. To see this, imagine that instead 

of a monolingual man in a room shuffling sym- 

bols we have the man operate an elaborate set of 

water pipes with valves connecting them. When 

the man receives the Chinese symbols, he looks 

up in the program, written in English, which 

valves he has to turn on and off. Each water con- 

nection corresponds to a synapse in the Chinese 

brain, and the whole system is rigged up so that 

after doing all the right firings, that is after turn- 

ing on all the right faucets, the Chinese answers 

pop out at the output end of the series of pipes. 

Now where is the understanding in this 

system? It takes Chinese as input, it simulates the 

formal structure of the synapses of the Chinese 

brain, and it gives Chinese as output. But the 

man certainly doesn’t understand Chinese, and 

neither do the water pipes, and if we are tempted 

to adopt what I think is the absurd view that 

somehow the conjunction of man and water 

pipes understands, remember that in principle 

the man can internalize the formal structure of 

the water pipes and do all the ‘neuron firings’ 

in his imagination. The problem with the brain 

simulator is_ that Se Sen 
‘things about the brain. As long as it simulates 

only the formal structure of the sequence of 

neuron firings at the synapses, it won’t have 

simulated what matters about the brain, namely 

“its causal properties, its ability to produce inten- 
_ tional states. And that the formal properties are 

_ not sufficient for the causal properties is shown 

by the water pipe example: we can have all the 

“formal properties carved off from the relevant 
neurobiological causal properties. 

IV. The combination reply 
(Berkeley and Stanford). 

‘While each of the previous three replies might 

not be completely convincing by itself as a refu- 

tation of the Chinese room counterexample, if 

761 

you take all three together they are collectively 

much more convincing and even decisive. 

Imagine a robot with a brain-shaped computer 

lodged in its cranial cavity, imagine the com- 

puter programmed with all the synapses of a 

human brain, imagine the whole behavior of 

the robot is indistinguishable from human be- 

havior, and now think of the whole thing as 

a unified system and not just as a computer 

with inputs and outputs. Surely in such a case 

we would have to ascribe intentionality to the 

system.’ 

I entirely agree that in such a case we would 

find it rational and indeed irresistible to accept 

the hypothesis that the robot had intentional- 

ity, as long as we knew nothing more about it. 

Indeed, besides appearance and behavior, the 

other elements of the combination are really 

irrelevant. If we could build a robot whose be- 

havior was indistinguishable over a large range 

from human behavior, we would attribute in- 

tentionality to it, pending some reason not to. 

We wouldn’t need to know in advance that its 

computer brain was a formal analogue of the 

human brain. 

But I really don’t see that this is any help to the 

claims of strong AI; and here’s why: According 

to strong AI, instantiating a formal program 

with the right input and output is a sufficient 

condition of, indeed is constitutive of, inten- 

tionality. As Newell 1979 puts it, the essence of 

the mental is the operation of a physical symbol 

system. But the attributions of intentionality 

that we make to the robot in this example have 

nothing to do with formal programs._They are 

simply based on the assumption that if the robot 

must have imental states like ours that cause and 

are expressed by its behavior and it must have 

an inner mechanism capable of producing such’ 

mental states. If we knew independently how to 

account for its behavior without such assump- 

tions we would not attribute intentionality to it, 

especially if we knew it had a formal program. 

And this is precisely the point of my earlier 

reply to objection IL. 

Suppose we knew that the robot’s behavior 

was entirely accounted for by the fact that a man 

inside it was receiving uninterpreted formal 

symbols from the robot’s sensory receptors and 

sending out uninterpreted formal symbols to 

its motor mechanisms, and the man was doing 

this symbol manipulation in accordance with a 

bunch of rules. Furthermore, suppose the man 

knows none of these facts about the robot, all he 
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knows is which operations to perform on which 

meaningless symbols. In such a case we would 

regard the robot as an ingenious mechanical 

dummy. The hypothesis that the dummy has a 

mind would now be unwarranted and unnec- 

essary, for there is now no longer any reason 

to ascribe intentionality to the robot or to the 

system of which it is a part (except of course 

for the man’s intentionality in manipulating the 

symbols). The formal symbol manipulations go 

on, the input and output are correctly matched, 

but the only real locus of intentionality is the 

man, and he doesn’t know any of the relevant 

intentional states; he doesn’t, for example, see 

what comes into the robot’s eyes, he doesn’t 

intend to move the robot’s arm, and he doesn’t 

understand any of the remarks made to or by the 

robot. Nor, for the reasons stated earlier, does 

the system of which man and robot are a part. 

To see this point, contrast this case with cases 

in which we find it completely natural to ascribe 

intentionality to members of certain other pri- 

mate species such as apes and monkeys and to 

domestic animals such as dogs. The reasons 

we find it natural are, roughly, two: we can’t 

make sense of the animal’s behavior without 

the ascription of intentionality, and we can 

see that the beasts are made of similar stuff to 

ourselves—that is an eye, that a nose, this is its 

skin, and so on. Given the coherence of the ani- 

mal’s behavior and the assumption of the same 
causal stuff underlying it, we assume both that 

the animal must have mental states underlying 

its behavior, and that the mental states must be 

produced by mechanisms made out of the stuff 

that is like our stuff. We would certainly make 

similar assumptions about the robot unless we 
had some reason not to, but as soon as we knew 

that the behavior was the result of a formal pro- 

gram, and that the actual causal properties of the 

physical substance were irrelevant we would 

abandon the assumption of intentionality. [See 

“Cognition and Consciousness in Nonhuman 

Species,” BBS 1, no. 4 (1978).] 

There are two other responses to my example 

that come up frequently (and so are worth dis- 

cussing) but really miss the point. 

— 

V. The other minds reply 
(Yale). 

‘How do you know that other people under- 

stand Chinese or anything else? Only by their 

behavior. Now the computer can pass the be- 

havioral tests as well as they can (in principle), 
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so if you are going to attribute cognition to 

other people you must in principle also attribute 

it to computers.’ 
This pi caaenaan ae me really is only worth a short 

reply. The problem in this discussion is noty 

about how I know that other people have cogni- 
tive states, but rather what it is that I am attrib-y 
eR REPRE ie 

toythem, The thrust of the argument is that it 

t because the computationalypro- 
he 

It is no answer to this argument 

to feign anesthesia. In ‘cognitive sciences’ one 
presupposes the reality and knowability of the 

mental in the same way that in physical sci- 

ences one has to presuppose the reality and 

knowability of physical objects. 

The many mansions reply 
(Berkeley). 

“Your whole argument presupposes that Al 

is only about analogue and digital computers. 

But that just happens to be the present state of 

technology. Whatever these causal processes 

are that you say are essential for intentionality 

(assuming you are right), eventually we will be 

able to build devices that have these causal pro- 

cesses, and that will be artificial intelligence. So 

your arguments are in no way directed at the 

ability of artificial intelligence to produce and 

explain cognition.’ 

interest of the original claim made on behalf 

of artificial intelligence is that it was a pre- 

cise, well defined thesisiume 

that thesis. If the claim is redefined so that it is 

no longer that thesis, my objections no longer 
apply because there is no longer a testable hy- 
pothesis for them to apply to. 

Let us now return to the question I prom- 
ised I would try to answer: granted that in my 
original example I understand the English and 
I do not understand the Chinese, and granted 
therefore that the machine doesn’ t Bndemcay 
either english or eu S 

recnoan 
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give a machine the capacity to understand 

English or Chinese, since in an important sense 

machines. But I do see very strong arguments 

for saying that we could not give such a thing to » 
_ws@machine where the operation of the machine 4 
_ is defined solely in terms of computational pro# 

s; that is, 

where the operation of the machine is defined ° 
Hltis 

not because I am the instantiation of a computer 

program that I am able to understand English 

and have other forms of intentionality (I am, 

I suppose, the instantiation of any number of 

computer programs), but as far as we know it 

is becaus i i 
aii (i.e. chemical and physi- 

cal) structure, and this structure, under certain, 

And part of the 

point of the present argument is that 
thi 

. Perhaps other physical and 

chemical processes could produce exactly these 

effects; perhaps, for example, Martians also 

have intentionality but their brains are made of 

different stuff. That is an empirical question, 

rather like the question whether photosynthesis 

can be done by something with a chemistry dif- 

ferent from that of chlorophyll. 

But the main point of the present argument 

the i 

And any other causal properties that particu- 

lar realizations of the formal model have, are 

irrelevant to the formal model because we can 

always put the same formal model in a differ- 
ent realization where those causal properties 

are obviously absent. Even if, by some miracle, 
Chinese speakers exactly realize Schank’s pro- 

gram, we can put the same program in English 

speakers, water pipes, or computers, none 

of which understand Chinese, the program 

notwithstanding. 

What matters about brain operations is not 

the formal shadow cast by the sequence of 
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synapses but rather the actual properties of the 

sequences. All the arguments for the strong 

version of artificial intelligence that I have seen 

insist on drawing an outline around the shad- 

ows cast by cognition and then claiming that the 

shadows are the real thing. 

By way of concluding I want to try to state 

some of the general philosophical points im- 

plicit in the argument. For clarity I will try to do 

it in a question and answer fashion, and I begin 

with that old chestnut of a question: 

‘Could a machine think?’ 

The answer is, obviously, yes. We are pre- 

cisely such machines. 

“Yes, but could an artifact, a man-made ma- 

chine, think?’ 

Assuming it is possible to produce artificially 

a machine with a nervous system, neurons 

_with axons and dendrites, and all the rest of it, 

sufficiently like ours, again the answer to the 

question seems to be obviously, yes. If you can 

exactly duplicate the causes, you could dupli- 

cate the effects. And indeed it might be possible 

to produce consciousness, intentionality, and all 

the rest of it using some other sorts of chemical 

principles than those that human beings use. It 

is, as I said, an empirical question. 

‘OK, but could a digital computer think?’ 

If by ‘digital computer’ we mean anything at 

all that has a level of description where it can 

correctly be described as the instantiation of a 

computer program, then again the answer is, of 

course, yes, since we are the instantiations of 

any number of computer programs, and we can 

think. 

lely in vi ie ith 

the right sort of program? Could instantiating a 
program, the right program of course, by itself 

This I think is the right question to ask, though 

it is usually confused with one or more of the 

earlier questions, and the answertolitismom 
“Why not?’ 

Because the formal symbol manipulations by y 

i ; they 
are qui ; they aren’t even symbol 

manipulations, since the symbols don’t symbol- 

ize anything. In the linguistic jargon, they have 

only a syntax but no semantics. Such intention- 

ality as computers appear to have is solely in 

the minds of those who program them and those 

who use them, those who send in the input and 

those who interpret the output. 

The aim of the Chinese room example was 

to try to show this by showing that as soon as 
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we put something into the system that really 

does have intentionality (a man), and we pro- 

gram him with the formal program, you can see 

that the formal program carries no additional 

intentionality. It adds nothing, for example, to a 

man’s ability to understand Chinese. 

Precisely that feature of AI that seemed so 

appealing—the distinction between the pro- 

gram and the realization—proves fatal to the 

claim that simulation could be duplication. 

The distinction between the program and its re- 

alization in the hardware seems to be parallel 

to the distinction between the level of mental 

operations and the level of brain operations. 

ell if programs are in no way constitutive 

of mental processes, why have so many people 

believed the converse? That at least needs some 

explanation.’ 
I don’t really know the answer to that one. 

The idea that computer simulations could be the 

real thing ought to have seemed suspicious in the 

first place because th 1 

No one supposes that computer simulations of a 

five-alarm fire will burn the neighborhood down 

or that a computer simulation of a rainstorm 

will leave us all drenched. Why on earth would 

anyone suppose that a computer simulation of 

understanding actually understood anything? It 

is sometimes said that it would be frightfully 

hard to get computers to feel pain or fall in love, 

but love and pain are neither harder nor easier 

than cognition or anything else. For simula- 

tion, all you need is the right input and output 

and a program in the middle that transforms the 

former into the latter. That is all the computer 

has for anything it does. 

is pain, love, cognition, fires, or rainstorms. y 

But the equation, ‘mind is to brain as program 

is to hardware’ breaks down at several points, 

among them the following three: 

Weizenbaum 1976, chapter 2, for example, 
shows in detail how to construct a computer 

using a roll of toilet paper and a pile of small 

stones. Similarly, the Chinese story under- 

standing program can be programmed into 

a sequence of water pipes, a set of wind ma- 

chines, or a monolingual English speaker, none 

of which thereby acquires an understanding of 

Still, there are several reasons why AI must 

have seemed—and to many people perhaps 

still does seem—in some way to reproduce and 

thereby explain mental phenomena, and I be- 

lieve we will not succeed in removing these il- 

lusions until we have fully exposed the reasons 

that give rise to them. 
Chinese. Stones, toilet paper, wind, and water 

pipes are the wrong kind of stuff to have inten- 

tionality in the first place—only something thaty 

First, and perhaps most important, is a Con=")4 

‘4 many people in cognitive science 

believe that the human brain, with its mind, 

does something called ‘information process- 

ing,’ and analogously the computer with its 

program does information processing; but fires 

and rainstorms, on the other hand, don’t do in- 
- memorizing it won’t teach him Chinese. , formation processing at all. Dhus) fhowghethe™ 

, but a I 

the intentional states are not in that way formal. 

They are defined in terms of their content, not 

_ has the same causal powers as brains can have» 
intentionality—and though the English speaker, 
has the right kind of stuff for intentionality you » 
can easily see that he doesn’t get any extra in-, 
tentionality by memorizing the program, since? : 

lation to the mind and brain because when the® 
their form. The bélief that it is raining, for ex- 
ample, 

(see Searle 

1979), and the like. Indeed the belief as such 
hasn’t even got a formal shape in this syntac- 

tic sense, since one and the same belief can be 

given an indefinite number of different syntac- 

tic expressions in different linguistic systems. 

pPhird, as I mentioned before, mental”states” 

computer is properly programmed, ideally with 
the same program as the brain, the information 

ut the trouble with this argument 
is that it rests on an ambiguity in the notion 
of ‘information.’ In the sense in which people 
‘process information’ when they reflect, say, 
on problems in arithmetic or when they read 
and answer questions about stories, the pro- 
grammed computer does not do ‘information 
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processing.’ Rather; what it does is manipulate 
Saepateiiabe’s The fact that the programmer 

and the interpreter of the computer output use 

the symbols to stand for objects in the world is 

totally beyond the scope of the computer. The 

computer, to repeat, has a syntax but no seman- 
tics. Thus, if you type into the computer ‘2 plus 

2 equals?’ it will type out *4.’ But it has no idea 

that *4’ means 4 or that it means any ine at all. 

All the computer has 
is more symbols. The introduction of the notion 

of ‘information processing’ therefore produces 

a dilemma: either we construe the notion of 
‘information processing’ in such a way that it 

implies intentionality as part of the process or 

we don’t. If the former, then the programmed, 

Sei mmmestomral srt: Wtetares 
then, though the computer does information, 

__ processing, it is only doing so in the sense if 
which adding machines, typewriters, stomachs, : 7 

jeiiianinne AeA Bn 
this case it is up to outside observers to inter- 

pret the input and output as information in the 

ordinary sense. And no similarity is established 

between the computer and the brain in terms of 

any similarity of information processing. 

Second, in much of AI there is a residual 

behaviorism or operationalism. Since appro- 

priately programmed computers can have input- 

output patterns similar to those of human beings, 

we are tempted to postulate mental states in the 

computer similar to human mental states. But 

once we see that it is both conceptually and em- 

pirically possible for a system to have human 

capacities in some realm without having any 

intentionality at all, we should be able to over- 

come this impulse. My desk adding machine has 

calculating capacities, but no intentionality, and 

in this paper I have tried to show that a system 

could have input and output capabilities that du- 

plicated those of a native Chinese speaker and 

still not understand Chinese, regardless of how 

it was programmed. The Turing test is typical 

of the tradition in being unashamedly behavior- 

istic and operationalistic, and™inbelieve that ‘if ' 

n 

| simulation and duplication would be eliminated. 

pa 
taking information in at one end, transforming 
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Third, this residual operationalism is joined 

to a residual form of dualism; indeed strong AI 

only makes sense given the dualistic assump- 

tion that, where the mind is concerned, the brain 

doesn’t matter. In strong AI (and in functional- 

ism, as well) what matters are programs, and 

programs are independent of their realization 
in machines; indeed, as far as AI is concerned, 

the same program could be realized by an elec- 

tronic machine, a Cartesian mental substance, 

ora oe world oe TRSSIBBIE Ost Sue 

ut if you think about it a minute you 

can see that I should not have been surprised; 

for unless you accept some form of dualism, 

the strong AI project hasn’t got a chance. The 

project is to reproduce and explain the mental 

by designing programs, “but unless»the»mind, 

eden ofthe bain you eu cary et the 
roject 

Unless you believe 

that the mind is separable from the brain both 

conceptually and empirically—dualism in a 

strong form—you cannot hope to reproduce the 

mental by writing and running programs since 

programs must be independent of brains or any 

other particular forms of instantiation? Ifmental , 
operations consist in computational operations y 
on formal symbols, then it follows that they ¢ ' em a 

the only connection would be that the brain 
just happens to be one of the indefinitely many, 

ty 
program. ,This form of dualism is not the tra- 

ditional Cartesian variety that claims there are 

two sorts of substances, but it is Cartesian in 

the sense that it insists that what is specifically 

mental about the mind has no intrinsic con- 

nection with the actual properties of the brain. 

This underlying dualism is masked from us by 

the fact that AI literature contains frequent ful- 

minations against ‘dualism’; what the authors 

seem to be unaware of is that their position pre- 

supposes a strong version of dualism. 

‘Could a machine think?’ My own view is 

that only a machine could think, and indeed 

only very special kinds of machines, namely 

brains and machines that had the same causal 

powers as brains. And that is the main reason 

strong AI has had little to tell us about thinking, 
since it has nothing to tell us about machines. 

By its own definition, it is about programs, and 
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programs are not machines. Whatever else in- 

tentionality is, it is a biological phenomenon, 

and it is as likely to be as causally dependent 

on the specific biochemistry of its origins as 

lactation, photosynthesis, or any other biologi- 

cal phenomena. No one would suppose that 

we could produce milk and sugar by running 

a computer simulation of the formal sequences 

in lactation and photosynthesis, but where the 

mind is concerned many people are willing to 

believe in such a miracle because of a deep and 

abiding dualism: the mind they suppose is a 

matter of formal processes and is independent 

of quite specific material causes in the way that 

milk and sugar are not. 
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In defense of this dualism the hope is often 

expressed that the brain is a digital computer 

(early computers, by the way, were often called 

‘electronic brains’). But that is no help. Of 

course the brain is a digital computer. Since evy- 

erything is a digital computer, brains are too. 

The point is that the brain’s causal capacity to 

produce intentionality cannot consist in its in- 

stantiating a computer program, since for any 

program you like it is possible for something 

to instantiate that program and still not have 

any mental states!” Whatever it is that the’braif’ 
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NOTES 

1. I am not, of course, saying that Schank himself is 

committed to these claims. 
2. Also, ‘understanding’ implies both the possession 

of mental (intentional) states and the truth (validity, 

success) of these states. For the purposes of this dis- 

cussion we are concerned only with the possession 
of the states. 

3. Intentionality is by definition that feature of certain 

mental states by which they are directed at or about 
objects and states of affairs in the world. Thus, be- 

liefs, desires, and intentions are intentional states; 

undirected forms of anxiety and depression are not. 
For further discussion see Searle 1979c. 

The Singularity: A Philosophical 
Analysis 
David J. Chalmers 

1. Introduction’ 

What happens when machines become more 

intelligent than humans? One view is that this 

event will be followed by an explosion to ever- 

greater levels of intelligence, as each generation 

of machines creates more intelligent machines 

in turn. This intelligence explosion is now often 

known as the ‘singularity.’ 

The basic argument here was set out by 

the statistician I. J. Good in his 1965. ar- 

ticle “Speculations Concerning the First 
Ultraintelligent Machine”: 

Let an ultraintelligent machine be defined as a 
machine that can far surpass all the intellectual 
activities of any man however clever. Since the 
design of machines is one of these intellectual 
activities, an ultraintelligent machine could 

From Journal of Consciousness Studies 17:7-65, 2010. Reprinted by permission of the author. 
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design even better machines; there would then 

unquestionably be an ‘intelligence explosion,’ 
and the intelligence of man would be left far 
behind. Thus the first ultraintelligent machine 
is the last invention that man need ever make. 

The key idea is that a machine that is more 

intelligent than humans will be better than 

humans at designing machines. So it will be ca- 

pable of designing a machine more intelligent 

than the most intelligent machine that humans 

can design. So if it is itself designed by humans, 

it will be capable of designing a machine more 

intelligent than itself. By similar reasoning, this 

next machine will also be capable of designing 

a machine more intelligent than itself. If every 

machine in turn does what it is capable of, we 

should expect a sequence of ever more intelli- 

gent machines.” 
This intelligence explosion is sometimes 

combined with another idea, which we might 

call the ‘speed explosion.’ The argument for a 

speed explosion starts from the familiar obser- 

vation that computer processing speed doubles 

at regular intervals. Suppose that speed doubles 

every two years and will do so indefinitely. 

Now suppose that we have human-level arti- 

ficial intelligence designing new processors. 

Then faster processing will lead to faster de- 

signers and an ever-faster design cycle, leading 

to a limit point soon afterwards. 

The argument for a speed explosion was set 

out by the artificial intelligence researcher Ray 

Solomonoff in his 1985 article “The Time Scale 

of Artificial Intelligence.”* Eliezer Yudkowsky 

gives a succinct version of the argument in his 

1996 article “Staring at the Singularity”: 

‘Computing speed doubles every two subjec- 
tive years of work. Two years after Artificial 
Intelligences reach human equivalence, their 

speed doubles. One year later, their speed 
doubles again. Six months—three months—1.5 

months . . . Singularity.’ 

The intelligence explosion and the speed ex- 

plosion are logically independent of each other. 

In principle there could be an intelligence ex- 

plosion without a speed explosion and a speed 

explosion without an intelligence explosion. 

But the two ideas work particularly well to- 

gether. Suppose that within two subjective 

years, a greater-than-human machine can pro- 

duce another machine that is not only twice as 

fast but 10% more intelligent, and suppose that 

this principle is indefinitely extensible. Then 

within four objective years there will have been 

an infinite number of generations, with both 
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speed and intelligence increasing beyond any 

finite level within a finite time. This process 

would truly deserve the name ‘singularity.’ 

Of course the laws of physics impose limita- 

tions here. If the currently accepted laws of rel- 

ativity and quantum mechanics are correct—or 

even if energy is finite in a classical universe— 

then we cannot expect the principles above to 

be indefinitely extensible. But even with these 

physical limitations in place, the arguments 

give some reason to think that both speed and 

intelligence might be pushed to the limits of 

what is physically possible. And on the face of 

it, it is unlikely that human processing is even 

close to the limits of what is physically pos- 

sible. So the arguments suggest that both speed 

and intelligence might be pushed far beyond 

human capacity in a relatively short time. This 

process might not qualify as a ‘singularity’ in 

the strict sense from mathematics and physics, 

but it would be similar enough that the name is 

not altogether inappropriate. 

The term ‘singularity’ was introduced? by the 

science fiction writer Vernor Vinge in a 1983 

opinion article. It was brought into wider circu- 

lation by Vinge’s influential 1993 article “The 

Coming Technological Singularity” and by the 

inventor and futurist Ray Kurzweil’s popular 

2005 book The Singularity is Near. In practice, 

the term is used in a number of different ways. 

A loose sense refers to phenomena whereby 

ever-more-rapid technological change leads 

to unpredictable consequences.° A very strict 

sense refers to a point where speed and intelli- 

gence go to infinity, as in the hypothetical speed/ 

intelligence explosion above. Perhaps the core 

sense of the term, though, is a moderate sense 

in which it refers to an intelligence explosion 

through the recursive mechanism set out by 

I. J. Good, whether or not this intelligence explo- 

sion goes along with a speed explosion or with 

divergence to infinity. I will always use the term 

‘singularity’ in this core sense in what follows. 

One might think that the singularity would 

be of great interest to academic philosophers, 

cognitive scientists, and artificial intelligence 

researchers. In practice, this has not been the 

case.© Good was an eminent academic, but his 

article was largely unappreciated at the time. 

The subsequent discussion of the singularity 

has largely taken place in nonacademic circles, 

including Internet forums, popular media and 

books, and workshops organized by the in- 

dependent Singularity Institute. Perhaps the 

highly speculative flavor of the singularity idea 
has been responsible for academic resistance. 
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I think this resistance is a shame, as the sin- 

gularity idea is clearly an important one. The 

argument for a singularity is one that we should 

take seriously. And the questions surrounding 

the singularity are of enormous practical and 

philosophical concern. 
Practically: If there is a singularity, it will 

be one of the most important events in the his- 

tory of the planet. An intelligence explosion 

has enormous potential benefits: a cure for all 

known diseases, an end to poverty, extraordi- 

nary scientific advances, and much more. It also 

has enormous potential dangers: an end to the 

human race, an arms race of warring machines, 

the power to destroy the planet. So if there is 

even a small chance that there will be a singu- 

larity, we would do well to think about what 

forms it might take and whether there is any- 

thing we can do to influence the outcomes in a 

positive direction. 

Philosophically: The singularity raises many 

important philosophical questions. The basic 

argument for an intelligence explosion is philo- 

sophically interesting in itself, and forces us to 
think hard about the nature of intelligence and 

about the mental capacities of artificial ma- 

chines. The potential consequences of an intel- 

ligence explosion force us to think hard about 

values and morality and about consciousness 

and personal identity. In effect, the singularity 

brings up some of the hardest traditional ques- 

tions in philosophy and raises some new philo- 

sophical questions as well. 

Furthermore, the philosophical and _ practi- 

cal questions intersect. To determine whether 

there might be an intelligence explosion, we 

need to better understand what intelligence is 

and whether machines might have it. To deter- 

mine whether an intelligence explosion will be 

a good or a bad thing, we need to think about 

the relationship between intelligence and value. 

To determine whether we can play a significant 

role in a post-singularity world, we need to 

know whether human identity can survive the 

enhancing of our cognitive systems, perhaps 

through uploading onto new technology. These 

are life-or-death questions that may confront 

us in coming decades or centuries. To have 

any hope of answering them, we need to think 

clearly about the philosophical issues. 

In what follows, I address some of these phil- 

osophical and practical questions. I start with 

the argument for a singularity: is there good 

reason to believe that there will be an intelli- 
gence explosion? Next, I consider how to ne- 

gotiate the singularity: if it is possible that there 
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will be a singularity, how can we maximize the 

chances of a good outcome? Finally, I consider 

the place of humans in a post-singularity world, 

with special attention to questions about up- 

loading: can an uploaded human be conscious, 

and will uploading preserve personal identity? 

My discussion will necessarily be specula- 

tive, but I think it is possible to reason about 

speculative outcomes with at least a modicum 

of rigor. For example, by formalizing argu- 

ments for a speculative thesis with premises and 

conclusions, one can see just what opponents 

need to be deny in order to deny the thesis, and 

one can then assess the costs of doing so. I will 

not try to give knockdown arguments in this 

paper, and I will not try to give final and defini- 

tive answers to the questions above, but I hope 

to encourage others to think about these issues 

further.’ 

2. The Argument 
for a Singularity 

To analyze the argument for a singularity in a 

more rigorous form, it is helpful to introduce 

some terminology. Let us say that AI is artifi- 

cial intelligence of human level or greater (that 

is, at least as intelligent as an average human). 

Let us say that AI+ is artificial intelligence of 

greater than human level (that is, more intelli- 

gent than the most intelligent human). Let us 

say that Al++ (or superintelligence) is AI of 

far greater than human level (say, at least as far 

beyond the most intelligent human as the most 

intelligent human is beyond a mouse).* Then 
we can put the argument for an intelligence ex- 
plosion as follows: 

1. There will be AI+. 

2. If there is AI+, there will be AI++. 

3. There will be AI++. 

Here, premise | needs independent sup- 

port (on which more soon), but is often taken 

to be plausible. Premise 2 is the key claim of 
the intelligence explosion, and is supported by 
Good’s reasoning set out above. The conclusion 
says that there will be superintelligence. 

The argument depends on the assumptions 
that there is such a thing as intelligence and 
that it can be compared between systems: oth- 
erwise the notion of an AI+ and an AI++ does 
not even make sense. Of course these assump- 
tions might be questioned. Someone might hold 
that there is no single property that deserves 
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to be called ‘intelligence,’ or that the relevant 

properties cannot be measured and compared. 

For now, however, I will proceed with under 

the simplifying assumption that there is an in- 

telligence measure that assigns an intelligence 

value to arbitrary systems. Later I will consider 

the question of how one might formulate the 

argument without this assumption. I will also 

assume that intelligence and speed are concep- 

tually independent, so that increases in speed 

with no other relevant changes do not count as 

increases in intelligence. 

We can refine the argument a little by break- 

ing the support for premise | into two steps. We 

can also add qualifications about timeframe and 

about potential defeaters for the singularity. 

1. There will be AI (before long, absent 

defeaters). 

2. If there is AI, there will be AI+ (soon after, 

absent defeaters). 

3. If there is AI+, there will be AI++ (soon 

after, absent defeaters). 

4. There will be AI++ (before too long, 

absent defeaters). 

Precise values for the timeframe variables are 

not too important. But we might stipulate that 

‘before long’ means ‘within centuries.’ This 

estimate is conservative compared to those of 

many advocates of the singularity, who suggest 

decades rather than centuries. For example, 

Good 1965 predicts an ultraintelligent machine 

by 2000, Vinge 1993 predicts greater-than- 

human intelligence between 2005 and 2030, 

Yudkowsky 1996 predicts a singularity by 

2021, and Kurzweil 2005 predicts human-level 

artificial intelligence by 2030. 

Some of these estimates (e.g. Yudkowsky’s) 

rely on extrapolating hardware trends.’ My own 

view is that the history of artificial intelligence 

suggests that the biggest bottleneck on the path 

to Al is software, not hardware: we have to find 

the right algorithms, and no-one has come close 

to finding them yet. So I think that hardware 

extrapolation is not a good guide here. Other 

estimates (e.g. Kurzweil’s) rely on estimates 

for when we will be able to artificially emulate 

an entire human brain. My sense is that most 

neuroscientists think these estimates are over- 

optimistic. Speaking for myself, I would be 

surprised if there were human-level AI within 

the next three decades. Nevertheless, my cre- 

dence that there will be human-level AI before 

2100 is somewhere over one-half. In any case, 

I think the move from decades to centuries 
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renders the prediction conservative rather than 

radical, while still keeping the timeframe close 

enough to the present for the conclusion to be 

interesting. 

By contrast, we might stipulate that ‘soon after’ 

means ‘within decades.’ Given the way that com- 

puter technology always advances, it is natural 

enough to think that once there is AI, Al+ will be 

just around the corner. And the argument for the 

intelligence explosion suggests a rapid step from 

Al+ to Al++ soon after that. I think it would not 

be unreasonable to suggest ‘within years’ here 

(and some would suggest ‘within days’ or even 

sooner for the second step), but as before ‘within 

decades’ is conservative while still being interest- 

ing. As for ‘before too long,’ we can stipulate that 

this is the sum of a ‘before long’ and two ‘soon 

afters.’ For present purposes, that is close enough 

to ‘within centuries,’ understood somewhat more 

loosely than the usage in the first premise to allow 

an extra century or so. 

As for defeaters: I will stipulate that these 

are anything that prevents intelligent systems 

(human or artificial) from manifesting their ca- 

pacities to create intelligent systems. Potential 

defeaters include disasters, disinclination, and 

active prevention.'? For example, a nuclear 
war might set back our technological capacity 

enormously, or we (or our successors) might 

decide that a singularity would be a bad thing 

and prevent research that could bring it about. I 

do not think considerations internal to artificial 

intelligence can exclude these possibilities, al- 

though we might argue on other grounds about 

how likely they are. In any case, the notion of a 

defeater is still highly constrained (importantly, 

a defeater is not defined as anything that would 

prevent a singularity, which would make the 

conclusion near-trivial), and the conclusion that 

absent defeaters there will be superintelligence 

is strong enough to be interesting. 

We can think of the three premises as an 

equivalence premise (there will be AI at least 

equivalent to our own intelligence), an exten- 

sion premise (AI will soon be extended to AI+), 

and an amplification premise (AI+ will soon be 

greatly amplified to AI++). Why believe the 

premises? I will take them in order. 

Premise I: There will be Al (before long, 

absent defeaters). 

One argument for the first premise is the 

emulation argument, based on the possibility 

of brain emulation. Here (following the usage 

of Sandberg and Bostrom 2008), emulation can 

be understood as close simulation: in this case, 
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simulation of internal processes in enough detail 

to replicate approximate patterns of behavior. 

(i) The human brain is a machine. 

(ii) We will have the capacity to emulate this 

machine (before long). 

(iii) If we emulate this machine, there will be 

Al. 

(iv) Absent defeaters, there will be AI (before 

long). 

The first premise is suggested by what we 

know of biology (and indeed by what we know 

of physics). Every organ of the body appears to 

be a machine: that is, a complex system com- 

prised of law-governed parts interacting in a 

law-governed way. The brain is no exception. 

The second premise follows from the claims 

that microphysical processes can be simulated 

arbitrarily closely and that any machine can 

be emulated by simulating microphysical pro- 

cesses arbitrarily closely. It is also suggested 

by the progress of science and technology 

more generally: we are gradually increasing 

our understanding of biological machines and 

increasing our capacity to simulate them, and 

there do not seem to be limits to progress here. 

The third premise follows from the definitional 

claim that if we emulate the brain this will repli- 

cate approximate patterns of human behaviour, 

along with the claim that such replication will 

result in AI. The conclusion follows from the 

premises along with the definitional claim that 

absent defeaters, systems will manifest their 

relevant capacities. 

One might resist the argument in various 

ways. One could argue that the brain is more 

than a machine; one could argue that we will 

never have the capacity to emulate it; and one 

could argue that emulating it need not pro- 

duce AI. Various existing forms of resistance 

to AI take each of these forms. For example, 

J. R. Lucas 1961 has argued that for reasons 

tied to Gédel’s theorem, humans are more so- 

phisticated than any machine. Hubert Dreyfus 

1972 and Roger Penrose 1994 have argued that 

human cognitive activity can never be emulated 

by any computational machine. John Searle 

1980 and Ned Block 1981 have argued that 
even if we can emulate the human brain, it does 

not follow that the emulation itself has a mind 
or is intelligent. 

I have argued elsewhere that all of these ob- 

jections fail.'' But for present purposes, we can 
set many of them to one side. To reply to the 

Lucas, Penrose, and Dreyfus objections, we can 
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note that nothing in the singularity idea requires 

that an AI be a classical computational system 

or even that it be a computational system at all. 

For example, Penrose (like Lucas) holds that 

the brain is not an algorithmic system in the or- 

dinary sense, but he allows that it is a mechani- 

cal system that relies on certain nonalgorithmic 

quantum processes. Dreyfus holds that the brain 

is not a rule-following symbolic system, but he 

allows that it may nevertheless be a mechani- 

cal system that relies on subsymbolic processes 

(for example, connectionist processes). If so, 

then these arguments give us no reason to deny 

that we can build artificial systems that exploit 
the relevant nonalgorithmic quantum processes, 

or the relevant subsymbolic processes, and that 

thereby allow us to simulate the human brain. 

As for the Searle and Block objections, these 

rely on the thesis that even if a system duplicates 

our behavior, it might be missing important 

‘internal’ aspects of mentality: consciousness, 

understanding, intentionality, and so on. Later 

in the paper, I will advocate the view that if a 

system in our world duplicates not only our 

outputs but our internal computational struc- 

ture, then it will duplicate the important internal 

aspects of mentality too. For present purposes, 

though, we can set aside these objections by 

stipulating that for the purposes of the argument, 

intelligence is to be measured wholly in terms 

of behavior and behavioral dispositions, where 

behavior is construed operationally in terms of 

the physical outputs that a system produces. The 

conclusion that there will be Al++ in this sense 

is still strong enough to be interesting. If there 

are systems that produce apparently superintel- 

ligent outputs, then whether or not these systems 

are truly conscious or intelligent, they will have 

a transformative impact on the rest of the world. 

Perhaps the most important remaining form 

of resistance is the claim that the brain is not a 
mechanical system at all, or at least that nonme- 

chanical processes play a role in its functioning 

that cannot be emulated. This view is most natu- 

rally combined with a sort of Cartesian dualism 

holding that some aspects of mentality (such as 
consciousness) are nonphysical and neverthe- 
less play a substantial role in affecting brain 
processes and behavior. If there are nonphysical 
processes like this, it might be that they could 
nevertheless be emulated or artificially created, 
but this is not obvious. If these processes cannot 
be emulated or artificially created, then it may 
be that human-level AI is impossible. 

Although I am sympathetic with some forms 
of dualism about consciousness, I do not think 
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that there is much evidence for the strong 

form of Cartesian dualism that this objection 

requires. The weight of evidence to date sug- 

gests that the brain is mechanical, and I think 

that even if consciousness plays a causal role in 

generating behavior, there is not much reason 

to think that its role is not emulable. But while 

we know as little as we do about the brain and 

about consciousness, I do not think the matter 

can be regarded as entirely settled. So this form 

of resistance should at least be registered. 

Another argument for premise | is the evolu- 

tionary argument, which runs as follows. 

(i) Evolution human-level 

intelligence. 

(11) If evolution produced human-level intel- 

ligence, then we can produce AI (before 
long). 

produced 

(iii) Absent defeaters, there will be AI (before 

long). 

Here, the thought is that since evolution 

produced human-level intelligence, this sort 

of intelligence is not entirely unattainable. 

Furthermore, evolution operates without requir- 

ing any antecedent intelligence or forethought. 

If evolution can produce something in this un- 

intelligent manner, then in principle humans 

should be able to produce it much faster, by 

using our intelligence. 

Again, the argument can be resisted, perhaps 

by denying that evolution produced intelli- 

gence, or perhaps by arguing that evolution pro- 

duced intelligence by means of processes that 

we cannot mechanically replicate. The latter 

line might be taken by holding that evolution 

needed the help of superintelligent intervention, 

or needed the aid of other nonmechanical pro- 

cesses along the way, or needed an enormously 

complex history that we could never artificially 

duplicate, or needed an enormous amount of 

luck. Still, I think the argument makes at least a 

prima facie case for its conclusion. 

We can clarify the case against resistance 

of this sort by changing ‘Evolution produced 

human-level intelligence’ to ‘Evolution pro- 

duced human-level intelligence mechanically 

and nonmiraculously’ in both premises of the 

argument. Then premise (ii) is all the more 
plausible. Premise (i) will now be denied by 

those who think evolution involved nonme- 

chanical processes, supernatural intervention, 

or extraordinary amounts of luck. But the prem- 

ise remains plausible, and the structure of the 

argument is clarified. 

771 

Of course these arguments do not tell us how 

AI will first be attained. They suggest at least 

two possibilities: brain emulation (simulating 

the brain neuron by neuron) and artificial evo- 

lution (evolving a population of Als through 

variation and selection). There are other pos- 

sibilities: direct programming (writing the pro- 

gram for an AI from scratch, perhaps complete 

with a database of world knowledge), for ex- 

ample, and machine learning (creating an initial 

system and a learning algorithm that on expo- 

sure to the right sort of environment leads to 

Al). Perhaps there are others still. I doubt that 

direct programming is likely to be the success- 

ful route, but I do not rule out any of the others. 

It must be acknowledged that every path to 

AI has proved surprisingly difficult to date. The 

history of AI involves a long series of optimistic 

predictions by those who pioneer a method, fol- 

lowed by a period of disappointment and reas- 

sessment. This is true for a variety of methods 

involving direct programming, machine learning, 

and artificial evolution, for example. Many of the 

optimistic predictions were not obviously unrea- 

sonable at the time, so their failure should lead us 

to reassess our prior beliefs in significant ways. It 

is not obvious just what moral should be drawn: 

Alan Perlis has suggested ‘A year spent in artifi- 

cial intelligence is enough to make one believe in 

God.’ So optimism here should be leavened with 

caution. Still, my own view is that the balance of 

considerations still distinctly favors the view that 

AI will eventually be possible. 

Premise 2: If there is Al, then there will be 

AI+ (soon after, absent defeaters). 

One case for the extension premise comes 

from advances in information technology. 

Whenever we come up with a computational 

product, that product is soon afterwards obso- 

lete due to technological advances. We should 

expect the same to apply to AI. Soon after we 

have produced a human-level AI, we will pro- 

duce an even more intelligent AI: an Al+. 

We might put the argument as follows. 

(i) If there is AI, AI will be produced by an 
extendible method. 

(ii) If AI is produced by an extendible 

method, we will have the capacity to 

extend the method (soon after). 

(iii) Extending the method that produces an 

AI will yield an Al+. 

(iv) Absent defeaters, if there is AI, there 

will (soon after) be AI+. 
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Here, an extendible method is a method that 

can easily be improved, yielding more intelli- 

gent systems. Given this definition, premises 

(ii) and (iii) follow immediately. The only ques- 

tion is premise (i). 

Not every method of creating human-level 

intelligence is an extendible method. For ex- 

ample, the currently standard method of cre- 

ating human-level intelligence is biological 

reproduction. But biological reproduction is not 

obviously extendible. If we have better sex, for 

example, it does not follow that our babies will 

be geniuses. Perhaps biological reproduction 

will be extendible using future technologies 

such as genetic engineering, but in any case the 

conceptual point is clear. 

Another method that is not obviously extend- 

ible is brain emulation. Beyond a certain point, 

it is not the case that if we simply emulate 
brains better, then we will produce more intel- 

ligent systems. So brain emulation on its own is 

not clearly a path to AI+. It may nevertheless be 

that brain emulation speeds up the path to Al+. 

For example, emulated brains running on faster 

hardware or in large clusters might create AI+ 

much faster than we could without them. We 

might also be able to modify emulated brains in 

significant ways to increase their intelligence. 

We might use brain simulations to greatly in- 

crease our understanding of the human brain 

and of cognitive processing in general, thereby 

leading to AI+. But brain emulation will not on 

its own suffice for AI+: if it plays a role, some 

other path to AI+ will be required to supple- 

ment it. 

Other methods for creating AI do seem likely 

to be extendible, however. For example, if we 

produce an Al by direct programming, then it is 

likely that like almost every program that has 

yet been written, the program will be improy- 

able in multiple respects, leading soon after to 

AI+. If we produce an AI by machine learning, 

it is likely that soon after we will be able to 

improve the learning algorithm and extend the 

learning process, leading to AI+. If we produce 

an AI by artificial evolution, it is likely that 

soon after we will be able to improve the evo- 

lutionary algorithm and extend the evolutionary 

process, leading to Al+. 

To make the case for premise (1), it suffices 

to make the case that either AI will be produced 

directly by an extendible method, or that if it 

is produced by a nonextendible method, this 

method will itself lead soon after to an extend- 

ible method. My own view is that both claims 

are plausible. I think that if AI is possible at all 
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(as the antecedent of this premise assumes), 

then it should be possible to produce AI through 

a learning or evolutionary process, for example. 

I also think that if AI is produced through a non- 

extendible method such as brain emulation, this 

method is likely to greatly assist us in the search 

for an extendible method, along the lines sug- 

gested above. So I think there is good reason to 

believe premise (i). 

To resist the premise, an opponent might sug- 

gest that we lie at a limit point in intelligence 

space: perhaps we are as intelligent as a system 

could be, or perhaps we are at least at a local 

maximum in that there is no easy path from 

systems like us to more intelligent systems. An 

opponent might also suggest that although intel- 

ligence space is not limited in this way, there are 

limits on our capacity to create intelligence, and 

that as it happens those limits lie at just the point 

of creating human-level intelligence. I think that 

there is not a great deal of antecedent plausibility 

to these claims, but again, the possibility of this 

form of resistance should at least be registered. 

There are also potential paths to greater- 

than-human intelligence that do not rely on first 

producing AI and then extending the method. 

One such path is brain enhancement. We might 

discover ways to enhance our brains so that the 

resulting systems are more intelligent than any 

systems to date. This might be done genetically, 

pharmacologically, surgically, or even educa- 

tionally. It might be done through implantation 

of new computational mechanisms in the brain, 

either replacing or extending existing brain 

mechanisms. Or it might be done simply by em- 

bedding the brain in an ever more sophisticated 

environment, producing an ‘extended mind’ 

(Clark and Chalmers 1998) whose capacities 

far exceed that of an unextended brain. 

It is not obvious that enhanced brains should 
count as Al or AI+. Some potential enhance- 

ments will result in a wholly biological system, 

perhaps with artificially enhanced biological 

parts (where to be biological is to be based on 

DNA, let us say). Others will result in a system 

with both biological and nonbiological parts 
(where we might use organic DNA-based com- 
position as a rough and ready criterion for being 
biological). At least in the near-term, all such 
systems will count as human, so there is a sense 
in which they do not have greater-than-human 
intelligence. For present purposes, I will stipu- 
late that the baseline for human intelligence is 
set at current human standards, and I will stipu- 
late that at least the systems with nonbiological 
components to their cognitive systems (brain 
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implants and technologically extended minds, 

for example) count as artificial. So intelligent 

enough systems of this sort will count as Al+. 

Like other AI+ systems, enhanced brains 

suggest a potential intelligence explosion. An 

enhanced system may find further methods of 

enhancement that go beyond what we can find, 

leading to a series of ever-more-intelligent sys- 

tems. Insofar as enhanced brains always rely on 

a biological core, however, there may be limita- 

tions. There are likely to be speed limitations on 

biological processing, and there may well be cog- 

nitive limitations imposed by brain architecture 

in addition. So beyond a certain point, we might 

expect non-brain-based systems to be faster 

and more intelligent than brain-based systems. 

Because of this, I suspect that brain enhancement 

that preserves a biological core is likely to be at 

best a first stage in an intelligence explosion. At 

some point, either the brain will be ‘enhanced’ in 

a way that dispenses with the biological core alto- 

gether, or wholly new systems will be designed. 

For this reason I will usually concentrate on non- 

biological systems in what follows. Still, brain 

enhancements raise many of the same issues and 

may well play an important role. 

Premise 3: If there is Al+, there will be Al++ 

(soon after, absent defeaters). 

The case for the amplification premise is es- 

sentially the argument from I. J. Good given 

above. We might lay it out as follows. Suppose 

there exists an Al+. Let us stipulate that AI, is 

the first AI+, and that Al, is its (human or arti- 

ficial) creator. (If there is no sharp borderline 

between non-AI+ and AI+ systems, we can let 

Al, be any AI+ that is more intelligent than its 

creator.) Let us stipulate that 6 is the differ- 

ence in intelligence between AI, and AI,, and 

that one system is significantly more intelligent 

than another if there is a difference of at least 6 

between them. Let us stipulate that for n > 1, 

an AI |, is an AI that is created by an AI, and 

is significantly more intelligent than its creator. 

(i) If there exists AI+, then there exists an 

Al. 

(ii) For alln > 0, if an AI, exists, then absent 

defeaters, there will be an AI. 

(iii) If for all n there exists an AI_, there will 

be Al++. 

(iv) If there is AI+, then absent defeaters, 

there will be AI++. 

Here premise (i) is true by definition. 

Premise (ii) follows from three claims: (a) the 
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definitional claim that if AI, exists, it is created 

by AI,_, and is more intelligent than AI __,, (b) 

the definitional claim that if AI, exists, then 

absent defeaters it will manifest its capacities to 

create intelligent systems, and (c) the substan- 

tive claim that if AI, is significantly more intel- 

ligent than AI__,, it has the capacity to create 

a system significantly more intelligent than 

any that AI, can create. Premise (iii) follows 

from the claim that if there is a sequence of AI 

systems each of which is significantly more 

intelligent than the last, there will eventually 

be superintelligence. The conclusion follows 

by logic and mathematical induction from the 

premises. 

The conclusion as stated here omits the tem- 

poral claim “soon after.’ One can make the case 

for the temporal claim by invoking the ancil- 

lary premise that AI+ systems will be running 

on hardware much faster than our own, so that 

steps from AI+ onward are likely to be much 

faster than the step from humans to AI+. 

There is room in logical space to resist the 

argument. For a start, one can note that the 

soundness of the argument depends on the intel- 
ligence measure used: if there is an intelligence 

measure for which the argument succeeds, there 

will almost certainly be a rescaled intelligence 

measure (perhaps a logarithmic measure) for 

which it fails. So for the argument to be inter- 

esting, we need to restrict it to intelligence mea- 

sures that accord sufficiently well with intuitive 

intelligence measures that the conclusion cap- 

tures the intuitive claim that there will be AI of 

far greater than human intelligence. 

Relatedly, one could resist premise (111) by 

holding that an arbitrary number of increases 

in intelligence by 6 need not add up to the dif- 

ference between AI+ and AI++. If we stipulate 

that 6 is a ratio of intelligences, and that Al++ 

requires a certain fixed multiple of human intel- 

ligence (100 times, say), then resistance of this 

sort will be excluded. Of course for the conclu- 

sion to be interesting, then as in the previous 

paragraph, the intelligence measure must be 

such that this fixed multiple suffices for some- 

thing reasonably counted as superintelligence. 

The most crucial assumption in the argument 

lies in premise (11) and the supporting claim (c). 

We might call this assumption a proportionality 

thesis: it holds that increases in intelligence (or 
increases of a certain sort) always lead to pro- 

portionate increases in the capacity to design 

intelligent systems. Perhaps the most promising 

way for an opponent to resist is to suggest that 

this thesis may fail. It might fail because here 
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are upper limits in intelligence space, as with 

resistance to the last premise. It might fail be- 

cause there are points of diminishing returns: 

perhaps beyond a certain point, a 10% increase 
in intelligence yields only a 5% increase at 

the next generation, which yields only a 2.5% 

increase at the next generation, and so on. It 

might fail because intelligence does not corre- 

late well with design capacity: systems that are 

more intelligent need not be better designers. 

I will return to resistance of these sorts in sec- 

tion 4, under ‘structural obstacles.’ 

One might reasonably doubt that the pro- 

portionality thesis will hold across all possible 

systems and all the way to infinity. To handle 

such an objection, one can restrict premise (11) 

to AI systems in a certain class. We just need 

some property # such that an AJ, with @ can 

always produce an AJ, , with @, and such that 

we can produce an AI+ with @. One can also 

restrict the proportionality thesis to a specific 

value of 6 (rather than all possible values) and 

one can restrict n to a relatively small range 

n<k (where k = 100, say) as long as k increases 

of 6 suffices for superintelligence. 

It is worth noting that in principle the recur- 

sive path to Al++ need not start at the human 

level. If we had a system whose overall intel- 

ligence were far lower than human level but 

which nevertheless had the capacity to improve 

itself or to design further systems, resulting in a 

system of significantly higher intelligence (and 

so on recursively), then the same mechanism 

as above would lead eventually to Al, AI+, 

and AI++. So in principle the path to AI++ re- 

quires only that we create a certain sort of self- 

improving system, and does not require that we 

directly create AI or AI+. In practice, the clear- 

est case of a system with the capacity to amplify 

intelligence in this way is the human case (via 

the creation of AI+), and it is not obvious that 

there will be less intelligent systems with this 

capacity.'? But the alternative hypothesis here 

should at least be noted. 

3. The Intelligence Explosion 
Without Intelligence 

The arguments so far have depended on an un- 

critical acceptance of the assumption that there 

is such a thing as intelligence and that it can 

be measured. Many researchers on intelligence 

accept these assumptions. In particular, it is 
widely held that there is such a thing as ‘gen- 

eral intelligence,’ often labeled g, that lies at the 
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core of cognitive ability and that correlates with 

many different cognitive capacities. '* 
Still, many others questions these assump- 

tions. Opponents hold that there is no such 

thing as intelligence, or at least that there is no 

single thing. On this view, there are many dif- 

ferent ways of evaluating cognitive agents, no 

one of which deserves the canonical status of 

‘intelligence.’ One might also hold that even if 

there is a canonical notion of intelligence that 

applies within the human sphere, it is far from 

clear that this notion can be extended to arbi- 

trary non-human systems, including artificial 

systems. Or one might hold that the correlations 

between general intelligence and other cogni- 

tive capacities that hold within humans need 

not hold across arbitrary non-human systems. 

So it would be good to be able to formulate the 

key theses and arguments without assuming the 

notion of intelligence. 

I think that this can be done. We can rely 

instead on the general notion of a cognitive 

capacity: some specific capacity that can be 

compared between systems. All we need for the 

purpose of the argument is (i) a self-amplifying 

cognitive capacity G: a capacity such that in- 

creases in that capacity go along with propor- 

tionate (or greater) increases in the ability to 

create systems with that capacity, (ii) the thesis 

that we can create systems whose capacity G 

is greater than our own, and (iii) a correlated 

cognitive capacity H that we care about, such 

that certain small increases in H can always be 

produced by large enough increases in G. Given 

these assumptions, it follows that absent defeat- 

ers, G will explode, and H will explode with it. 

(A formal analysis that makes the assumptions 

and the argument more precise follows at the 
end of the section.) 

In the original argument, intelligence 

played the role of both G and H. But there are 

various plausible candidates for G and H that 

do not appeal to intelligence. For example, G 
might be a measure of programming ability, 

and H a measure of some specific reasoning 

ability. Here it is not unreasonable to hold that 
we can create systems with greater program- 
ming ability than our own, and that systems 
with greater programming ability will be able 
to create systems with greater programming 
ability in turn. It is also not unreasonable to 
hold that programming ability will correlate 
with increases in various specific reasoning 
abilities. If so, we should expect that absent 
defeaters, the reasoning abilities in question 
will explode. 
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This analysis brings out the importance of 

correlations between capacities in thinking 

about the singularity. In practice, we care about 

the singularity because we care about potential 

explosions in various specific capacities: the ca- 

pacity to do science, to do philosophy, to create 

weapons, to take over the world, to bring about 
world peace, to be happy. Many or most of these 

capacities are not themselves self-amplifying, 

SO we can expect an explosion in these capaci- 

ties only to the extent that they correlate with 

other self-amplifying capacities. And for any 

given capacity, it is a substantive question 

whether they are correlated with self-amplifying 

capacity in this way. Perhaps the thesis is prima 

facie more plausible for the capacity to do sci- 

ence than for the capacity to be happy, but the 

questions are nontrivial. 

The point applies equally to the intelligence 

analysis, which relies for its interest on the 

idea that intelligence correlates with various 

specific capacities. Even granted the notion of 

intelligence, the question of just what it cor- 

relates with is nontrivial. Depending on how 

intelligence is measured, we might expect it to 

correlate well with some capacities (perhaps 

a capacity to calculate) and to correlate less 

well with other capacities (perhaps a capac- 

ity for wisdom). It is also far from trivial that 

intelligence measures that correlate well with 

certain cognitive capacities within humans will 

also correlate with those capacities in artificial 

systems. 

Still, two observations help with these wor- 

ries. The first is that the correlations need not 

hold across all systems or even across all sys- 

tems that we might create. There need only be 

some type of system such that the correlations 

hold across all systems of that type. If such a 

type exists (a subset of architectures, say), then 
recursive creation of systems of this type would 

lead to explosion. The second is that the self- 

amplifying capacity G need not correlate di- 

rectly with the cognitive capacity H, but need 

only correlate with H’, the capacity to create 

systems with H. While it is not especially plau- 

sible that design capacity will correlate with 

happiness, for example, it is somewhat more 

plausible that design capacity will correlate 

with the capacity to create happy systems. If so, 

then the possibility is left open that as design 

capacity explodes, happiness will explode 

along with it, either in the main line of descent 

or in a line of offshoots, at least if the design- 

ers choose to manifest their capacity to create 

happy systems. 
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A simple formal analysis follows (the re- 

mainder of this section can be skipped by those 

uninterested in formal details). Let us say that a 

parameter is a function from cognitive systems 

to positive real numbers. A parameter G mea- 

sures a capacity C iff for all cognitive systems 

a and b, G(a) > G(b) if a has a greater capacity 

C than b (one might also require that degrees of 

G correspond to degrees of C in some formal or 

intuitive sense). A parameter G strictly tracks 

a parameter H in d-systems (where @ is some 

property or class of systems) if whenever a 

and b are @-systems and G(a) > G(b), then 

H(a)/H(b) = G(a)/G(b). A parameter G loosely 

tracks a parameter H in d-systems iff for all y 

there exists x such that (nonvacuously) for all 

p-systems a, if G(a) > x, then H(a) > y. A pa- 

rameter G strictly/loosely tracks a capacity C in 

o-systems if it strictly/loosely tracks a param- 

eter that measures C in @-systems. Here, strict 

tracking requires that increases in G always 

produce proportionate increases in H, while 

loose tracking requires only that some small in- 

crease in H can always be produced by a large 

enough increase in G. 

For any parameter G, we can define a pa- 

rameter G’: this is a parameter that measures 

a system’s capacity to create systems with G. 

More specifically, G’(x) is the highest value of 

h such that x has the capacity to create a system 

y such that G(y) = h. We can then say that G 

is a self-amplifying parameter (relative to x) 

if G’(x) > G(x) and if G strictly tracks G’ in 

systems downstream from x. Here a system is 

downstream from x if it is created through a 

sequence of systems starting from x and with 

ever-increasing values of G. Finally, let us say 

that for a parameter G or a capacity H, G++ and 

H++ systems are systems with values of G and 

capacities H that far exceed human levels. 

Now we simply need the following premises: 

(i) G is a self-amplifying parameter (rela- 

tive to us). 

(ii) G loosely tracks cognitive capacity H 

(downstream from us). 

(iii) Absent defeaters, there will be G++ and 

H++. 

The first half of the conclusion follows from 

premise (i) alone. Let AI, be us. If G is a self- 

amplifying parameter relative to us, then we 

are capable of creating a system AI, such that 

G(AI,) > G(AI,). Let 6 = G(AI, /G(AI,). Because 
G strictly tracks G’, G’(AI,) 2 6GI'(AI,). So Al, 

is capable of creating a system Al, such that 
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G(AL,) 2 6G(AI,). Likewise, for all n, AI, is 

capable of creating AI), such that GAM 2 

6G(AL ). It follows that absent defeaters, arbi- 

trarily high values of G will be produced. The 

second half of the conclusion immediately fol- 

lows from (ii) and the first half of the conclu- 

sion. Any value of H can be produced by a high 

enough value of G, so it follows that arbitrarily 

high values for H will be produced. 

The assumptions can be weakened in vari- 

ous ways. As noted earlier, it suffices for G 

to loosely track not H but H’, where H’ mea- 

sures the capacity to create systems with H. 

Furthermore, the tracking relations between G 

and G’, and between G and H or H’, need not 

hold in all systems downstream from us: it suf- 

fices that there is a type @ such that in @-systems 

downstream from us, G strictly tracks G’(@) (the 

ability to create a @-system with G) and loosely 

tracks H or H’. We need not require that G is 

strictly self-amplifying: it suffices for G and H 

(or G and H’) to be jointly self-amplifying in 

that high values of both G and H lead to signifi- 

cantly higher values of each. We also need not 

require that the parameters are self-amplifying 

forever. It suffices that G is self-amplifying over 

however many generations are required for G + 

+ (if G++ requires a 100-fold increase in G, then 

log, 100 generations will suffice) and for H++ 

(if H++ requires a 100-fold increase in H and 

the loose tracking relation entails that this will 

be produced by an increase in G of 1000, then 

log, 1000 generations will suffice). Other weak- 

enings are also possible. 

4. Obstacles to the Singularity 

On the current analysis, an intelligence ex- 

plosion results from a self-amplifying cogni- 

tive capacity (premise (i) above), correlations 

between that capacity and other important 

cognitive capacities (premise (ii) above), and 

manifestation of those capacities (conclusion). 

More pithily: self-amplification plus correlation 

plus manifestation = singularity. 

This analysis brings out a number of poten- 

tial obstacles to the singularity: that is, ways 

that there might fail to be a singularity. There 

might fail to be interesting self-amplifying ca- 

pacities. There might fail to be interesting cor- 

related capacities. Or there might be defeaters, 

so that these capacities are not manifested. We 

might call these structural obstacles, correla- 

tion obstacles, and manifestation obstacles 

respectively, 
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I do not think that there are knockdown ar- 

guments against any of these three sorts of 

obstacles. I am inclined to think that manifes- 

tation obstacles are the most serious obstacle, 

however. I will briefly discuss obstacles of all 

three sorts in what follows. 

Structural obstacles: There are three overlap- 

ping ways in which there might fail to be rel- 

evant self-amplifying capacities, which we can 

illustrate by focusing on the case of intelligence. 

Limits in intelligence space: we are at or near 

an upper limit in intelligence space. Failure of 

takeoff. although there are higher points in in- 

telligence space, human intelligence is not at a 

takeoff point where we can create systems more 

intelligent than ourselves. Diminishing returns: 

although we can create systems more intelligent 

than ourselves, increases in intelligence dimin- 

ish from there. So a 10% increase might lead to 

a 5% increase, a 2.5% increase, and so on, or 

even to no increase at all after a certain point. 

Regarding limits in intelligence space: While 

the laws of physics and the principles of com- 

putation may impose limits on the sort of in- 

telligence that is possible in our world, there 

is little reason to think that human cognition is 

close to approaching those limits. More gener- 

ally, it would be surprising if evolution hap- 

pened to have recently hit or come close to an 

upper bound in intelligence space. 

Regarding failure of takeoff: I think that the 

prima facie arguments earlier for AI and AI+ 

suggest that we are at a takeoff point for various 

capacities such as the ability to program. There 

is prima facie reason to think that we have the 

capacity to emulate physical systems such as 

brains. And there is prima facie reason to think 

that we have the capacity to improve on those 
systems. 

Regarding diminishing returns: These pose 

perhaps the most serious structural obstacle. 

Still, I think there is some plausibility in propor- 

tionality theses, at least given an intuitive intel- 

ligence measure. If anything, 10% increases in 

intelligence-related capacities are likely to lead 

all sorts of intellectual breakthroughs, leading 
to next-generation increases in intelligence that 
are significantly greater than 10%. Even among 
humans, relatively small differences in design 
capacities (say, the difference between Turing 
and an average human) seem to lead to large 
differences in the systems that are designed 
(say, the difference between a computer and 
nothing of importance). And even if there are 
diminishing returns, a limited increase in intel- 
ligence combined with a large increase in speed 
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will produce at least some of the effects of an 
intelligence explosion. 

One might worry that a ‘hill-climbing’ 

process that starts from the human cognitive 

system may run into a local maximum from 

which one cannot progress further by gradual 

steps. I think that this possibility is made less 

likely by the enormous dimensionality of intel- 

ligence space and by the enormous number of 

paths that are possible. In addition, the design 

of AI is not limited to hill-climbing: there is 

also ‘hill-leaping,’ where one sees a favorable 

area of intelligence space some distance away 

and leaps to it. Perhaps there are some areas of 

intelligence space (akin to inaccessible cardi- 

nals in set theory?) that one simply cannot get 

to by hill-climbing and hill-leaping, but I think 

that there is good reason to think that these pro- 

cesses at least can get us far beyond ordinary 

human capacities. 

Correlation obstacles. It may be that while 

there is one or more self-amplifying cognitive 

capacity G, this does not correlate with any or 

many capacities that are of interest to us. For 

example, perhaps a self-amplifying increase 

in programming ability will not go along with 

increases in other interesting abilities, such as 

an ability to solve scientific problems or social 

problems, an ability to wage warfare or make 

peace, and so on. 

I have discussed issues regarding correlation 

in the previous section. I think that the extent to 

which we can expect various cognitive capaci- 

ties to correlate with each other is a substantive 

open question. Still, even if self-amplifying ca- 

pacities such as design capacities correlate only 

weakly with many cognitive capacities, they 

will plausibly correlate more strongly with the 

capacity to create systems with these capaci- 

ties. It remains a substantive question just how 

much correlation one can expect, but I suspect 

that there will be enough correlating capacities 

to ensure that if there is an explosion, it will be 

an interesting one. 

Manifestation obstacles. Although there is a 

self-amplifying cognitive capacity G, either we 

or our successors might not manifest our capac- 

ity to create systems with higher values of G 

(or with higher values of a cognitive correlated 

capacity H). Here we can divide the defeaters 

into motivational defeaters in which an absence 

of motivation or a contrary motivation prevents 

capacities from being manifested, and_ situ- 

ational defeaters, in which other unfavorable 

circumstances prevent capacities from being 

manifested. Defeaters of each sort could arise 

Ui if 

on the path to AI, on the path from AI to Al+, 

or on the path from AI+ to Al++. 

Situational defeaters include disasters and 

resource limitations. Regarding disasters, I cer- 

tainly cannot exclude the possibility that global 

warfare or a nanotechnological accident (‘gray 

goo’) will stop technological progress entirely 

before AI or AI+ is reached. I also cannot ex- 

clude the possibility that artificial systems will 

themselves bring about disasters of this sort. 

Regarding resource limitations, it 1s worth 

noting that most feedback loops in nature run 

out of steam because of limitations in resources 

such as energy, and the same is possible here. 

Still, it is likely that foreseeable energy re- 

sources will suffice for many generations of 

Al+, and AlI+ systems are likely to develop 

further ways of exploiting energy resources. 

Something similar applies to financial resources 

and other social resources. 

Motivational defeaters include disinclina- 

tion and active prevention. It is possible that 

as the event draws closer, most humans will be 

disinclined to create AI or Al+. It is entirely 

possible that there will be active prevention 

of the development of AI or AI+ (perhaps by 

legal, financial, and military means), although 

it is not obvious that such prevention could be 

successful indefinitely.'* And it is certainly 
possible that AI+ systems will be disinclined 

to create their successors, perhaps because we 

design them to be so disinclined, or perhaps 

because they will be intelligent enough to real- 

ize that creating successors is not in their inter- 

ests. Furthermore, it may be that Al+ systems 

will have the capacity to prevent such progress 

from happening. 

A singularity proponent might respond that 

all that is needed to overcome motivational 

defeaters is the creation of a single AI+ that 

greatly values the creation of greater AI+ in 

turn, and a singularity will then be inevitable. 

If such a system is the first Al+ to be created, 

this conclusion may well be correct. But as long 

as this AI+ is not created first, then it may be 

subject to controls from other AI+, and the path 

to Al++ may be blocked. The issues here turn 

on difficult questions about the motivations and 

capacities of future systems, and answers to 

these questions are difficult to predict. 

In any case, the current analysis makes 

clearer the burdens on both proponents and op- 

ponents of the thesis that there will be an in- 

telligence explosion. Opponents need to make 

clear where they think the case for the thesis 

fails: structural obstacles (and if so which), 
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correlation obstacles, situational defeaters, mo- 

tivational defeaters. Likewise, proponents need 

to make the case that there will be no such ob- 

stacles or defeaters. 
Speaking for myself, I think that while struc- 

tural and correlational obstacles (especially the 

proportionality thesis) raise nontrivial issues, 
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there is at least a prima facie case that absent 

defeaters, a number of interesting cognitive 

capacities will explode. I think the most likely 

defeaters are motivational. But I think that it is 

far from obvious that there will be defeaters. So 

I think that the singularity hypothesis is one that 

we should take very seriously. 
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NOTES 

1. I first became interested in this cluster of ideas 
as a student, before first hearing explicitly of the 

‘singularity’ in 1997. I was spurred to think fur- 

ther about these issues by an invitation to speak at 

the 2009 Singularity Summit in New York City. I 

thank many people at that event for discussion, as 

well as many at later talks and discussions at West 

Point, CUNY, New York University, Delhi, ANU, 

Tucson, Oxford, and UNSW. Thanks also to Doug 

Hofstadter, Marcus Hutter, Ole Koksvik, Drew 
McDermott, Carl Shulman, and Michael Vassar for 
comments on this paper. 

2. Scenarios of this sort have antecedents in science 
fiction, perhaps most notably in John Campbell’s 
1932 short story “The Last Evolution.” 

3. Solomonoff also discusses the effects of what we 
might call the ‘population explosion’: a rapidly in- 
creasing population of artificial AI researchers. 

4. As Vinge 1993 notes, Stanislaw Ulam 1958 de- 

scribes a conversation with John von Neumann in 
which the term is used in a related way: “One con- 
versation centered on the ever accelerating progress 
of technology and changes in the mode of human 
life, which gives the appearance of approaching 
some essential singularity in the history of the race 

beyond which human affairs, as we know them, 

could not continue.’ 
5. A useful taxonomy of uses of ‘singularity’ is set out 

by Yudkowsky 2007. He distinguishes an ‘acceler- 

ating change’ school, associated with Kurzweil, an 
‘event horizon’ school, associated with Vinge, and 
an ‘intelligence explosion’ school, associated with 
Good. Smart (1999-2008) gives a detailed history 
of associated ideas, focusing especially on acceler- 

ating change. 
6. With some exceptions: discussions by academ- 

ics include 1998, Bostrom 2003; Hanson 2008; 

Hofstadter 2005; and Moravec 1988, 1998. 
Hofstadter organized symposia on the prospect of 
superintelligent machines at Indiana University in 
1999 and at Stanford University in 2000, and more 
recently, Bostrom’s Future of Humanity Institute at 
the University of Oxford has organized a number of 

relevant activities. 
7. The main themes in this article have been discussed 

many times before by others, especially in the non- 
academic circles mentioned earlier. My main aims 
in writing the article are to subject some of these 

themes (especially the claim that there will be an in- 

telligence explosion and claims about uploading) to 
a philosophical analysis, with the aim of exploring 

and perhaps strengthening the foundations on which 

these ideas rest, and also to help bring these themes 
to the attention of philosophers and scientists. 

8. Following common practice, I use ‘AI’ and rela- 

tives as a general term (‘An AI exists’), an adjective 

(‘An AI system exists’), and as a mass term (‘AI 

exists’). 

9. Yudkowsky’s web-based article is now marked ‘ob- 
solete,’ and in later work he does not endorse the 
estimate or the argument from hardware trends. See 

Hofstadter 2005 for skepticism about the role of 
hardware extrapolation here and more generally for 

skepticism about timeframe estimates on the order 

of decades. 
10. I take it that when someone has the capacity to do 

something, then if they are sufficiently motivated to 

do it and are in reasonably favorable circumstances, 

they will do it. So defeaters can be divided into 
motivational defeaters, involving insufficient moti- 
vation, and situational defeaters, involving unfavor- 

able circumstances (such as a disaster). There is a 

blurry line between unfavorable circumstances that 

prevent a capacity from being manifested and those 
that entail that the capacity was never present in the 

first place—for example, resource limitations might 

be classed on either side of this line—but this will 
not matter much for our purposes. 

11. For a general argument for strong artificial intelli- 
gence and a response to many different objections, 

see Chalmers 1996, chapter 9. For a response to 
Penrose and Lucas, see Chalmers 1995. For an in- 
depth discussion of the current prospects for whole 

brain emulation, see Sandberg and Bostrom 2008. 
12. The ‘Gédel machines’ of Schmidhuber 2003 pro- 

vide a theoretical example of self-improving sys- 
tems at a level below AI, though they have not yet 

been implemented and there are large practical ob- 
stacles to using them as a path to AI. The process of 

evolution might count as an indirect example: less 
intelligent systems have the capacity to create more 
intelligent systems by reproduction, variation and 

natural selection. This version would then come to 
the same thing as an evolutionary path to AI and 

AJI++. For present purposes I am construing ‘cre- 

ation’ to involve a more direct mechanism than this. 
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13. Flynn 2007 gives an excellent overview of the 
debate over general intelligence and the reasons for 

believing in such a measure. Shalizi 2007 argues 
that g is a statistical artifact. Legg 2008 has a nice 
discussion of these issues in the context of machine 

superintelligence. 
14. When I discussed these issues with cadets and staff at 

the West Point Military Academy, the question arose 

as to whether the US military or other branches of 

the government might attempt to prevent the creation 
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of AI or AI+, due to the risks of an intelligence ex- 
plosion. The consensus was that they would not, as 
such prevention would only increase the chances 

that AI or AI+ would first be created by a foreign 
power. One might even expect an AI arms race at 
some point, once the potential consequences of an 

intelligence explosion are registered. According to 
this reasoning, although AI+ would have risks from 

the standpoint of the US government, the risks of 
Chinese AI+ (say) would be far greater. 

The Ethics of Artificial Intelligence 
Nick Bostrom and Eliezer Yudkowsky 

The possibility of creating thinking machines 

raises a host of ethical issues. These questions 

relate both to ensuring that such machines do 

not harm humans and other morally relevant 

beings, and to the moral status of the machines 

themselves. The first section discusses issues 

that may arise in the near future of AI. The 

second section outlines challenges for ensuring 

that AI operates safely as it approaches humans 

in its intelligence. The third section outlines 

how we might assess whether, and in what 

circumstances, Als themselves have moral 

status. In the fourth section, we consider how 

Als might differ from humans in certain basic 

respects relevant to our ethical assessment of 

them. The final section addresses the issues of 

creating Als more intelligent than human, and 

ensuring that they use their advanced intelli- 

gence for good rather than ill. 

Ethics in Machine Learning 
and Other Domain-Specific 
Al Algorithms 

Imagine, in the near future, a bank using a 

machine learning algorithm to recommend 

mortgage applications for approval. A rejected 

applicant brings a lawsuit against the bank, al- 

leging that the algorithm is discriminating ra- 

cially against mortgage applicants. The bank 

replies that this is impossible, since the algo- 

rithm is deliberately blinded to the race of the 

applicants. Indeed, that was part of the bank’s 

rationale for implementing the system. Even 

SO, Statistics show that the bank’s approval rate 

for black applicants has been steadily dropping. 

Submitting ten apparently equally qualified 

genuine applicants (as determined by a separate 

panel of human judges) shows that the algo- 

rithm accepts white applicants and rejects black 

applicants. What could possibly be happening? 

Finding an answer may not be easy. If the 

machine learning algorithm is based on a 

complicated neural network, or a genetic al- 

gorithm produced by directed evolution, then 

it may prove nearly impossible to understand 

why, or even how, the algorithm is judging 

applicants based on their race. On the other 

hand, a machine learner based on decision 

trees or Bayesian networks is much more 

transparent to programmer inspection (Hastie 

et al. 2001), which may enable an auditor to 

discover that the AI algorithm uses the ad- 

dress information of applicants who were 

born or previously resided in predominantly 
poverty-stricken areas. 

AI algorithms play an increasingly large role 

in modern society, though usually not labeled 

‘Al.’ The scenario described above might be 

transpiring even as we write. It will become in- 

creasingly important to develop AI algorithms 

that are not just powerful and scalable, but also 

From (Keith Frankish and William M. Ramsey, eds.) The Cambridge Handbook of Artificial 
Intelligence (Cambridge University Press, 2014). Reprinted by permission of the publisher. 
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transparent to inspection—to name one of 

many socially important properties. 

Some challenges of machine ethics are much 

like many other challenges involved in design- 

ing machines. Designing a robot arm to avoid 

crushing stray humans is no more morally 

fraught than designing a flame-retardant sofa. 

It involves new programming challenges, but 

no new ethical challenges. But when AI al- 

gorithms take on cognitive work with social 

dimensions—cognitive tasks previously per- 

formed by humans—the AI algorithm inher- 

its the social requirements. It would surely be 

frustrating to find that no bank in the world will 

approve your seemingly excellent loan applica- 

tion, and nobody knows why, and nobody can 

find out even in principle. (Maybe you have a 

first name strongly associated with deadbeats? 

Who knows?) 

Transparency is not the only desirable feature 

of AI. It is also important that AI algorithms 

taking over social functions be predictable to 

those they govern. Yo understand the importance 

of such predictability, consider an analogy. The 

legal principle of stare decisis binds judges to 

follow past precedent whenever possible. To 

an engineer, this preference for precedent may 

seem incomprehensible—why bind the future to 

the past, when technology is always improving? 

But one of the most important functions of the 

legal system is to be predictable, so that, e.g., 

contracts can be written knowing how they will 

be executed. The job of the legal system is not 

necessarily to optimize society, but to provide 

a predictable environment within which citizens 

can optimize their own lives. 

It will also become increasingly important 

that AI algorithms be robust against manipu- 

lation. A machine vision system to scan air- 

line luggage for bombs must be robust against 

human adversaries deliberately searching for 

exploitable flaws in the algorithm—for ex- 

ample, a shape that, placed next to a pistol in 

one’s luggage, would neutralize recognition of 

it. Robustness against manipulation is an ordi- 

nary criterion in information security; nearly 

the criterion. But it is not a criterion that ap- 

pears often in machine learning journals, which 

are currently more interested in, e.g., how an 

algorithm scales up on larger parallel systems. 

Another important social criterion for deal- 

ing with organizations is being able to find 

the person responsible for getting something 

done. When an AI system fails at its assigned 

task, who takes the blame? The programmers? 

The end-users? Modern bureaucrats often take 
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refuge in established procedures that distribute 

responsibility so widely that no one person can 

be identified to blame for the catastrophes that 

result (Howard 1994). The provably disinter- 

ested judgment of an expert system could turn 

out to be an even better refuge. Even if an AI 

system is designed with a user override, one 

must consider the career incentive of a bureau- 

crat who will be personally blamed if the over- 

ride goes wrong, and who would much prefer 

to blame the AI for any difficult decision with a 

negative outcome. 

Responsibility, transparency, auditability, 

incorruptibility, predictability, and a tendency 

to not make innocent victims scream with help- 

less frustration: all criteria that apply to humans 

performing social functions; all criteria that 

must be considered in an algorithm intended 

to replace human judgment of social functions; 

all criteria that may not appear in a journal of 

machine learning considering how an algorithm 

scales up to more computers. This list of criteria 

is by no means exhaustive, but it serves as a 

small sample of what an increasingly computer- 

ized society should be thinking about. 

Artificial General Intelligence 

There is nearly universal agreement among 

modern AI _ professionals that Artificial 

Intelligence falls short of human capabilities in 

some critical sense, even though AI algorithms 

have beaten humans in many specific domains 

such as chess. It has been suggested by some 

that as soon as AI researchers figure out how 

to do something, that capability ceases to be 

regarded as intelligent—chess was considered 

the epitome of intelligence until Deep Blue won 

the world championship from Kasparov—but 

even these researchers agree that something 

important is missing from modern Als (e.g., 

Hofstadter 2006). 
While this subfield of Artificial Intelligence 

is only just coalescing, ‘Artificial General 

Intelligence’ (hereafter, AGI) is the emerging 

term of art used to denote ‘real’ AI (see, e.g., the 

edited volume Goertzel and Pennachin 2006). 

As the name implies, the emerging consensus 

is that the missing characteristic is generality. 

Current AI algorithms with human-equivalent 

or -superior performance are characterized by 

a deliberately-programmed competence only in 

a single, restricted domain. Deep Blue became 

the world champion at chess, but it cannot 

even play checkers, let alone drive a car or 
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make a scientific discovery. Such modern AI 

algorithms resemble all biological life with the 

sole exception of Homo sapiens. A bee exhibits 

competence at building hives; a beaver ex- 

hibits competence at building dams; but a bee 

doesn’t build dams, and a beaver can’t learn 

to build a hive. A human, watching, can learn 

to do both; but this is a unique ability among 

biological lifeforms. It is debatable whether 

human intelligence is truly general—we are cer- 

tainly better at some cognitive tasks than others 

(Hirschfeld and Gelman 1994)—but human in- 

telligence is surely significantly more generally 

applicable than nonhominid intelligence. 

It is relatively easy to envisage the sort of 

safety issues that may result from AI operating 

only within a specific domain. It is a qualita- 

tively different class of problem to handle an 

AGI operating across many novel contexts that 

cannot be predicted in advance. 

When human engineers build a nuclear re- 

actor, they envision the specific events that 

could go on inside it—valves failing, comput- 

ers failing, cores increasing in temperature— 

and engineer the reactor to render these events 

noncatastrophic. Or, on a more mundane level, 

building a toaster involves envisioning bread 

and envisioning the reaction of the bread to 

the toaster’s heating element. The toaster itself 

does not know that its purpose is to make 

toast—the purpose of the toaster is repre- 

sented within the designer’s mind, but is not 

explicitly represented in computations inside 

the toaster—and so if you place cloth inside a 

toaster, it may catch fire, as the design executes 

in an unenvisioned context with an unenvi- 

sioned side effect. 

Even task-specific AI algorithms throw us 

outside the toaster-paradigm, the domain of lo- 

cally preprogrammed, specifically envisioned 

behavior. Consider Deep Blue, the chess algo- 

rithm that beat Garry Kasparov for the world 

championship of chess. Were it the case that 

machines can only do exactly as they are told, 

the programmers would have had to manually 

preprogram a database containing moves for 

every possible chess position that Deep Blue 

could encounter. But this was not an option for 

Deep Blue’s programmers. First, the space of 

possible chess positions is unmanageably large. 

Second, if the programmers had manually input 

what they considered a good move in each 

possible situation, the resulting system would 

not have been able to make stronger chess 

moves than its creators. Since the programmers 

themselves were not world champions, such 
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a system would not have been able to defeat 

Garry Kasparov. 
In creating a superhuman chess player, the 

human programmers necessarily sacrificed 

their ability to predict Deep Blue’s local, spe- 

cific game behavior. Instead, Deep Blue’s pro- 

grammers had (justifiable) confidence that Deep 

Blue’s chess moves would satisfy a non-local 

criterion of optimality: namely, that the moves 

would tend to steer the future of the game board 

into outcomes in the ‘winning’ region as de- 

fined by the chess rules. This prediction about 

distant consequences, though it proved accu- 

rate, did not allow the programmers to envision 

the Jocal behavior of Deep Blue—its response 

to a specific attack on its king—because Deep 

Blue computed the nonlocal game map, the link 

between a move and its possible future conse- 

quences, more accurately than the programmers 

could (Yudkowsky 2006). 

Modern humans do literally millions of 

things to feed themselves—to serve the final 

consequence of being fed. Few of these activi- 

ties were ‘envisioned by Nature’ in the sense of 

being ancestral challenges to which we are di- 

rectly adapted. But our adapted brain has grown 

powerful enough to be significantly more gen- 

erally applicable; to let us foresee the conse- 

quences of millions of different actions across 

domains, and exert our preferences over final 

outcomes. Humans crossed space and put foot- 

prints on the Moon, even though none of our 

ancestors encountered a challenge analogous 

to vacuum. Compared to domain-specific AI, it 

is a qualitatively different problem to design a 
system that will operate safely across thousands 

of contexts; including contexts not specifically 

envisioned by either the designers or the users; 

including contexts that no human has yet en- 

countered. Here there may be no local specifica- 
tion of good behavior—no simple specification 

over the behaviors themselves, any more than 

there exists a compact local description of all 
the ways that humans obtain their daily bread. 

To build an AI that acts safely while acting 

in many domains, with many consequences, in- 

cluding problems the engineers never explicitly 
envisioned, one must specify good behavior in 
such terms as ‘X such that the consequence of 
X is not harmful to humans.’ This is non-local; 
it involves extrapolating the distant conse- 
quences of actions. Thus, this is only an effec- 
tive specification—one that can be realized as 
a design property—if the system explicitly ex- 
trapolates the consequences of its behavior. A 
toaster cannot have this design property because 
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a toaster cannot foresee the consequences of 
toasting bread. 

Imagine an engineer having to say, ‘Well, I 

have no idea how this airplane I built will fly 

safely—indeed I have no idea how it will fly at 

all, whether it will flap its wings or inflate itself 

with helium or something else I haven’t even 

imagined—but I assure you, the design is very, 

very safe.’ This may seem like an unenviable 

position from the perspective of public rela- 

tions, but it’s hard to see what other guarantee 

of ethical behavior would be possible for a gen- 

eral intelligence operating on unforeseen prob- 

lems, across domains, with preferences over 

distant consequences. Inspecting the cognitive 

design might verify that the mind was, indeed, 

searching for solutions that we would classify 

as ethical; but we couldn’t predict which spe- 

cific solution the mind would discover. 

Respecting such a _ verification requires 

some way to distinguish trustworthy assur- 

ances (a procedure which will not say the Al 

is safe unless the AI really is safe) from pure 

hope and magical thinking (‘I have no idea how 

the Philosopher’s Stone will transmute lead to 

gold, but I assure you, it will!’). One should 

bear in mind that purely hopeful expectations 

have previously been a problem in AI research 

(McDermott 1976). 

Verifiably constructing a trustworthy AGI will 

require different methods, and a different way of 

thinking, from inspecting power plant software 

for bugs—it will require an AGI that thinks like a 

human engineer concerned about ethics, not just 

a simple product of ethical engineering. 

Thus the discipline of AI ethics, especially 

as applied to AGI, is likely to differ fundamen- 

tally from the ethical discipline of noncognitive 

technologies, in that: 

* The local, specific behavior of the AI may 

not be predictable apart from its safety, even 

if the programmers do everything right; 

* Verifying the safety of the system becomes 

a greater challenge because we must verify 

what the system is trying to do, rather than 

being able to verify the system’s safe be- 

havior in all operating contexts; 

¢ Ethical cognition itself must be taken as a 

subject matter of engineering. 

Machines with Moral Status 

A different set of ethical issues arises when we 

contemplate the possibility that some future Al 

systems might be candidates for having moral 
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status. Our dealings with beings possessed of 

moral status are not exclusively a matter of in- 

strumental rationality: we also have moral rea- 

sons to treat them in certain ways, and to refrain 

from treating them in certain other ways. Francis 

Kamm has proposed the following definition of 

moral status, which will serve for our purposes: 

X has moral status = because X counts morally 

in its own right, it is permissible/impermissible 
to do things to it for its own sake. (Kamm 2007, 
chapter 7, paraphrase) 

A rock has no moral status: we may crush it, 

pulverize it, or subject it to any treatment we 

like without any concern for the rock itself. 

A human person, on the other hand, must be 

treated not only as a means but also as an end. 

Exactly what it means to treat a person as an end 

is something about which different ethical theo- 
ries disagree; but it certainly involves taking 

her legitimate interests into account—giving 

weight to her well-being—and it may also in- 

volve accepting strict moral side-constraints 

in our dealings with her, such as a prohibi- 

tion against murdering her, stealing from her, 

or doing a variety of other things to her or her 

property without her consent. Moreover, it 

is because a human person counts in her own 

right, and for her sake, that it is impermissible 

to do to her these things. This can be expressed 
more concisely by saying that a human person 

has moral status. 

Questions about moral status are important 

in some areas of practical ethics. For exam- 

ple, disputes about the moral permissibility of 

abortion often hinge on disagreements about 

the moral status of the embryo. Controversies 

about animal experimentation and the treatment 

of animals in the food industry involve ques- 

tions about the moral status of different species 

of animal. And our obligations towards human 

beings with severe dementia, such as late-stage 

Alzheimer’s patients, may also depend on ques- 

tions of moral status. 

It is widely agreed that current AI systems 

have no moral status. We may change, copy, ter- 

minate, delete, or use computer programs as we 

please; at least as far as the programs themselves 

are concerned. The moral constraints to which 

we are subject in our dealings with contemporary 

AI systems are all grounded in our responsibili- 

ties to other beings, such as our fellow humans, 

not in any duties to the systems themselves. 

While it is fairly consensual that present- 

day AI systems lack moral status, it is unclear 

exactly what attributes ground moral status. 
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Two criteria are commonly proposed as being 

importantly linked to moral status, either sepa- 

rately or in combination: sentience and sapience 

(or personhood). These may be characterized 

roughly as follows: 

Sentience: the capacity for phenomenal experi- 
ence or qualia, such as the capacity to feel pain 

and suffer. 
Sapience: a set of capacities associated with 

higher intelligence, such as self-awareness and 

being a reason-responsive agent. 

One common view is that many animals have 

qualia and therefore have some moral status, 

but that only human beings have sapience, 

which gives them a higher moral status than 

non-human animals.! This view, of course, 

must confront the existence of borderline cases 

such as, on the one hand, human infants or 

human beings with severe mental retardation— 

sometimes unfortunately referred to as ‘mar- 

ginal humans’—which fail to satisfy the criteria 

for sapience; and, on the other hand, some non- 

human animals such as the great apes, which 

might possess at least some of the elements of 

sapience. Some deny that so-called ‘marginal 

humans’ have full moral status. Others pro- 

pose additional ways in which an object could 

qualify as a bearer of moral status, such as by 

being a member of a kind that normally has sen- 

tience or sapience, or by standing in a suitable 

relation to some being that independently has 

moral status (cf. Mary Anne Warren 2000). For 

present purposes, however, we will focus on the 

criteria of sentience and sapience. 

This picture of moral status suggests that an 

AI system will have some moral status if it has 

the capacity for qualia, such as an ability to feel 

pain. A sentient AI system, even if it lacks lan- 

guage and other higher cognitive faculties, is 

not like a stuffed toy animal or a wind-up doll; it 

is more like a living animal. It is wrong to inflict 

pain on a mouse, unless there are sufficiently 

strong morally overriding reasons to do so. The 

same would hold for any sentient AI system. If 

in addition to sentience, an AI system also has 

sapience of a kind similar to that of a normal 

human adult, then it would have full moral 

status, equivalent to that of human beings. 

One of the ideas underlying this moral as- 

sessment can be expressed in stronger form as a 

principle of non-discrimination: 

Principle of Substrate Non-Discrimination 

If two beings have the same functionality and 
the same conscious experience, and differ only 
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in the substrate of their implementation, then 

they have the same moral status. 

One can argue for this principle on grounds that 

rejecting it would amount to embracing a posi- 

tion similar to racism: substrate lacks fundamen- 

tal moral significance in the same way and for 

the same reason as skin color does. The Principle 

of Substrate Non-Discrimination does not imply 

that a digital computer could be conscious, or 

that it could have the same functionality as a 

human being. Substrate can of course be morally 

relevant insofar as it makes a difference to sen- 

tience or functionality. But holding these things 

constant, it makes no moral difference whether a 

being is made of silicon or carbon, or whether its 

brain uses semi-conductors or neurotransmitters. 

An additional principle that can be proposed 

is that the fact that AI systems are artificial— 

i.e., the product of deliberate design—is not 

fundamentally relevant to their moral status. 

We could formulate this as follows: 

Principle of Ontogeny Non-Discrimination 

If two beings have the same functionality and 
the same consciousness experience, and differ 
only in how they came into existence, then they 
have the same moral status. 

Today, this idea is widely accepted in the human 

case—although in some circles, particularly in 

the past, the idea that one’s moral status de- 

pends on one’s bloodline or caste has been in- 

fluential. We do not believe that causal factors 

such as family planning, assisted delivery, in 

vitro fertilization, gamete selection, deliberate 

enhancement of maternal nutrition ete.—which 

introduce an element of deliberate choice and 

design in the creation of human persons—have 

any necessary implications for the moral status 

of the progeny. Even those who are opposed to 

human reproductive cloning for moral or re- 

ligious reasons generally accept that, should a 

human clone be brought to term, it would have 

the same moral status as any other human infant. 

The Principle of Ontogeny Non-Discrimination 

extends this reasoning to the case involving en- 

tirely artificial cognitive systems. 

It is, of course, possible for circumstances of 
creation to affect the ensuing progeny in such a 
way as to alter its moral status. For example, if 
some procedure were performed during concep- 
tion or gestation that caused a human fetus to 
develop without a brain, then this fact about on- 
togeny would be relevant to our assessment of 
the moral status of the progeny. The anenceph- 
alic child, however, would have the same moral 
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status as any other similar anencephalic child, 

including one that had come about through 

some entirely natural process. The difference in 

moral status between an anencephalic child and 

anormal child is grounded in the qualitative dif- 

ference between the two—the fact that one has 

a mind while the other does not. Since the two 

children do not have the same functionality and 

the same conscious experience, the Principle of 

Ontogeny Non-Discrimination does not apply. 

Although the Principle of Ontogeny Non- 

Discrimination asserts that a being’s ontogeny 

has no essential bearing on its moral status, it 

does not deny that facts about ontogeny can 

affect what duties particular moral agents have 

toward the being in question. Parents have 

special duties to their child which they do not 

have to other children, and which they would 

not have even if there were another child quali- 

tatively identical to their own. Similarly, the 

Principle of Ontogeny Non-Discrimination is 

consistent with the claim that the creators or 

owners of an AI system with moral status may 

have special duties to their artificial mind which 

they do not have to another artificial mind, even 

if the minds in question are qualitatively similar 

and have the same moral status. 

If the principles of non-discrimination with 

regard to substrate and ontogeny are accepted, 

then many questions about how we ought to treat 

artificial minds can be answered by applying the 

same moral principles that we use to determine 

our duties in more familiar contexts. Insofar as 

moral duties stem from moral status consider- 

ations, we ought to treat an artificial mind in just 

the same way as we ought to treat a qualitatively 

identical natural human mind in a similar situa- 

tion. This simplifies the problem of developing 

an ethics for the treatment of artificial minds. 
Even if we accept this stance, however, we 

must confront a number of novel ethical ques- 

tions which the aforementioned principles leave 

unanswered. Novel ethical questions arise be- 

cause artificial minds can have very differ- 

ent properties from ordinary human or animal 

minds. We must consider how these novel 
properties would affect the moral status of arti- 
ficial minds and what it would mean to respect 

the moral status of such exotic minds. 

Minds with Exotic Properties 

In the case of human beings, we do not normally 

hesitate to ascribe sentience and conscious ex- 

perience to any individual who exhibits the 
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normal kinds of human behavior. Few believe 

there to be other people who act perfectly nor- 

mally but lack consciousness. However, other 

human beings do not merely behave in person- 

like ways similar to ourselves; they also have 

brains and cognitive architectures that are con- 

stituted much like our own. An artificial intel- 

lect, by contrast, might be constituted quite 

differently from a human intellect yet still ex- 

hibit human-like behavior or possess the be- 

havioral dispositions normally indicative of 

personhood. It might therefore be possible to 

conceive of an artificial intellect that would 

be sapient, and perhaps would be a person, yet 

would not be sentient or have conscious ex- 

periences of any kind. (Whether this is really 

possible depends on the answers to some non- 

trivial metaphysical questions.) Should such a 

system be possible, it would raise the question 

whether a non-sentient person would have any 

moral status whatever; and if so, whether it 

would have the same moral status as a sentient 

person. Since sentience, or at least a capacity 

for sentience, is ordinarily assumed to be pres- 

ent in any individual who is a person, this ques- 

tion has not received much attention to date.? 

Another exotic property, one which is cer- 

tainly metaphysically and physically possible 

for an artificial intelligence, is for its subjec- 

tive rate of time to deviate drastically from the 

rate that is characteristic of a biological human 

brain. The concept of subjective rate of time 

is best explained by first introducing the idea 

whole brain emulation, or ‘uploading.’ 

‘Uploading’ refers to a hypothetical future 

technology that would enable a human or other 

animal intellect to be transferred from its origi- 

nal implementation in an organic brain onto a 

digital computer. One scenario goes like this: 

First, a very high-resolution scan is performed 

of some particular brain, possibly destroying the 

original in the process. For example, the brain 

might be vitrified and dissected into thin slices, 

which can then be scanned using some form of 

high-throughput microscopy combined with 

automated image recognition. We may imag- 

ine this scan to be detailed enough to capture 

all the neurons, their synaptic interconnections, 

and other features that are functionally relevant 

to the original brain’s operation. Second, this 

three-dimensional map of the components of 

the brain and their interconnections is com- 

bined with a library of advanced neuroscientific 

theory which specifies the computational prop- 

erties of each basic type of element, such as 

different kinds of neuron and synaptic junction. 
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Third, the computational structure and the asso- 

ciated algorithmic behavior of its components 

are implemented in some powerful computer. If 

the uploading process has been successful, the 

computer program should now replicate the es- 

sential functional characteristics of the original 

brain. The resulting upload may inhabit a simu- 

lated virtual reality, or, alternatively, it could be 

given control of a robotic body, enabling it to 

interact directly with external physical reality. 

A number of questions arise in the context 

of such a scenario: How plausible is it that this 

procedure will one day become technologically 

feasible? If the procedure worked and produced 

a computer program exhibiting roughly the 

same personality, the same memories, and the 

same thinking patterns as the original brain, 

would this program be sentient? Would the 

upload be the same person as the individual 
whose brain was disassembled in the upload- 

ing process? What happens to personal identity 

if an upload is copied such that two similar or 

qualitatively identical upload minds are running 

in parallel? Although all of these questions are 

relevant to the ethics of machine intelligence, 

let us here focus on an issue involving the 

notion of a subjective rate of time. 

Suppose that an upload could be sentient. If 

we run the upload program on a faster computer, 

this will cause the upload, if it is connected to 

an input device such as a video camera, to per- 

ceive the external world as if it had been slowed 

down. For example, if the upload is running a 

thousand times faster than the original brain, 

then the external world will appear to the upload 

as if it were slowed down by a factor of thou- 

sand. Somebody drops a physical coffee mug: 

The upload observes the mug slowly falling to 

the ground while the upload finishes reading the 

morning newspaper and sends off a few emails. 

One second of objective time corresponds to 17 

minutes of subjective time. Objective and sub- 

jective duration can thus diverge. 

Subjective time is not the same as a sub- 

ject’s estimate or perception of how fast time 

flows. Human beings are often mistaken about 

the flow of time. We may believe that it is one 

o'clock when it is in fact a quarter past two; or 

a stimulant drug might cause our thoughts to 

race, making it seem as though more subjective 

time has lapsed than is actually the case. These 

mundane cases involve a distorted time percep- 

tion rather than a shift in the rate of subjective 

time. Even in a cocaine-addled brain, there is 

probably not a significant change in the speed of 

basic neurological computations; more likely, 

ARTIFICIAL INTELLIGENCE 

the drug is causing such a brain to flicker more 

rapidly from one thought to another, making it 

spend less subjective time thinking each of a 

greater number of distinct thoughts. 

The variability of the subjective rate of time is 

an exotic property of artificial minds that raises 

novel ethical issues. For example, in cases 

where the duration of an experience is ethically 

relevant, should duration be measured in objec- 

tive or subjective time? If an upload has com- 

mitted a crime and is sentenced to four years 

in prison, should this be four objective years— 

which might correspond to many millennia of 

subjective time—or should it be four subjective 

years, which might be over in a couple of days 

of objective time? If a fast AI and a human are 

in pain, is it more urgent to alleviate the Al’s 

pain, on grounds that it experiences a greater 

subjective duration of pain for each sidereal 

second that palliation is delayed? Since in our 

accustomed context of biological humans, sub- 

jective time is not significantly variable, it is 

unsurprising that this kind of question is not 

straightforwardly settled by familiar ethical 

norms, even if these norms are extended to arti- 

ficial intellects by means of non-discrimination 

principles (such as those proposed in the previ- 

ous section). 

To illustrate the kind of ethical claim that 

might be relevant here, we formulate (but do 

not argue for) a principle privileging subjec- 

tive time as the normatively more fundamental 

notion: 

Principle of Subjective Rate of Time 

In cases where the duration of an experience is 
of basic normative significance, it is the experi- 

ence’s subjective duration that counts. 

So far we have discussed two possibilities (non- 

sentient sapience and variable subjective rate of 

time) which are exotic in the relatively profound 

sense of being metaphysically problematic as 

well as lacking clear instances or parallels in the 

contemporary world. Other properties of pos- 

sible artificial minds would be exotic in a more 
superficial sense; e.g., by diverging in some 
unproblematically quantitative dimension from 
the kinds of mind with which we are familiar. 
But such superficially exotic properties may 
also pose novel ethical problems—if not at the 
level of foundational moral philosophy, then at 
the level of applied ethics or for mid-level ethi- 
cal principles. 

One important set of exotic properties of ar- 
tificial intelligences relate to reproduction. A 
number of empirical conditions that apply to 
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human reproduction need not apply to artifi- 

cial intelligences. For example, human children 

are the product of recombination of the genetic 

material from two parents; parents have limited 

ability to influence the character of their off- 

spring; a human embryo needs to be gestated 

in the womb for nine months; it takes fifteen 

to twenty years for a human child to reach ma- 

turity; a human child does not inherit the skills 

and knowledge acquired by its parents; human 

beings possess a complex evolved set of emo- 

tional adaptations related to reproduction, nur- 

turing, and the child-parent relationship. None 

of these empirical conditions need pertain in the 

context of a reproducing machine intelligence. 

It is therefore plausible that many of the mid- 

level moral principles that we have come to 

accept as norms governing human reproduction 
will need to be rethought in the context of AI 

reproduction. 

To illustrate why some of our moral norms 

need to be rethought in the context of AI re- 

production, it will suffice to consider just one 

exotic property of Als: their capacity for rapid 

reproduction. Given access to computer hard- 

ware, an AI could duplicate itself very quickly, 

in no more time than it takes to make a copy of 

the AI’s software. Moreover, since the AI copy 

would be identical to the original, it would be 

born completely mature, and the copy could 

begin making its own copies immediately. 

Absent hardware limitations, a population of 

Als could therefore grow exponentially at an 

extremely rapid rate, with a doubling time on 

the order of minutes or hours rather than de- 

cades or centuries. 

Our current ethical norms about reproduc- 

tion include some version of a principle of 

reproductive freedom, to the effect that it is 

up to each individual or couple to decide for 

themselves whether to have children and how 

many children to have. Another norm we have 

(at least in rich and middle-income countries) 

is that society must step in to provide the basic 

needs of children in cases where their parents 

are unable or refusing to do so. It is easy to see 

how these two norms could collide in the con- 

text of entities with the capacity for extremely 

rapid reproduction. 
Consider, for example, a population of up- 

loads, one of whom happens to have the desire 

to produce as large a clan as possible. Given 

complete reproductive freedom, this upload 

may start copying itself as quickly as it can; 

and the copies it produces—which may run on 

new computer hardware owned or rented by 
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the original, or may share the same computer 

as the original—will also start copying them- 

selves, since they are identical to the progeni- 

tor upload and share its philoprogenic desire. 

Soon, members of the upload clan will find 

themselves unable to pay the electricity bill 

or the rent for the computational processing 

and storage needed to keep them alive. At this 

point, a social welfare system might kick in to 

provide them with at least the bare necessities 

for sustaining life. But if the population grows 

faster than the economy, resources will run out; 

at which point uploads will either die or their 

ability to reproduce will be curtailed. (For two 

related dystopian scenarios, see Bostrom 2004.) 

This scenario illustrates how some mid-level 
ethical principles that are suitable in contem- 

porary societies might need to be modified if 

those societies were to include persons with the 

exotic property of being able to reproduce very 

rapidly. 

The general point here is that when thinking 

about applied ethics for contexts that are very 

different from our familiar human condition, we 

must be careful not to mistake mid-level ethical 

principles for foundational normative truths. 

Put differently, we must recognize the extent 

to which our ordinary normative precepts are 

implicitly conditioned on the obtaining of vari- 

ous empirical conditions, and the need to adjust 

these precepts accordingly when applying them 

to hypothetical futuristic cases in which their 

preconditions are assumed not to obtain. By 

this, we are not making any controversial claim 

about moral relativism, but merely highlighting 

the commonsensical point that context is rel- 

evant to the application of ethics—and suggest- 

ing that this point is especially pertinent when 

one is considering the ethics of minds with 

exotic properties. 

Superintelligence 

I. J. Good 1965 set forth the classic hypoth- 

esis concerning superintelligence: that an AI 

sufficiently intelligent to understand its own 

design could redesign itself or create a suc- 

cessor system, more intelligent, which could 

then redesign itself yet again to become even 

more intelligent, and so on in a positive feed- 

back cycle. Good called this the ‘intelligence 

explosion.’ Recursive scenarios are not limited 

to Al: humans with intelligence augmented 

through a brain-computer interface might turn 

their minds to designing the next generation 
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of brain-computer interfaces. (If you had a 

machine that increased your IQ, it would be 

bound to occur to you, once you became smart 

enough, to try to design a more powerful ver- 

sion of the machine.) 

Superintelligence may also be achievable 

by increasing processing speed. The fastest 

observed neurons fire 1000 times per second; 

the fastest axon fibers conduct signals at 150 

meters/second, a half-millionth the speed of 

light (Sandberg 1999). It seems that it should 

be physically possible to build a brain which 

computes a million times as fast as a human 

brain, without shrinking its size or rewriting its 

software. If a human mind were thus acceler- 

ated, a subjective year of thinking would be ac- 

complished for every 31 physical seconds in the 

outside world, and a millennium would fly by 

in eight and a half hours. Vinge 1993 referred 

to such sped-up minds as ‘weak superintel- 

ligence’: a mind that thinks like a human but 

much faster. 

Yudkowsky 2008a lists three families of 

metaphors for visualizing the capability of a 

smarter-than-human AI: 

¢ Metaphors inspired by differences of in- 

dividual intelligence between humans: 

Als will patent new inventions, publish 

groundbreaking research papers, make 

money on the stock market, or lead politi- 

cal power blocks. 

¢ Metaphors inspired by knowledge differ- 

ences between past and present human 

civilizations: Fast Als will invent capa- 

bilities that futurists commonly predict for 

human civilizations a century or millen- 

nium in the future, like molecular nano- 

technology or interstellar travel. 

¢ Metaphors inspired by differences of brain 

architecture between humans and other 

biological organisms: E.g., Vinge 1993: 

‘Imagine running a dog mind at very high 

speed. Would a thousand years of doggy 

living add up to any human insight?’ That 

is: Changes of cognitive architecture might 

produce insights that no human-level mind 

would be able to find, or perhaps even rep- 

resent, after any amount of time. 

Even if we restrict ourselves to historical meta- 

phors, it becomes clear that superhuman in- 

telligence presents ethical challenges that are 

quite literally unprecedented. At this point the 

stakes are no longer on an individual scale (e.g., 

mortgage unjustly disapproved, house catches 

fire, person-agent mistreated) but on a global 

or cosmic scale (e.g., humanity is extinguished 
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and replaced by nothing we would regard as 

worthwhile). Or, if superintelligence can be 

shaped to be beneficial, then, depending on its 

technological capabilities, it might make short 

work of many present-day problems that have 

proven difficult to our human-level intelligence. 
Superintelligence is one of several “existen- 

tial risks’ as defined by Bostrom 2002: a risk 

‘where an adverse outcome would either anni- 

hilate Earth-originating intelligent life or per- 

manently and drastically curtail its potential.’ 

Conversely, a positive outcome for superin- 

telligence could preserve Earth-originating in- 

telligent life and help fulfill its potential. It is 

important to emphasize that smarter minds pose 

great potential benefits as well as risks. 

Attempts to reason about global catastrophic 

risks may be susceptible to a number of cogni- 

tive biases (Yudkowsky 2008b), including the 

‘good-story bias’ proposed by Bostrom 2002: 

Suppose our intuitions about which future sce- 
narios are ‘plausible and realistic’ are shaped 
by what we see on TV and in movies and what 

we read in novels. (After all, a large part of the 
discourse about the future that people encounter 
is in the form of fiction and other recreational 
contexts.) We should then, when thinking criti- 
cally, suspect our intuitions of being biased in 
the direction of overestimating the probability 
of those scenarios that make for a good story, 

since such scenarios will seem much more fa- 
miliar and more ‘real.’ This Good-story bias 

could be quite powerful. When was the last 
time you saw a movie about humankind sud- 
denly going extinct (without warning and with- 
out being replaced by some other civilization)? 
While this scenario may be much more prob- 
able than a scenario in which human heroes suc- 
cessfully repel an invasion of monsters or robot 
warriors, it wouldn’t be much fun to watch. 

Truly desirable outcomes make poor movies: 

No conflict means no story. While Asimov’s 

Three Laws of Robotics (Asimov 1942) are 

sometimes cited as a model for ethical AI de- 
velopment, the Three Laws are as much a 

plot device as Asimov’s ‘positronic brain.’ If 
Asimov had depicted the Three Laws as work- 

ing well, he would have had no stories. 

It would be a mistake to regard ‘Als’ as a 
species with fixed characteristics and ask, ‘Will 
they be good or evil?’ The term ‘Artificial 
Intelligence’ refers to a vast design space, pre- 
sumably much larger than the space of human 
minds (since all humans share a common brain 
architecture). It may be a form of good-story 
bias to ask, ‘Will Als be good or evil?’ as if 
trying to pick a premise for a movie plot. The 
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reply should be, ‘Exactly which AI design are 
you talking about?’ 

Can control over the initial programming of 

an Artificial Intelligence translate into influence 

on its later effect on the world? Kurzweil 2005 

holds that ‘[i]ntelligence is inherently impos- 

sible to control,’ and that despite any human 

attempts at taking precautions, ‘[b]y defini- 

tion . . . intelligent entities have the cleverness 

to easily overcome such barriers.’ Let us sup- 

pose that the AI is not only clever, but that, as 

part of the process of improving its own intel- 

ligence, it has unhindered access to its own 

source code: it can rewrite itself to anything it 

wants itself to be. Yet it does not follow that the 

AI must want to rewrite itself to a hostile form. 

Consider Gandhi, who seems to have pos- 

sessed a sincere desire not to kill people. Gandhi 

would not knowingly take a pill that caused him 

to want to kill people, because Gandhi knows 

that if he wants to kill people, he will probably 

kill people, and the current version of Gandhi 

does not want to kill. More generally, it seems 

likely that most self-modifying minds will nat- 

urally have stable utility functions, which im- 

plies that an initial choice of mind design can 

have lasting effects (Omohundro 2008). 

At this point in the development of AI sci- 

ence, is there any way we can translate the task 

of finding a design for ‘good’ Als into a modern 

research direction? It may seem premature to 

speculate, but one does suspect that some AI 

paradigms are more likely than others to even- 

tually prove conducive to the creation of intelli- 

gent self-modifying agents whose goals remain 

predictable even after multiple iterations of 

self-improvement. For example, the Bayesian 

branch of AI, inspired by coherent mathemati- 

cal systems such as probability theory and 

expected utility maximization, seems more 

amenable to the predictable self-modification 

problem than evolutionary programming and 

genetic algorithms. This is a controversial state- 

ment, but it illustrates the point that if we are 

thinking about the challenge of superintelli- 

gence down the road, this can indeed be turned 

into directional advice for present AI research. 

Yet even supposing that we can specify an 

Al’s goal system to be persistent under self- 

modification and self-improvement, this only 

begins to touch on the core ethical problems 

of creating superintelligence. Humans, the first 

general intelligences to exist on Earth, have 

used that intelligence to substantially reshape 

the globe—carving mountains, taming rivers, 

building skyscrapers, farming deserts, produc- 

ing unintended planetary climate changes. A 
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more powerful intelligence could have corre- 

spondingly larger consequences. 

Consider again the historical metaphor for 

superintelligence—differences similar to the 

differences between past and present civiliza- 

tions. Our present civilization is not separated 

from ancient Greece only by improved science 

and increased technological capability. There 

is a difference of ethical perspectives: Ancient 

Greeks thought slavery was acceptable; we 

think otherwise. Even between the nineteenth 

and twentieth centuries, there were substantial 

ethical disagreements—should women have 

the vote? Should blacks have the vote? It seems 

likely that people today will not be seen as ethi- 

cally perfect by future civilizations—not just 

because of our failure to solve currently rec- 

ognized ethical problems, such as poverty and 

inequality, but also for our failure even to recog- 

nize certain ethical problems. Perhaps someday 

the act of subjecting children to involuntarily 

schooling will be seen as child abuse—or maybe 

allowing children to leave school at age 18 will 

be seen as child abuse. We don’t know. 

Considering the ethical history of human 

civilizations over centuries of time, we can 

see that it might prove a very great tragedy to 

create a mind that was stable in ethical dimen- 

sions along which human civilizations seem to 

exhibit directional change. What if Archimedes 

of Syracuse had been able to create a long- 

lasting artificial intellect with a fixed version 

of the moral code of Ancient Greece? But to 

avoid this sort of ethical stagnation is likely to 

prove tricky: it would not suffice, for example, 

simply to render the mind randomly unstable. 

The ancient Greeks, even if they had realized 

their own imperfection, could not have done 

better by rolling dice. Occasionally a good new 

idea in ethics comes along, and it comes as a 

surprise; but most randomly generated ethical 

changes would strike us as folly or gibberish. 

This presents us with perhaps the ultimate 

challenge of machine ethics: How do you build 

an AI which, when it executes, becomes more 

ethical than you? This is not like asking our 

own philosophers to produce superethics, any 

more than Deep Blue was constructed by get- 

ting the best human chess players to program 

in good moves. But we have to be able to effec- 

tively describe the question, if not the answer— 

rolling dice won’t generate good chess moves, 

or good ethics either. Or, perhaps a more pro- 

ductive way to think about the problem: What 

strategy would you want Archimedes to follow 

in building a superintelligence, such that the 

overall outcome would still be acceptable, if 
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you couldn’t tell him what specifically he was 

doing wrong? This is very much the situation 

that we are in, relative to the future. 

One strong piece of advice that emerges 

from considering our situation as analogous to 

that of Archimedes is that we should not try to 
invent a ‘super’ version of what our own civi- 

lization considers to be ethics—this is not the 

strategy we would have wanted Archimedes 

to follow. Perhaps the question we should be 

considering, rather, is how an AI programmed 

by Archimedes, with no more moral expertise 

than Archimedes, could recognize (at least 

some of) our own civilization’s ethics as moral 

progress as opposed to mere moral instability. 

This would require that we begin to compre- 

hend the structure of ethical questions in the 

way that we have already comprehended the 

structure of chess. 
If we are serious about developing advanced 

AI, this is a challenge that we must meet. If ma- 

chines are to be placed in a position of being 

stronger, faster, more trusted, or smarter than 

humans, then the discipline of machine ethics 

must commit itself to seeking human-superior 

(not just human-equivalent) niceness.? 
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Conclusion 

Although current AI offers us few ethical issues 

that are not already present in the design of cars 

or power plants, the approach of AI algorithms 

toward more humanlike thought portends pre- 

dictable complications. Social roles may be 

filled by AI algorithms, implying new design 

requirements like transparency and predictabil- 

ity. Sufficiently general AI algorithms may no 

longer execute in predictable contexts, requir- 

ing new kinds of safety assurance and the engi- 

neering of artificial ethical considerations. Als 

with sufficiently advanced mental states, or the 

right kind of states, will have moral status, and 

some may count as persons—though perhaps 

persons very much unlike the sort that exist 

now, perhaps governed by different rules. And 

finally, the prospect of Als with superhuman 

intelligence and superhuman abilities presents 

us with the extraordinary challenge of stat- 

ing an algorithm that outputs superethical be- 

havior. These challenges may seem visionary, 

but it seems predictable that we will encounter 

them; and they are not devoid of suggestions for 

present-day research directions. 
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NOTES 

1. Alternatively, one might deny that moral status 
comes in degrees. Instead, one might hold that cer- 
tain beings have more significant interests than other 
beings. Thus, for instance, one could claim that it 

is better to save a human than to save a bird, not 
because the human has higher moral status, but be- 

cause the human has a more significant interest in 
having her life saved than does the bird in having its 
life saved. 

2. The question is related to some problems in the phi- 
losophy of mind which have received a great deal of 
attention, in particular the ‘zombie problem,’ which 

can be formulated as follows: Is there a metaphysi- 

cally possible world that is identical to the actual 

world with regard to all physical facts (including 
the exact physical microstructure of all brains and 
organisms) yet that differs from the actual world 
in regard to some phenomenal (subjective expe- 

riential) facts? Put more crudely, is it metaphysi- 

cally possible that there could be an individual who 

is physically exactly identical to you but who is a 

‘zombie,’ i.e. lacking qualia and phenomenal aware- 

ness? (David Chalmers 1996) This familiar ques- 

tion differs from the one referred to in the text: our 
‘zombie’ is allowed to have systematically different 
physical properties from normal humans. Moreover, 

we wish to draw attention specifically to the ethical 

status of a sapient zombie. 

How Philosophy of Mind Can Shape 
the Future 
Susan Schneider and Pete Mandik 

A bright metallic thread of future-oriented 

thinking runs through the tapestry of the phi- 

losophy of mind, especially in those parts of 

the field that have grappled with the possibility 

of minds as machines. Can a robot feel pain? 

Can a suitably programmed computer think 

actual thoughts? Could humans survive the 

total replacement of their nervous system by 

neural prosthetics? As the pace of technological 

change quickens, more and more what was once 

purely speculative is becoming real. As society 

moves further into the 21st Century, what are 

the ways that philosophy of mind can shape the 

future? What challenges will the future bring 

to the discipline? In this chapter we examine 

a few suggestive possibilities. We begin with 
what we suspect will be a game changer—the 

development of AI and artificial general intel- 

ligence (AGI). We then turn to radical brain 

enhancements, urging that the future will likely 

introduce exciting new issues involving (inter 

alia) the extended mind hypothesis, the epis- 

temology of evaluating the thoughts of vastly 

smarter beings, mind uploading, and more. 

1. The Rise of the Machines: 
Some Philosophical 
Challenges 

These last few years have been marked by the 

widespread cultural recognition that sophisti- 

cated Al is under development, and may change 

From Amy Kind, ed., Philosophy of Mind in the Twentieth and Twenty-First Centuries: The 

History of the Philosophy of Mind, Volume 6 (Routledge, 2018) pp. 303-319. Reprinted by 

permission of the publisher. 
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the face of society. For instance, according to 

a recent survey, the most cited AI researchers 

expect AI to ‘carry out most human profes- 

sions at least as well as a typical human’ within 

a 10% probability by the year 2024. Further, 

they assign a 50% probability by 2050, and a 

90% probability by 2070 (Muller and Bostrom 

2014).! AI critics, such as John Searle, Jerry 

Fodor and Hubert Dreyfus, must now answer to 

the impressive work coming out of venues like 

Google’s DeepMind and exhibited by IBM’s 

Watson program’, rather than referring back 

to the notorious litany of failures of AI in the 

1970s and 1980s. 
Indeed, silicon seems to be a better medium 

for information processing than the brain. 

Neurons reach a peak speed of about 200 Hz, 

which is about seven orders of magnitude slower 

than current microprocessors (Bostrom 2014, 

p. 59). Although the brain compensates for some 

of this with massive parallelism, features such 

as ‘hubs,’ and so on, crucial mental capacities 

such as attention rely upon serial processing, 

which is incredibly slow, and has a maximum 

capacity of about seven manageable chunks 

(Miller 1956, Schneider 2014). Additionally, 

the number of neurons in a human brain is lim- 

ited by cranial volume and metabolism, but 

computers can occupy entire buildings or cities, 

and can even be remotely connected across the 

globe (Bostrom 2014, Schneider 2014). 

Of course, the human brain is more intelligent 

than any modern day computer. Intelligent ma- 

chines can in principle be constructed by reverse 

engineering the brain, however, and improving 

upon its algorithms, or through some combina- 

tion of reverse engineering and judicious algo- 

rithms that aren’t based on the workings of the 

human brain. In addition, an AI program can 

be downloaded to different locations at once, is 

easily modifiable, and can survive under a vari- 

ety of conditions that carbon-based life cannot. 

The increases in redundancy and backups that 

programs allow mean that Al minds will be 

hardier and more reliable than their biological 

counterparts. 

We’ve noted AI experts’ projections that 

sophisticated AI may be reached within the 

next several decades. By ‘sophisticated AI’ 

what is meant is artificial general intelligence 

(AGI). An AGI is a flexible, domain-general 

intelligence—an intelligence that can integrate 

material from various domains, rather than 

merely excelling at a single task, like winning 

Jeopardy! or playing chess. Philosophers have 

debated the possibility of AGI for decades, and 
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we hope they will help shape the global un- 

derstanding of AGI in the future. For instance, 

perhaps some philosophers will discover a 

distinctively philosophical reason for believ- 

ing that, despite the successes of Watson and 

DeepMind, experts will (and must) hit a wall 

when it comes to creating AGI—perhaps com- 

puters can excel at domain specific reasoning 

but general purpose reasoning is not amenable 

to computational explanation. Or, perhaps the 

resources of the philosophy of mind will not 

unearth a deep obstacle to AGI, but instead pro- 

vide insights that will aid in its development. 

In any case, within society at large, the earlier 

skepticism about AGI has given way. Indeed, 

there is now a general suspicion that once AGI 

is reached, it may upgrade itself to even greater 

levels of intelligence. As David Chalmers 

explains: 

The key idea is that a machine that is more intel- 
ligent than humans will be better than humans 
at designing machines. So it will be capable 
of designing a machine more intelligent than 
the most intelligent machine that humans can 

design. So if it is itself designed by humans, it 

will be capable of designing a machine more in- 
telligent than itself. By similar reasoning, this 
next machine will also be capable of designing 
a machine more intelligent than itself. If every 

machine in turn does what it is capable of, we 

should expect a sequence of ever more intelli- 
gent machines. (Chalmers 2010) 

In a similar vein, Nick Bostrom’s New York 

Times bestselling book, Superintelligence: 

Paths, Dangers and Strategies (2014), argues 

that a superintelligence could supplant humans 

as the dominant intelligence on the planet, and 

that the sequence of changes could be rapid- 

fire (see also Kurzweil 2004). Indeed, due in 

large part to Bostrom’s book, and the successes 

at DeepMind, this last year marked the wide- 

spread cultural and scientific recognition of the 

possibility of ‘superintelligent AI.” 

Superintelligent AI: a kind of artificial gen- 
eral intelligence that is able to exceed the best 
human level intelligence in every field—social 
skills, general wisdom, scientific creativity, 
and so on (Bostrom 2014; Kurzweil 2004; 
Schneider 2009, 2015). 

Superintelligent AI (SAT) could be developed 
during a technological singularity, a point at 
which ever-more-rapid technological advances, 
especially, an intelligence explosion, reach 
a point at which unenhanced humans can no 
longer predict or even understand the changes 
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that are unfolding. If an intelligence explosion 

occurs, Bostrom warns that there is no way 

to predict or control the final goals of a SAI. 

Moral programming is difficult to specify in 

a fool-proof fashion, and it could be rewrit- 

ten by a superintelligence in any case. Nor is 

there any agreement in the field of ethics about 
what the correct moral principles are. Further, 

a clever machine could bypass safeguards like 

kill switches and attempts to box it in, and could 

potentially be an existential threat to humanity 

(Bostrom 2014, Yudowsky-sp, X). A superin- 

telligence is, after all, defined as an entity that is 

more intelligent than humans, in every domain. 

Bostrom calls this problem “The Control 
Problem.” (Bostrom 2014) 

The control problem is a serious problem— 

perhaps it is even insurmountable. Indeed, upon 

reading Bostrom’s book, scientists and business 

leaders such as Stephen Hawking, Bill Gates, 

Max Tegmark, among others, commented that 

superintelligent AI could threaten the human 

race, having goals that humans can neither 

predict nor control. Yet most current work on 

the control problem is being done by computer 

scientists. Philosophers of mind and moral phi- 

losophers can add to these debates, contribut- 

ing work on how to create friendly AI (for an 

excellent overview of the issues, see Wallach 

and Allen 2009). 

The possibility of human or beyond-human 

AI raises further philosophical questions as 

well. If AGI and SAI are developed, would 

they be conscious? Would they be selves or 

persons, although they are arguably not even 

living beings? Of course, perhaps we are put- 

ting the cart before the horse in assuming that 

superintelligence can even be developed: per- 

haps the move from human-level AGI to su- 

perintelligence is itself questionable? After all, 

how can humans create beyond-human intelli- 

gence given that our own intellectual resources 

are only at a human level? (Chalmers 2013) 

Quicker processing speed and a greater number 

of cognitive operations do not necessarily result 

in a qualitative shift to a greater form of intel- 

ligence. Indeed, what are markers for ‘beyond 

human intelligence,’ and how can we determine 

when it has been reached? 

In his groundbreaking paper on the singular- 

ity, Chalmers suggests even more issues that 

philosophers could explore: 

Philosophically: The singularity raises many 
important philosophical questions. . . The 
potential consequences of an_ intelligence 

explosion force us to think hard about values 

and morality and about consciousness and per- 
sonal identity. In effect, the singularity brings 
up some of the hardest traditional questions in 
philosophy and raises some new philosophical 
questions as well. 

. ..To determine whether an intelligence ex- 
plosion will be a good or a bad thing, we need 
to think about the relationship between intel- 

ligence and value. To determine whether we 
can play a significant role in a post-singularity 

world, we need to know whether human iden- 
tity can survive the enhancing of our cognitive 
systems, perhaps through uploading onto new 
technology. These are life-or-death questions 

that may confront us in coming decades or cen- 
turies. To have any hope of answering them, we 
need to think clearly about the philosophical 
issues. (Chalmers 2010) 

What sorts of things can philosophers do to 

help tackle the issues raised by AI, the singular- 

ity, and other technologies on the horizon? We 

recommend an approach that draws on thought 

experiments of the sort traditionally consid- 

ered by philosophers of mind, but tempered by 

knowledge of contemporary advances in sci- 

ence and technology. 

Philosophers often view thought experi- 

ments as windows into the fundamental nature 

of things—hypothetical situations in the ‘labo- 

ratory of the mind’ that depict something that 

exceeds the bounds of current technology or 

even is incompatible with the laws of nature, 

but that is supposed to reveal something philo- 

sophically enlightening about the topic in ques- 

tion (Schneider 2009). Thought experiments 

can entertain, illustrate a puzzle, lay bare a 

contradiction in thought, and move us toward 

further clarification. Yet experimental philoso- 

phers have countered that thought experiments 

are not trustworthy guides to philosophical 

issues because they covertly rely upon intui- 

tive judgments about possibility that are hos- 

tage to features like our cultural and economic 

backgrounds. 

Emerging technologies introduce a_ host 

of real world cases—cases that seem nomo- 

logically and technologically possible—rather 

than relying upon dubious intuitions about 

what is possible in remote possible worlds like 

zombie worlds (worlds in which no entity is 

conscious, even the entities that act like they 

are) or Cartesian worlds stocked with disem- 

bodied minds. And, in the domain of emerg- 

ing technologies—-this arena in which science 

fiction meets science fact—philosophy quite 

possibly becomes a matter of life and death, as 
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we will further discuss shortly (Chalmers 2010, 

Schneider 2009, Mandik 2015). 

In what follows, we identify more ways that 

philosophers of mind can help shape the 21st 

Century. We begin with a fictional scenario 
that introduces issues about the extended mind 

hypothesis. We then turn to several interrelated 

philosophical problems, based upon this sce- 

nario and others that we introduce. 

2. The Ethics of Brain 
Enhancement, the Extended 

Mind, and Human Integration 

into a Post-Singularity World 

Consider the following thought experiment, 

modified from Schneider 2009: 

Suppose it is 2025 and being a technophile, you 
purchase brain enhancements as they become 
readily available. First, you add a mobile in- 
ternet connection to your retina, then, you en- 
hance your working memory by adding neural 

circuitry. You are now officially a cyborg. 
Now skip ahead to 2040. Through nanotech- 
nological therapies and enhancements you are 
able to extend your lifespan, and as the years 
progress, you continue to accumulate more far- 
reaching enhancements. By 2060, after several 
small but cumulatively profound alterations, 
you are a ‘posthuman.’ To quote philosopher 

Nick Bostrom, posthumans are possible future 
beings, “whose basic capacities so radically 

exceed those of present humans as to be no 

longer unambiguously human by our current 
standards’ (Bostrom 2003). 

At this point, your intelligence is enhanced 
not just in terms of speed of mental process- 
ing; you are now able to make rich connec- 

tions that you were not able to make before. 

Unenhanced humans, or ‘naturals,’ seem to you 

to be intellectually disabled—you have little in 
common with them—but as a transhumanist (a 

proponent of the sorts of cybernetic and genetic 
modifications that, in the extreme case, leads to 
posthumans), you are supportive of their right 
to not enhance (Bostrom 2003, Garreau 2005, 

Kurzweil 2005). 

It is now 2250 AD. Over time, the slow addi- 
tion of better and better neural circuitry has left 
no real intellectual difference in kind between 
you and AI. Your mental operations have been 
gradually transferring to the cloud, and by this 
point, you are silicon-based. The only real dif- 
ference between you and an AI creature of stan- 
dard design is one of origin—you were once a 
natural. But you are now almost entirely engi- 
neered by technology—you are perhaps more 
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aptly characterized as a member of a rather 
heterogeneous class of AI life forms (Kurzweil 

2005). (Schneider, 2009) 

Of course, this is just a thought experiment, 

but it is hard to imagine people in mainstream 

society resisting opportunities for superior 

health, intelligence, extreme longevity and effi- 

ciency. Indeed, the advanced technologies wing 

of the defense department (DARPA) is now 

working on brain chips, electronic prosthetics 

implanted in the brain, providing intriguing ex- 

amples of ‘cyborgs.’ 
There are many philosophical issues that this 

thought experiment raises. Let us consider a few: 

The Extended Mind, 2.0 

Despite being implanted in brains, brain chips 

strike us as providing better support for the 

extended mind hypothesis than Clark and 

Chalmers’ original examples of laptops and 

notepads. (The extended mind hypothesis is 

the proposal that the physical substrate for 

the human mind is not restricted to the human 

central nervous system, but can sometimes or 

perhaps always include external physical items, 

as when one’s memories are stored in external 

media such as notebooks and hard drives.) For 

it can be objected that laptops and notepads do 

not seem to exhibit a sufficiently rich cognitive 

integration with the brain to justify the claim 

that the mind is extended beyond the brain. 

Instead, information from notebooks and lap- 

tops enters into cognitive and perceptual sys- 

tems through sensory transducers. When one 

forgets their laptop or notebook, they only have 

recourse to the processing of their brain. The 

brain itself seems to be the true unit of men- 

tality. In contrast, brain implants could become 

well-integrated with the biological brain, for the 

inputs from the implants do not enter the cog- 

nitive system through sensory transducers, but 

could in principle function like actual minicol- 
umns or brain regions. 

You might object that it is unclear what’s ‘ex- 

tended’ about neural prostheses. If they aren’t 

outside of the body, how do they make the mind 

‘extended’? But if one believes the mind is just 

the brain, then this makes the mind extended. 

Further, these implants need not be in the skull, 
they could be located elsewhere in the body, or 
even on the cloud, for instance. What is crucial 
is that they are as well integrated as compo- 
nents of the brain normally are. Would brain or 
cloud-based implants provide better support for 
the view that the mind is extended? Further, can 
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consciousness (as opposed to mere information 

processing) really extend beyond the biologi- 

cal brain? That is, can silicon minicolumns or 

microchips be part of the neural basis of con- 

scious experience? These are issues well-worth 

considering, we believe, as we move to a future 

with neural enhancements and therapies that 

extend beyond the biological brain. 

Human Integration into a Post-Singularity 
World 

Let us continue our thought experiments further 

into the future. Suppose that it is now AD 2250 

and some humans have upgraded to become su- 

perintelligent beings, through gradual cognitive 

enhancements, including cloud-based computa- 

tions. But suppose you resist any upgrades— 

you opt to stay a ‘Natural’—a member of a 

group resisting enhancements (Garreau 2004). 

Having conceptual resources beyond your 

wildest imagination, the superintelligent beings 

generate an entirely new budget of solutions to 

longstanding, central philosophical problems, 

such as the mind-body problem, the hard prob- 

lem of consciousness, and the problem of free 

will. They univocally and passionately tell you 

that the solutions are obvious. But you and the 

other Naturals throw your hands up; these ‘so- 

lutions’ strike you and the other unenhanced as 

gibberish (Schneider 2009b). 

You think: Who knows, maybe these ‘su- 

perintelligent’ beings were engineered poorly; 

or maybe it is me. Perhaps the unenhanced 

are “cognitively closed,’ as Colin McGinn has 

argued, being constitutionally unable to solve 

major philosophical problems (McGinn 1993). 

The enhanced call themselves ‘Humans 2.0’; 

they claim the unenhanced are but an inferior 

version. They beg you to enhance. What shall 

you do? What shall you make of your epistemic 

predicament? You cannot grasp the contents of 

the superintelligent beings’ thoughts without 

significant upgrades. But what if their way of 

thinking is flawed to begin with? In that case 

upgrading will surely not help. Is there some 

sort of neutral vantage point or at least a set of 

plausible principles with which to guide you in 

framing a response to such a challenge? 

This scenario is merely one example of the 

kind of issues that will come to the fore as ma- 
chines outsmart humans, and as some humans 

themselves enhance their intelligence in ways 

that allow them to outthink ordinary humans, 

at least in certain domains. Understanding how 

to approach such situations requires fruitful 

collaboration between philosophers of mind, 

epistemologists, AI specialists and others. 

The Ethics of Brain Enhancement 

Decisions 

Should we embrace postbiological intelligence? 

Enhancement decisions will require deep delib- 

eration about metaphysical and ethical ques- 

tions that are both controversial and difficult 

to solve: questions that require reflection about 

personal identity and the nature of mind, among 

other issues, and which draw from empirical 

work in cognitive science. As we explain below 

(infra, x), enhancing by moving from carbon 

to silicon may not be something that preserves 

your conscious experience or personal identity. 

Given this, a precautionary stance suggests that 

we should not enhance unless it is confirmed 
that consciousness is preserved. For the en- 

hancement is supposed to increase the quality 

of your life, enabling your survival and giving 

you more time on the planet as a subject of 

experience. However, in contrast to a precau- 
tionary stance is an attitude of ‘metaphysical 

daring’ (Mandik 2015). Being metaphysically 

daring involves making a kind of bet about 

metaphysical issues such as whether a naturally 

originating mind could have its consciousness 

or identity preserved across a transformation 

from tissue to silicon chips. Metaphysically 

daring future humans and posthumans may reap 

the benefits of an enhanced substrate. Indeed, 

as Mandik argues, systems that exhibit high 

degrees of metaphysical daring may, in making 

many more copies of themselves in the form 

of digital backups, be more fit in a Darwinian 

sense than their more cautious evolutionary 

competitors. Of course, part of what makes the 

attitude daring is the lack of certainty about 

whether it is correct that such benefits are forth- 

coming (Mandik 2015). 

Given both the lack of certainty on such mat- 

ters and their life-or-death nature, a pluralistic 

society should recognize the diversity of differ- 

ent philosophical views on these matters, includ- 

ing a wide range from the metaphysically daring 

to the metaphysically cautious, and not assume 

that science itself can answer questions about 

whether radical forms of brain enhancement are 

justifiable, or are even compatible with survival, 

given different views on personal identity and 

the nature of mind. A good place to further illus- 

trate these observations is with a very extreme 

‘enhancement’ case that has been in the news a 

good deal recently: mind uploading. 
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3. Mind Uploading (‘Whole 
Brain Emulation’) 

Science fiction has long depicted scenarios 

in which a person in distress, such as Johnny 

Depp’s character in Transcendence, uploads his 

or her brain in last ditch effort to avoid death. 

The idea behind uploading is that the person’s 

brain is scanned, and a software model of it is 

constructed that is so precise that, when run on 

ultra-efficient hardware, it thinks and behaves 

in exactly the same way as the original brain. 

The process of scanning will likely destroy the 

original brain, as in Transcendence, although 

non-destructive uploading has also been dis- 

cussed as a more distant possibility (Blackford 

and Broderick 2014). Uploading is akin to mi- 

gration to the cloud, but it can be more rapid 

fire, bypassing your cyborgization. Uploaded 

beings can be computationally identical to the 

original human, but they could also become 

vastly smarter, and less like an ordinary human, 

as with Transcendence. 

You might think that if uploading could be 

developed, day-to-day life would be drastically 

improved. For instance, on Monday at 6 PM, 

you could have sushi in Tokyo; by 7:30 PM, 

you could be sipping wine nestled in the hills 

of the Napa Valley; you need only rent a suit- 

able android body in each locale. Airports could 

become a thing of the past. Bodily harm matters 

little to you, for you just pay a fee to the rental 

company when your android surrogate is in- 

jured or destroyed. Formerly averse to risk, you 

find yourself skydiving and climbing Everest. 

You think: if I continue to back up, I will live 

forever. What a surprising route to immortality. 

Oxford University’s Future of Humanity 

Institute has a brain emulation project that is 

taking the first steps toward developing upload- 

ing. The OpenWorm project has successfully 

uploaded a worm (C elegans) and downloaded 

it to a Lego robot, which behaved like a worm. 

Uploading could be perfected during a techno- 

logical singularity. So suppose, like Will Caster, 

Johnny Depp’s character in Transcendence, you 

have just learned you only have a few weeks to 

live. You recall Steven Hawking’s remark: ‘I 

think the brain is like a programme . . . so it’s 

theoretically possible to copy the brain onto a 

computer and so provide a form of life after 

death.’ (Collins 2013) So you wonder: could I 

truly transfer my consciousness to a computer? 

Metaphysics has now become a matter of 
life and death for you. Would you survive? 

Philosophers, such as Nick Bostrom and David 
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Chalmers, tend to respond with guarded opti- 

mism. But let’s consider a literary example to 

see if even guarded optimism is well-founded. 

In Robert Sawyer’s novel Mindscan the pro- 

tagonist, Jake Sullivan, tries to upload to avoid 

dying of a brain tumor. He undergoes a non- 

destructive uploading procedure, and although 

the contents of his brain are copied precisely, 

he wakes up after the procedure, still on the op- 

erating table, and is astonished to find that he is 

still stuck in his original body. His conscious- 

ness did not ‘transfer’! Sullivan should have 

read the personal identity literature in meta- 

physics, which asks: in virtue of what do you 

survive over the time? Having a soul? Being 

a material being? Having the same memories 

and thought patterns as your earlier self? In de- 

ciding whether you could survive uploading, it 

is important to consider the metaphysical cre- 

dentials behind each of these views (Schneider 

2009). (See also chapter 5 on personal identity.) 

One reason Jake should have been suspicious 

is that objects generally follow a continuous 

trajectory through space over time—but here, 

for Jake to ‘transfer’ to his upload, his brain 

would not even move, and his consciousness 

would somehow travel inside a computer and 

then, at a later point, be downloaded into an an- 

droid. And the stuff that makes up the new Jake 

would be entirely different. Further, an upload 

can be downloaded to multiple places at once. 

But, plausibly, at most only one of these crea- 

tures would really be Jake. Which one? Finally, 

notice that Jake survived the scan. So why be- 

lieve that any of the uploads is him, rather than 

the original Jake? In the macroscopic world 

around us, single objects do not reside in mul- 

tiple locations at once. 

At best, so-called mind uploaders merely 

create computational copies of themselves that 

are forms of artificial intelligence (AI). But a 

copy is not the same as the original. It’s a copy 

(Schneider X). But if uploads are copies, why 

be confident, to go back to our original case of 

your migration to the cloud, that moving to the 

cloud really preserves your identity? Of course, 

maybe Derek Parfit is correct. Perhaps there is 
no identity to begin with (Parfit X). In this case, 
survival is not an issue for you. You may opt to 
upload for other reasons though—perhaps you 
believe that creating a psychological duplicate 
is somehow beneficial. 

Or maybe there really is survival, but we 
are like programs, which can be uploaded and 
downloaded (see infra x)? In this latter case, 
maybe uploading can preserve identity because 
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the mind is a program, as Hawking claims 

(infra, x). A program is abstract, like a musical 

score or equation, and is not a concrete object 

like a coffee cup, a brain, or a chair. On this 

sort of view, minds, as programs, are abstract 

in the sense that the plot of a novel or a song’s 

melody is abstract. If an author emails their 

latest novel to their publisher, and the publisher 

prints thousands of copies of the novel, there’s 

only one story here, not thousands. If human 

minds are abstract in this sense, then the sce- 

nario of nondestructive uploading involves only 

a single mind, just as there can be a thousand 

bound copies of a single novel (Mandik 2015, 

pp. 146-47). 

What case can be made for regarding minds 

as abstract? As Mandik points out: 

Much of what we think, want, and experience 

is abstract. I can think that there’s a dog chas- 

ing a cat without there being some particular 
dog or particular cat that I am thereby thinking 
about. As Quine 1956 points out, the desire I 

express in saying ‘I want a sloop’ can just be me 

wanting relief from slooplessness without there 
being some certain sloop that I want. Regarding 

experiences and “what it is like’ to have them: 
I can experience a patch of red on separate oc- 
casions, and what it is like to have the experi- 

ence on the one occasion may be exactly like 

what it is like on the other occasion. Tye 1995 

characterizes all phenomenal character as ‘ab- 
stract’ in this sense. If what matters for having 
my mind is something that can be characterized 
as abstract in these ways, the possibility opens 
of a deep analogy between a human life and the 
story of a novel. (Mandik 2015, p. 147) 

The view that the mind is abstract in a way 

that would allow for continuity through upload- 

ing is not without its opponents. For instance, 

Schneider has argued the mind is not a program. 

For a program or algorithm is like an equation 

and is abstract. In the fields of philosophy of 

mathematics and metaphysics abstract entities 

are by definition nonspatial, noncausal, atem- 

poral, unchanging, and nonphysical. We can 

tell introspectively that time passes, so minds 

are temporal, and minds (or more specifically, 

mental property tokenings, or mental events) are 

causal, and relatedly, they experience chance. An 

equation or algorithm is not located anywhere— 

although inscriptions and program instantiations 

are. Our minds and thoughts have concrete loca- 

tions in space. At best, the mind is a program 

instantiation, which is a concrete entity—a 

physical object (Schneider forthcoming). 

Regardless of whether we regard the survival 

conditions of minds as more like the survival 

conditions for ordinary physical objects or in- 

stead like abstract entities such as songs or 

stories, the important thing is that these are all 

very controversial positions, relying on cer- 

tain convictions about the nature of the self, 

and they militate for different decisions about 

radical brain enhancement. As the 21st Century 

unfolds, enhancement decisions will not merely 

require scientific information about whether 

uploading can be developed, or whether vari- 

ous minicolumns in your brain can be replaced 

with silicon implants. They will require philo- 

sophical deliberation about the nature of self 

and mind. 

We will revisit radical brain enhancement 

shortly, for we have yet to explore the important 

question of whether a silicon being, whether 

it be you or merely an uploaded copy of you, 

could be conscious. 

4. The Hard Problem of Al 

Consciousness 

When we deliberate, hear music, see the rich 

hues of a sunset, and so on, there is information 

processing going on in the brain. But above and 

beyond the manipulation of data, there is a sub- 

jective side - there is a felt quality to our experi- 

ence. Chalmers’ hard problem of consciousness 

asks: why does all this information processing 

in the human brain, under certain conditions, 

have a felt quality to it? Why aren’t we ‘zom- 

bies’ in the philosopher’s sense, being creatures 

that lack inner experience (Chalmers 2008)? 

As Chalmers emphasizes, this problem 

doesn’t seem to have a scientific answer. For in- 

stance, we could develop a complete theory of 

vision, understanding all of the details of visual 

processing in the brain, but still not understand 

why there are subjective experiences attached 

to these informational states. Chalmers con- 

trasts the hard problem with what he calls ‘easy 

problems,’ problems involving consciousness 

that have eventual scientific answers, such 

as the mechanisms behind attention and how 

we categorize and react to stimuli (Chalmers 

2008). Of course these scientific problem are 

difficult problems; Chalmers merely calls them 

‘easy problems’ to contrast them with the ‘hard 

problem’ of consciousness, which he thinks 

will not have a purely scientific solution. 

We now face yet another perplexing issue 

involving consciousness—a kind of ‘hard prob- 

lem’ concerning machine consciousness, if you 

will: 
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The Hard Problem of AI Consciousness: 
Would the processing of a silicon-based super- 
intelligent system feel a certain way, from the 

inside? 

A sophisticated AI could solve problems that 

even the brightest humans are unable to solve, 

but still, being made of a different substrate, 

would its information processing feel a certain 

way from the inside (Chalmers 2008, Searle 

1980, Schneider 2015)? 

This is not just Chalmers’ hard problem ap- 

plied to the case of AI. For the hard problem of 

consciousness assumes that we are conscious— 

after all, each of us can tell from introspecting 

that we are conscious at this moment. It asks 

why we are conscious. Why does all your in- 

formation processing feel a certain way from 

the inside? In contrast, the Hard Problem of AI 

Consciousness asks whether AI, being silicon- 

based, is even capable of consciousness. It does 

not presuppose that AI is conscious. These are 

different problems, but they are both hard prob- 

lems in their own right—problems that science 

alone cannot answer. 
Ned Block has raised a_ similar prob- 

lem, which he calls “The Harder Problem of 

Consciousness” (Block 2002, McLaughlin 

2003). In essence, Block focuses on the case 

of a ‘superficial functional isomorph’ (SFI) of 

a human—a being ‘that is functionally isomor- 

phic to us with respect to those causal relations 

among mental states, inputs, and outputs that 

are specified by ‘folk psychology” (Block 2002, 

p. 399). According to Block, an SFI need not be 
conscious, because for all we know, the capac- 

ity for consciousness may depend upon a sys- 

tem’s underlying substrate, and a silicon-based 

functional isomorph may lack the right substrate 

(Block 2002). Block aptly calls attention to the 

epistemic difficulty of determining whether a 

different realization would be conscious. 

Is our problem just Block’s “Harder Problem 

of Consciousness” then? Block develops his 

line of thought by focusing on a case of an 

SFI. In contrast, our hard problem of AI con- 

sciousness applies to systems that are not 

reasonably considered functional duplicates 

of us, by either armchair folk psychological 

attributions or scientific functionalist assess- 
ments (i.e., psychofunctionalism). It applies to 

systems that are incredibly different from us 

with respect to their cognitive and perceptual 

capacities, such as superintelligences or AGIs 

not designed to be humanlike. Further, Block’s 

problem only arises for proponents of what he 

calls ‘Phenomenal Realism,’ a view that counts 
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among its commitments that no ‘a priori or at 

least armchair analyses of consciousness (or 

at least armchair sufficient conditions) are 

given in non-phenomenal terms, most promi- 

nently in terms of representation, thought or 

function.’ In contrast, our problem can be 

raised while being neutral about the ultimate 

status of such analyses. For all we know, there 

is some as yet unforeseen but correct armchair 

analysis of consciousness in terms of informa- 

tion processing functions. We are nonetheless 

currently in the position to be deeply perplexed 

about whether an AI performing such functions 

would thereby be conscious. 

The problem is more general than Block’s 

problem then: simply put, silicon may not be 

the right medium for consciousness. 

Our problem is also related to biological natu- 

ralism, a position that is commonly associated 

with John Searle that has historically denied 

that AI can be conscious. (see Searle 1980). But 

unlike Searle, we do not find the Chinese Room 

thought experiment compelling (see Schneider 

2015 and Mandik forthcoming for discussion).* 
We do not wish to deny that machines can be con- 

scious. Instead, we consider it an open question 

whether silicon-based beings can be conscious. 

We gain a better understanding of the hard 

problem of AI consciousness by asking: what 

considerations may be fueling this problem? 

Perhaps the problem is fueled, at least in part, 

by a kind of other minds problem, applied to the 

case of machines. The case of machines is cer- 

tainly more challenging, because in the human 

case, we feel others are minded because of their 

behavior as well as the fact that they have a phys- 

iology that is similar to ours. The case with ma- 
chines is more challenging, because of a lack of 

physiological similarity, and it gets quite difficult 

if a machine’s cognitive and perceptual systems 

are not even loosely similar to our own, as we 

may not even have similar behaviors to go on. 

An other minds problem, on its own, may 

fuel the problem, but it does not strike us as 

being a compelling reason to deny conscious- 

ness to AGIs or SAIs. Ethical considerations 

suggest that it is best to be charitable in these 

cases, for any mistake could wrongly influence 

the debate over whether such creatures might 
be worthy of special ethical consideration as 
sentient beings. As Asimov’s robot stories il- 
lustrated, any failure to be charitable to AI 
could come back to haunt us, as they may treat 
us as we treated them. Indeed, Als could pose a 
‘hard problem of carbon-based consciousness’ 
about us, asking if biological, carbon-based 
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entities have the right substrate for experience. 

After all, how could AI ever be certain that we 
are conscious? 

The Problem of Other Minds is not the 

only concern that fuels Hard Problem of AI 

Consciousness, however.’ A further, related 

concern is the following. Carbon molecules 

form stronger, more stable chemical bonds than 

silicon, which allows carbon to form an extraor- 

dinary number of compounds, and unlike sili- 

con, carbon has the capacity to more easily form 

double-bonds. This difference has important im- 

plications in the field of astrobiology, because it 

is for this reason that carbon, and not silicon, is 

said to be well-suited for the development of life 

throughout the universe (Bennett and Shostak 

2012). If these chemical differences impact life 

itself, we should not rule out the possibility that 

these chemical differences also impact whether 

silicon gives rise to consciousness, even if they 

do not hinder silicon’s ability to process in- 

formation in a superior manner. This is not an 

endorsement of biological naturalism, but is a 

consideration indicating that it is not yet clear 

whether AI can be conscious. 

If the answer to the AI hard problem is that 

silicon cannot be the basis for consciousness, 

then superintelligent machines—machines that 

may even one day supplant us—will exhibit a 

vastly superior form of intelligence, but they 

will lack inner experience. Just as the breath- 

taking android in the movie Ex Machina (2015) 

convinced Caleb that she was in love with him, 

so too, a clever AI may convincingly behave as 

if it is conscious. 

Further, if subsequent reflection on the AI 

hard problem reveals that even beings with 

artificial brains that are computationally like 
those of humans cannot be conscious, then in 

an extreme, horrifying case, humans upload, 

and only nonhuman animals are left to feel the 

spark of insight, the pangs of grief, or the warm 

hues of a sunrise. This would be an unfathom- 
able loss, one that is not offset by a mere net 

gain in intelligence. Even the slightest chance 

that this could happen should give us reason to 

proceed in the development of uploading and 

brain implant technologies with caution. These 

issues urgently need to be addressed. 

A solution? 

Is there a means to answer the AI Hard Problem? 

Two scenarios are suggestive. 

First, although it is unlikely, we could 

find silicon-based natural intelligence on a 

planet—silicon-based life that arose through 

chemical processes, rather than being con- 

structed by a biological species. If these crea- 

tures have a phenomenological vocabulary—a 

vocabulary of what it is like to experience the 

world - it would not be due to their being pro- 

grammed by a biological species to act as if 

they had experience. Further, their phenomeno- 

logical vocabulary cannot be a mere mimicry 

of the behavior or vocabulary of a biological 

species that evolved separately and had contact 

with them. What we need is pure, untainted sili- 

con phenomenology, if you will. 

If untainted naturally occurring silicon-based 

phenomenology was discovered, this would 

make more plausible the claim that artificial 

silicon-based systems could support phenom- 

enology. Of course, even in this case some 

may still doubt whether artificial systems could 

be conscious (based, for instance, on consid- 

erations about teleofunction or John Searle’s 

alleged derived/non-derived intentionality dis- 

tinction) (cite). 

Let’s turn now to a second suggestion for 

making progress on the Hard Problem of AI 

Consciousness. Let us return to the case of 

one’s migration to the cloud. In the process of 

migrating, neurons that form the neural basis 

of one’s consciousness are gradually replaced 

by silicon chips. If, during this process, a 

prosthetic part of the brain ceases to function 

normally—specifically, if it ceases to give rise 

to the aspect of consciousness that that brain 

area is responsible for—then, there should be 

behavioral indications, including verbal reports. 

An otherwise normal person should be able to 

detect, or at least indicate to others through 

odd behaviors, that something is amiss, as with 

traumatic brain injuries involving the loss of 

consciousness in some domain, such as blind- 

sight or blindness denial. This would indicate a 

‘substitution failure’ of the artificial part for the 
original component. 

But should we really draw the conclusion, 

from a substitution failure, that the underlying 
cause is that silicon cannot be a neural correlate 
of conscious experience? Why not instead con- 

clude that scientists failed to program in a key 

feature of the original component—a problem 

which science can eventually solve? But after 

years and years of trying, we may reasonably 

question whether silicon is a suitable substitute 

for carbon when it comes to consciousness. 

This would be a sign that the answer to the hard 

problem of AI consciousness is negative: Al 

cannot be conscious. But even a longstanding 
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substitution failure would not be definitive, for 

there is always the chance that our science has 

fallen short. But this scenario would provide 

some evidence for a negative answer. 

Readers familiar with Chalmers ‘absent 

qualia, dancing qualia’ thought experiment 

may object that we’ve missed something, 

for Chalmers’ thought experiment supports 

the view that consciousness supervenes on 

functional configuration: if you fix the psy- 

chofunctional facts, you fix the qualia. But 

we are disputing that functional isomorphism 

occurs in the first place. We consider it an open 

question. 
If silicon systems cannot be conscious then 

the functional facts cannot be fixed. When it 

comes to consciousness, carbon and silicon 

are not functionally interchangeable. For why 

would a silicon system, S2, be a psychofunc- 

tional isomorph of the original system, S1, 

after the transfer? S2s replaced brain region, or 

minicolumn, being made of silicon, will always 

differ causally from the replaced component. 

For wouldn’t the new silicon component some- 

how signal to other brain areas that there is a 

defect in consciousness, as with neurophysi- 

ological deficits? 

Could the silicon chip be doctored, so as 

to signal consciousness when consciousness 

was absent though? This is a tricky question. 

It could be the case that there are some obser- 

vational false positives, in which case, we may 

fail to rule out certain cases of non-conscious 

systems. But would it then be a genuine func- 

tional isomorph of a carbon system? It is not 

clear that it would be, for the brain chip would 

need to prevent signaling to other brain areas 

that consciousness is lacking. The conscious 

system would not. Our example does not 
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require rejecting the view that qualia super- 

venes on functional organization, then. 

5. Conclusion 

The practical and intellectual challenges we fore- 

see philosophers of mind helping to meet have 

here fallen into four groups. The first group of 

challenges centered on the possibility of superin- 

telligent artificial intelligence, a technology that 

may potentially populate our world with nonhu- 

man selves bestowed with capacities that meet or 
exceed our own. The second group of challenges 

concern brain enhancement, extreme cases of 

which might result in beings more posthuman 

than human. Even more extreme transformations 

formed the core of the third group of challenges, 

those that centered on the hypothetical technol- 

ogy of mind uploading, which might constitute 

a way for human minds to survive indefinitely 

through digital backup, or might instead be 

merely a very expensive form of suicide. Fourth 

and finally, we raised the hard problem of Al 

consciousness, a special form of the problem of 

determining whether a given entity is such that 

there’s something it feels like to itself ‘from the 

inside.’ There’s an ethical element to this prob- 

lem, for we recognize an ethical imperative not 

to inflict avoidable suffering upon any being, 

whether they be natural or artificial. 

We surely have just scratched the surface in 

exploring ways that philosophy of mind can 

help shape the future. Despite the numerous 

ways that will surely escape our foresight, we 

are confident that the technological changes that 

await us, in particular those involving informa- 

tion processing technology, will pose problems 

that science alone cannot equip society to solve. 
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NOTES 

1. Further, there is growing concern among policymak- 

ers and the public that AI will eventually outmode 
humans, leading to technological unemployment 
(Frey and Osborne 2013). 

2. DeepMind is a British artificial intelligence com- 
pany acquired by Google in 2014. The IBM’s 

Watson program is a natural-language process- 

ing computer system that famously competed on 

Jeopardy! in 2011. 

3. Worries about technological unemployment do not 

assume that AGIs will be superintelligent; indeed, 
people can become unemployed due to the devel- 
opment of domain-specific AI systems that are not 

even at the level of being AGIs. 

4. In Searle’s famous Chinese Room argument, Searle 

appeals to the thought experiment of the “Chinese 
Room’ to argue against the possibility of artificial 
systems being genuinely intelligent. In the thought 

experiment, Searle runs a program for understand- 

ing Chinese despite himself understanding only 
English Observers outside of the Chinese room send 
and receive messages to and from the room that lead 
them to believe the room’s inhabitant is perfectly 
conversant in Chinese. But Searle is orchestrating 

the message exchange solely in virtue of following 
instructions written in English.. 

5. For discussion of the Chinese Room Thought ex- 

periment see (Schneider 2015). 
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